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Investigating the other race effect: Human and computer face matching
and similarity judgements
Kay L. Ritchie, Charlotte Cartledge and Robin S. S. Kramer

School of Psychology, University of Lincoln, Lincoln, UK

ABSTRACT
The other race effect (ORE) in part describes how people are poorer at identifying faces of other
races compared to own-race faces. While well-established with face memory, more recent
studies have begun to demonstrate its presence in face matching tasks, with minimal memory
requirements. However, several of these studies failed to compare both races of faces and
participants in order to fully test the predictions of the ORE. Here, we utilized images of both
Black and White individuals, and Black and White participants, as well as tasks measuring
perceptions of face matching and similarity. In addition, human judgements were directly
compared with computer algorithms. First, we found only partial support for an ORE in face
matching. Second, a deep convolutional neural network (residual network with 29 layers)
performed exceptionally well with both races. The DCNN’s representations were strongly
associated with human perceptions. Taken together, we found that the ORE was not robust or
compelling in our human data, and was absent in the computer algorithms we tested. We
discuss our results in the context of ORE literature, and the importance of state-of-the-art
algorithms.
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The other race effect (ORE) is well-known in the
domain of face recognition and describes how
people more accurately remember faces of their
own race compared with faces of other races
(Malpass & Kravitz, 1969). A review published over
thirty years after the initial finding showed that,
across 91 independent samples testing participants
of several different races, there was a small but con-
sistent memory advantage for own- compared with
other-race faces (Meissner & Brigham, 2001).
However, there remain situations in which the ORE
appears to be absent. For example, Estudillo and col-
leagues (2020) found no evidence of the ORE in a
multi-racial sample of Malaysian Chinese, Malaysian
Indian, and Malaysian Malay participants.

Debate continues around the mechanisms under-
lying the ORE. The social categorization hypothesis
suggests that own- and other-race faces are categor-
ized as more and less self-relevant respectively, and
that this level of encoding is responsible for

memory biases (Hugenberg et al., 2010; Rodin, 1987;
Sporer, 2001). As a result, cognitive resources are allo-
cated sparingly, with more allocated to in-group/
own-race faces than out-group/other-race faces
(Rodin, 1987). This theory has had some traction
more recently, with an in-group bias being reported
which does not rely on face race (Bernstein et al.,
2007). Faces of the same race were assigned as in-
group or out-group members based on social cat-
egories, and a similar bias was found as in the ORE
(although for failures to replicate, see Fuller et al.,
2021; Harrison et al., 2020).

The perceptual expertize or contact hypothesis of
the ORE draws on the face space literature which con-
ceptualizes each identity as one point in a multidi-
mensional “face space” (Valentine, 1991). Unlike the
social categorization hypothesis, the contact hypoth-
esis suggests that the ORE results from different
exposure to and expertize with own- and other-race
faces (Chance et al., 1982; Chiroro & Valentine, 1995;
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Rhodes et al., 1989). That is, we have more exposure
to own-race faces and so become more perceptually
tuned to processing those faces. Evidence for this
theory comes both from developmental research,
where children’s ORE increased as they gained more
experience with own-race faces (e.g., Chien et al.,
2016), and that increased contact with people of
other races reduced the ORE (Hancock & Rhodes,
2008) particularly when the contact occurs during
childhood (McKone et al., 2019; Singh et al., 2022).

Recent evidence suggests that the ORE is driven by
working memory. Nishimura and colleagues (2021)
found an increased working memory storage capacity
for own- compared to other-race faces, without a
relationship between storage capacity and encoding
rate, suggesting that working memory storage was
particularly important in the ORE. Further, Stelter
and Degner (2018) showed consistent decreases in
performance for other- compared with own-race
faces, in addition to a reduced working memory
capacity for other-race faces. The authors argued
that the ORE originates during the early stages of cog-
nitive processing. This conclusion suggests a percep-
tual explanation for the ORE, rather than one based
on social categorization.

The majority of research on the ORE has used an
old/new recognition memory paradigm. Participants
view a series of faces at the study phase, and
then during the test phase that follows, they are
asked to differentiate these “old” faces from “new”
(never before seen) ones. More recently, however,
the ORE has been found in perceptual tasks that
do not require memory (as discussed below), further
suggesting a perceptual expertize account of the ORE.

Other-race effect in face matching

Given that the ORE has been, at least to some extent,
well-established in face recognition, researchers
sought to determine whether the effect relied on
memory storage and/or retrieval (which are funda-
mental to later recognition) or if detriments were
already present in the perceptual encoding of the
faces (e.g., Sporer, 2001; Valentine, 1991). To this
end, Megreya and colleagues (2011) investigated
the ORE in face matching, where images remained
onscreen while decisions were made (e.g., “do these
photographs depict the same person or not?”), and
so the memory component was minimal. Even so,

the findings provided evidence of an ORE, with par-
ticipants showing worse performance for other- in
comparison with own-race faces.

Table 1 provides a summary of the literature
regarding the ORE and face matching tasks. Matching
tasks present either (a) two images side-by-side and
require participants to judge whether the images
show the same person or two different people (one-
to-one task); or (b) a target image alongside an
array of images and require the participant to
decide whether the target identity appears in the
array (one-to-many task). Sorting tasks present the
participants with multiple images of multiple identi-
ties and require participants to sort the images into
piles, with each pile representing one identity. A
closer inspection of some of the articles in Table 1
highlights possible limitations within those studies.
For example, experiments that only utilized one race
of participant risk their findings being due to the
properties of the stimuli alone (e.g., Proietti et al.,
2019; Robertson et al., 2020; Susa et al., 2019). To illus-
trate, if White participants showed worse perform-
ance with images of East Asian in comparison with
images of White individuals (Proietti et al., 2019)
then this may simply have been due to the use of a
more difficult set of images of East Asian individuals
(perhaps as a result of image selection or the creation
of face pairings). Indeed, this was acknowledged by
Robertson and colleagues (2020) as an alternative
interpretation of their results.

Another issue within studies so far is the reliance
on a limited number of races. With few exceptions,
researchers have focussed on White and East Asian
participants when exploring the ORE, presumably
for reasons related to convenience. For the ORE in
face recognition, different deficits may be apparent
depending on which pairing of races is used (Gross,
2009). Table 1 includes only two studies that featured
images of Black individuals (Meissner et al., 2013; Susa
et al., 2019), although neither of these recruited Black
participants (see the limitation discussed above).
Interestingly, both studies paired images of African
American individuals with non-White individuals,
suggesting a notable gap in the literature.

In addition, several of the studies in Table 1 reported
only partial support for an ORE. For example, Havard
(2021) incorporated both White and Asian participants
and images of White and Asian individuals. However,
for “match” trials (i.e., both images showed the same
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person), only Asian participants showed an ORE (per-
forming worse with images of White individuals in
comparison with Asian individuals). For “mismatch”
trials (i.e., the two images depicted different people),
the opposite pattern was found – only White partici-
pants showed an ORE, with worse performance for
images of Asian individuals in comparison with White
individuals. Considering overall performance, as
measured with sensitivity d′, only White participants
showed an ORE (for whole faces, since the study also
included other conditions).

Similarly, Tüttenberg and Wiese (2019) carried out
a sorting task with both White and East Asian partici-
pants and images of White and East Asian individuals.
However, in both experiments, only White partici-
pants showed fewer sorting errors for own- relative
to other-race identities. The authors argued that the
most likely explanation for this lack of an ORE in
East Asian participants was their extensive experience
with White individuals (since they had been living in
the UK at the time). Previous research has also ident-
ified a reduced or absent ORE for face recognition in
those with enhanced expertize for other-race faces
(e.g., Hancock & Rhodes, 2008).

More recently, Mallick et al. (2022) reported the
ORE when investigating pairs of unaltered images,
as well as images paired with 50/50 morphs (compu-
ter-generated averages created using two images of
different people). Their one-to-one matching task
incorporated both White and East Asian participants
and images of White and East Asian individuals.
Although the results were couched in terms of a
partial ORE, their analyses actually showed that no
ORE was present when considering only the unaltered
image pairs. Again, all of their participants were based
at a university in the US, and so experience with
other-race faces might explain the absence of an ORE.

Other-race effect in computer algorithms

Since the introduction of automated border control e-
gates and other computer systems in identity verifica-
tion, researchers have been investigating whether
algorithms might also demonstrate an ORE. To this
end, Phillips et al. (2011) compared algorithms orig-
inating from Western countries with those from East
Asian countries. Their results confirmed that these
computer systems did indeed demonstrate an ORE,

Table 1. A chronological summary of the literature investigating the ORE during face matching. Note that these race labels were used
by the original authors.

Authors Task(s) Stimuli Participants Type of stimuli
Contact

questionnaire

Phillips et al.
(2011)

One-to-one East Asian;
Caucasian

East Asian;
Caucasian

Front-facing images No

Megreya et al.
(2011)

One-to-
many

Caucasian;
Egyptian

Caucasian;
Egyptian

Front-facing, neutral expression Yes

Meissner et al.
(2013)

One-to-one Mexican American;
African American

Mexican
American

Front-facing, smiling images and corresponding passport/ID
photos

No

Crookes et al.
(2015)

One-to-
many

Chinese; Caucasian Chinese;
Caucasian

Front-facing, neutral expression Yes

Laurence et al.
(2016)

Sorting East Asian;
Caucasian

East Asian;
Caucasian

Unconstrained images from the internet Yes

Yan et al. (2016) Sorting Chinese; Caucasian Chinese;
Caucasian

Unconstrained images from the internet No

Kokje et al. (2018) One-to-one;
one-to-
many

Caucasian; Arab Caucasian;
Arab

Caucasian: Glasgow Unfamiliar Face Database (GUFD), Arab:
front-facing, neutral expression

Yes

Proietti et al.
(2019)

One-to-one East Asian;
Caucasian

Caucasian Unconstrained images from the internet Yes

Susa et al. (2019) One-to-one Hispanic; African
American

Hispanic Front-facing images and corresponding ID photo No

Tüttenberg and
Wiese (2019)

Sorting East Asian;
Caucasian

East Asian;
Caucasian

Unconstrained images from the internet Yes

Robertson et al.
(2020)

One-to-one Caucasian;
Egyptian

Caucasian Glasgow Face Matching Test (GFMT; Burton et al., 2010),
Models Face Matching Test (MFMT; Dowsett & Burton,
2015), Egyptian Face Matching Test (EFMT; Megreya et al.,
2011)

No

Havard (2021) One-to-one Caucasian; Asian Caucasian;
Asian

Front-facing, neutral expression Yes

Mallick et al.
(2022)

One-to-one East Asian;
Caucasian

East Asian;
Caucasian

Notre Dame Database (Phillips et al., 2009) No

Cavazos et al.
(2023)

One-to-one East Asian;
Caucasian

East Asian;
Caucasian

Notre Dame Database (Phillips et al., 2011, 2012) No
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better recognizing faces from where they were devel-
oped. Although these were “black-box” algorithms
(i.e., their implementations were unknown to the
researchers who tested them), it is possible that differ-
ences in the racial composition of the training data-
sets may provide the underlying explanation.

Since 2014, state-of-the-art algorithms have incor-
porated deep convolutional neural networks
(DCNNs), resulting in a marked increase in accuracy
and generalizability with face matching (Krizhevsky
et al., 2012). These employ a series of pooling and con-
volution operations across multiple layers of simulated
neurons, resulting in a compressed representation of a
face that can be directly examined. Several studies
have considered whether these types of systems also
demonstrate an ORE. To date, the results appear to
confirm that the ORE is indeed often present in
DCNNs (e.g., El Khiyari & Wechsler, 2016; Krishnapriya
et al., 2019; for a review, see Cavazos et al., 2021).
However, the size of this bias, or demographic effect,
varies substantially across algorithms (Grother et al.,
2019) and appears to be the result of several potential
factors. These include the racial composition of the
training and/or test sets (e.g., if demographic sub-
groups are disproportionately represented), their
quality (e.g., photographic quality may differ across
subgroups), the nesting of subgroups (e.g., race
biases may differ for female versus male faces, or chal-
lenging versus easier stimuli), and how the user
chooses to construct mismatch image pairs and
select the threshold for determining algorithm per-
formance. Considering the most recent algorithms,
Cavazos et al. (2021) found impressive performance
for both race groups tested, but that more difficult
items resulted in an increased ORE.

The current study

Given some of the limitations and omissions we have
identified above, the current study sought to investi-
gate the ORE in face matching by incorporating
several novel approaches. First, we utilized both
images of White and Black individuals and White
and Black participants, something that has so far
remained untested. The complete design (both
races of stimuli and participants) was important for
the reasons outlined above, and Table 1 also illus-
trates how very few studies have investigated the
ORE with Black participants. Second, we had

participants judge similarity as well as matching,
allowing us to compare human similarity ratings
with algorithm representations. Finally, we investi-
gated a potential ORE in computer algorithms using
the same face matching task and stimuli. We con-
sidered both a state-of-the-art DCNN and a simple,
baseline algorithm (utilizing principal components
analysis; PCA, see Supplementary Materials, Section
2). Human similarity ratings could therefore be com-
pared to algorithm representation of images, and
algorithm accuracy could also be assessed.

Methods

Participants

One hundred and ninety-five participants took part in
the matching task (100 self-reported White, 95 self-
reported Black; age M = 34 years, SD = 11 years; 62
men, 130 women, 3 other).

One hundred and ninety-six different participants
took part in the similarity rating task (97 self-reported
White, 99 self-reported Black; age M = 34 years, SD =
12 years; 57 men, 135 women, 4 other).

Participants were recruited via Prolific.co and com-
pensated £1.25 for their participation. Using Prolific’s
settings, we limited participants to those who were
resident in the UK (see familiarity manipulation
below). All participants gave informed consent
before participating in the experiment and were pro-
vided with a debriefing upon completion. This exper-
iment was approved by the university’s ethics
committee (#2021_6697) and was carried out in
accordance with the provisions of the World
Medical Association Declaration of Helsinki.

An a priori power analysis for the matching task
was conducted using G*Power 3.1 (Faul et al., 2007),
based on a medium effect size ( f = 0.25) for the inter-
action between Stimulus Race and Participant Race.
To achieve 95% power at an alpha of .05, a total
sample size of 54 was required.

Stimuli

The stimuli comprised pairs of face images (20 White
individuals, 20 Black individuals, with half being
women for each race). The images featured local
celebrities from outside of the UK, who were chosen
specifically to be unfamiliar to participants in the
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UK. All images were “ambient” (i.e., showing natural
variability in pose, expression, lighting etc.; see
Ritchie & Burton, 2017) and were obtained through
Google Images searches.

Images were presented in pairs (see Figure 1).
Match pairs showed two images of the same
person, while mismatch pairs showed an image of
the target identity alongside a foil image – an
image of an individual who meets the same verbal
description as the target (e.g., young woman, dark
hair). As in previous research (e.g., Ritchie, Kramer
et al., 2021; Ritchie & Burton, 2017), the images were
paired by the authors based on perceived similarity
of foils and target identities. There were no criteria
for the similarity of the two matching images of
each identity other than they not be from the same
instance (e.g., the same photo shoot). The assignment
of identities to matching conditions was counterba-
lanced across participants so that each identity was
seen only once by each participant. Therefore, half
of the participants saw each identity as a match
trial, and half as a mismatch. For each participant,
therefore, there were 40 trials – ten match and ten
mismatch face pairs for each race of face.

Procedure

Human tasks
The same image pairs were used for the matching and
similarity rating tasks. In the matching task, partici-
pants were shown all 40 face pairs and asked to indi-
cate whether the two photos showed the same

person or two different people, with responses pro-
vided using a scale from 1 (definitely not the same
person) to 7 (definitely the same person). In the simi-
larity rating task, participants were asked to rate the
similarity of the two faces in each image pair using
a scale from 1 (not very similar) to 7 (very similar).

All image pairs in both tasks were presented in a
random order. Participants were randomly assigned
to either the matching or the similarity rating task.

DCNN
To represent a more state-of-the-art algorithm, we
employed a DCNN. First, faces were automatically
detected within the 120 photographs, which were
then cropped to include only these regions, using
dlib (King, 2009) and its CNN face detection package
(King, 2015).

The algorithm comprised a residual network
(ResNet) DCNN with 29 layers (based on a previous
ResNet-34 network; He et al., 2016) that produced a
128-dimensional feature vector (referred to as an
“embedding”) that described each face. The network
was trained using images from the FaceScrub
dataset (Ng & Winkler, 2014), the Visual Geometry
Group (VGG) dataset (Parkhi et al., 2015), and a large
number of additional images scraped from the inter-
net. However, after labelling errors and other issues
were addressed, only approximately half of the
remaining images were from the VGG and FaceScrub
datasets. In total, the training set comprised 2,998,317
images of 7,485 identities (84.7% White, with the
remaining identities including both Black and other

Figure 1. Example stimuli depicting female faces. The two images on the right show the same person, the two images on the right
show different people.
Note: Copyright restrictions prevent publication of the images used in the experiment. These images are illustrative of the experimental stimuli and depict
people who did not appear in the experiments but have given permission for their images to be reproduced here.
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races). The colour image resolution of the input layer
was 150 × 150 pixels.

Results

We focussed on the comparison between White and
Black participants’ responses as a test of the ORE
(with any significant differences suggesting generaliz-
ability to the population more broadly), rather than
the less informative comparison between responses
to White versus Black stimuli (which would only
inform regarding generalizability to other stimuli).

We analyse the matching test in and of itself as a
test of the ORE in face matching. We analyse the
human similarity judgements only in relation to the
DCNN data representing face similarity.

In addition to traditional frequentist hypothesis
testing, we included Bayes factors using JASP (JASP
Team, 2020), which allowed us to quantify the
extent to which the data supported the alternative
hypothesis (BF10). No participants in either task indi-
cated familiarity with any of the stimulus identities
and so none were excluded from the analyses.

Matching task

Our participants did not provide explicit “same” or
“different” identity judgements, therefore we use
their scale ratings to produce the receiver operating
characteristic (ROC), with the area under this ROC
curve (AUC) representing a measure that is widely
used to assess the performance of classification
rules over the entire range of possible thresholds
(Krzanowski & Hand, 2009). AUC allows quantification
of the performance of a classifier (here, each partici-
pant) irrespective of where the cut-off between
binary “same”/”different” responses might have
been placed. This more fine-grained analysis
bypassed the need to rely on a participant’s final
decision (“same”/“different”) in favour of investigating
what was presumably the underlying perception –
the likelihood that this pair of images depicted the
same person (e.g., Towler et al., 2021).

For each participant, we calculated the hit and false
alarm rates for each possible threshold (i.e., the theor-
etical boundary between “same” and “different”)
along the response scale (1 through 7).1 Rather than
making explicit judgements about whether image
pairs were the same person or two different people,

participants rated the likelihood that each pair was
the same person. AUC is typically very similar to tra-
ditional performance measures such as proportion
correct where those are calculated by dichotomizing
rating scales into “same” and “different” responses
(e.g., Kramer et al., 2021). To aid interpretation of
our results, AUC values range from 0 to 1, represent-
ing individuals who classify the trials correctly
(showing the same person or two different people)
in 0% and 100% of occasions respectively. An AUC
of 0.5 is equivalent to 50% correct in this case as we
have two trial types. This approach, therefore,
focussed on their internal representation of the likeli-
hood that each pair showed the same person (a con-
tinuous measure) rather than forcing a binary
decision based on an internal threshold that differen-
tiates “same” from “different” pairs.

A 2 (Stimulus Race: White, Black) × 2 ( Participant
Race: White, Black) mixed analysis of variance
(ANOVA) on AUC showed a non-significant main
effect of Stimulus Race, F(1, 193) = 3.84, p = .052,
ηp

2 = .02, BF10 = 1.21, and a significant main effect of
Participant Race, F(1, 193) = 8.91, p = .003, ηp

2 = .04,
BF10 = 12.20. However, these were qualified by a
significant interaction, F(1, 193) = 5.67, p = .018,
ηp

2 = .03, BF10 = 3.03 (see Figure 2). Follow-up Bonfer-
roni-corrected paired samples t-tests showed that
White participants did not differ in their AUC values
for images of White (M = 0.81) and Black individuals
(M = 0.81), t(99) = 0.29, p = 1.00, Cohen’s d = .03, BF10
= 0.12, while Black participants performed better
with images of Black (M = 0.87) in comparison with
White individuals (M = 0.83), t(94) = 3.17, p = .004,
Cohen’s d = .32, BF10 = 11.67.

Therefore, the results from the matching task
suggested partial evidence of the ORE, with Black par-
ticipants showing better performance for images of
Black over White stimulus pairs. Further, by consider-
ing trial-level responses (see the Supplementary
Materials, Section 1), we found that Black participants
showed greater accuracy with images of Black, in
comparison with White individuals, for mismatch
trials in particular.

Similarity task
For the similarity task, our main comparison was with
the DCNN below. We did, however, compare similarity
ratings for matching and mismatching identity pairs.
Collapsed across all participants and stimuli, a
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paired samples t-test showed that similarity ratings
were higher for match (M = 4.95) compared to mis-
match image pairs (M = 3.16), t(391) = 30.59, p < .001,
Cohen’s d = 1.55, BF10 > 1000.

DCNN performance
As described above, for the DCNN, each of the 120
images was represented by a 128-dimensional
embedding. To determine algorithm-judged simi-
larity, we calculated the Euclidean distance between
pairs of images, for each match and mismatch pairing.

To investigate whether the DCNN performed
better with images of Black versus White individuals,
we calculated the difference between distances by
subtracting the matching pair distance from the mis-
matching pair distance for each of the 40 identities
(80 face pairs in total). Larger differences would indi-
cate better face matching performance since, ideally,
matching pair distances should be small (i.e., images
of the same person were located closer to each
other) while mismatching pair distances should be
large (i.e., images of different people were further
away). We carried out an independent samples
t-test comparing “mismatch – match” difference
measures (see above) for images of Black and White
individuals, which showed a non-significant differ-
ence t(38) = 1.60, p = .119, Cohen’s d = .50, BF10 =
0.836. The DCNN was equally accurate in

distinguishing matching pairs from mismatching
ones for images of both Black and White individuals.
This is in contrast with a simple PCA which was
unable to do so (see Supplementary Materials,
Section 2). Two paired samples t-tests comparing
the raw distances for match and mismatch pairs, for
images of White and Black individuals separately,
showed that this DCNN was able to differentiate
between match and mismatch pairs for both White,
t(19) = 21.34, p < .001, Cohen’s d = 4.77, BF10> 1000,
and Black individuals, t(19) = 10.40, p < .001, Cohen’s
d = 2.32, BF10 > 1000. Again, these results contrast
with the PCA analysis which could not differentiate
between matching and mismatching image pairs
(see Supplementary Materials, Section 2).

Comparing human similarity ratings performance
and DCNN
As Table 2 illustrates, DCNN distances between image
pairs were negatively correlated with both Black and
White participants’ similarity ratings of both races of

Figure 2. The interaction between Stimulus Race and Participant Race for AUC measures. Error bars represent 95% confidence
intervals.

Table 2. Correlations between human similarity judgements
and DCNN distances.
Face race Participant race r p BF10

Black Black −.81 <.001 6.004 × 107

White Black −.85 <.001 1.910 × 109

Black White −.79 <.001 1.809 × 107

White White −.79 <.001 9.929 × 106
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stimulus (where a negative correlation meant smaller
DCNN distances between faces judged to be more
similar to humans). The DCNN distances, therefore,
were strongly associated with human perception,
whereas a simple PCA was not (see Supplementary
Materials, Section 2).

Discussion

In the current work, we first sought to establish
whether there was an ORE for matching ratings,
using both White and Black participants and images
of White and Black individuals. Second, we considered
whether a state-of-the-art face recognition algorithm
showed the equivalent of an ORE by displaying a
difference in how it represented images of White
and Black individuals within its “face space.”

In our human data, we found partial support for an
ORE in face matching ratings (only for Black partici-
pants). Comparing the human similarity data to algor-
ithm measures showed that human judgements were
strongly correlated with the DCNN’s internal rep-
resentations of the images. The DCNN did not show
a bias towards being more accurate with images of
White or Black individuals, and performed equally
well for both races. This result illustrates the impor-
tance of knowing the capabilities of an algorithm
before using it for face recognition (Ritchie, Cartledge,
et al., 2021). A lack of a race bias could be due to an
algorithm performing equally poorly with each race
of face. Moreover, although some algorithms have
shown a bias towards being less accurate for non-
White faces, others (including the DCNN used here)
did not (Grother et al., 2019).

The ORE has typically been found when using face
memory paradigms but some studies have also found
the ORE in face matching tasks (e.g., Kokje et al.,
2018). This may suggest support for a “perceptual
expertise” as opposed to a “social categorisation”
account of the ORE. Here, however, we found only
partial support for an ORE in our face matching task.
This is not unprecedented. Previous studies have
also failed to find evidence of an ORE in both races
of participant (e.g., Havard, 2021; Tüttenberg &
Wiese, 2019). Indeed, Mallick et al. (2022) failed to
find any evidence of an ORE in their original, unmani-
pulated faces. It is possible that weaker or absent ORE
in some previous matching studies, as well as the
current work, may be due to the importance of

memory when searching for a robust ORE (Stelter &
Degner, 2018). It is also worth noting that, although
all of the previously published articles (with the
exception of Mallick et al., 2022) provided at least
some support for the ORE, it is possible that publi-
cation bias has played a role here since the prevalence
of this issue should not be underestimated (Ioannidis
et al., 2014).

There are some important methodological factors
to consider across those previous studies which
have found the ORE in perceptual tasks. Most have
used standard database images (e.g., Havard, 2021;
Kokje et al., 2018; Megreya et al., 2011), which are
unlike the ambient images used here, in that each
person was photographed in a standardized way
(i.e., similar to passport photographs). This has the
effect of reducing the noise in the image set, which
means that variability between images is due mostly
to the change in identity of the images, and not
image-based differences such as lighting, camera
angle, etc. Therefore, it is likely that our own task,
using ambient images, was more difficult (e.g.,
Dowsett & Burton, 2015; Fysh & Bindemann, 2018),
as well as being more comparable to real-world
matching contexts. It remains unclear as to how this
increase in difficulty might influence the ORE.

Other studies have sometimes tested only one race
of participant (e.g., Meissner et al., 2013; Proietti et al.,
2019; Robertson et al., 2020; Susa et al., 2019) and so
any observed effects could be due to differences in
stimulus difficulty between the two races of face
images used. A strength of our study is that we
tested both Black and White participants. It is impor-
tant to note that, to our knowledge, no previous
studies have investigated the ORE in perceptual tasks
using images of both Black and White individuals.

All of our participants were resident in the UK. This
was important so that we could make sure that all of
the identities used as stimuli in our tasks were unfami-
liar to observers (our images featured celebrities from
other countries who were unknown in the UK). While
the UK is predominantly White (84.8%), Black people
also make up 3.5% of the population (based on 2019
population estimates; Office for National Statistics,
2021). This does mean, in line with the contact hypoth-
esis, that our participants may have had sufficient
exposure to other-race faces to reduce or extinguish
the ORE. Indeed, this argument was made by Tütten-
berg and Wiese (2019) to explain why no ORE was
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found in their sorting task for East Asian participants
living in the UK. We might, therefore, present two
potential reasons for the lack of a clear ORE in the
current work: (1) the ORE is not a robust effect when
tested using a complete design (incorporating both
races of stimuli and participants); and/or (2) the ORE
can be extinguished through sufficient exposure to
or contact with people of the other race. We did not
include a contact measure in our study, and so we
cannot rule out that UK participants simply have
more contact with and experience of the faces of
people of different races. A number of other studies
of the ORE using perceptual tasks also did not
include contact questionnaires (e.g., Mallick et al.,
2022; Robertson et al., 2020; Susa et al., 2019), but
two which did measure contact and tested UK partici-
pants found that Asian participants living in the UK
had high levels of contact with White people
(Havard, 2021; Tüttenberg & Wiese, 2019). Therefore,
it is possible that our participants had high levels and
quality of social contact with people of the other
race, meaning we are unable to conclude whether
our mixed findings resulted from a lack of social
contact or a genuine absence of an effect. Interestingly,
Havard’s (2021) White participants had less contact
with Asian people than Asian participants had with
White people. In our matching task, only our Black par-
ticipants showed evidence of an ORE, perhaps indicat-
ing that their contact with White people was less than
our White participants’ contact with Black people.
Future research might consider replicating our task in
a UK sample and include a contact questionnaire in
order to investigate the role of contact in the ORE in
face matching. However, it is worth noting that,
whether the result of contact or not, our only partial
support for the ORE represents White and Black indi-
viduals residing in the UK at present.

The current work found that the DCNN algorithm
did not show an ORE, which may seem surprising.
The DCNN had previously been trained using a predo-
minantly White set of identities and its performance
was high with both races of face (as expected from a
state-of-the-art algorithm). Previous studies have
found that the nature of any ORE using algorithms
was highly variable, with the size of any bias showing
substantial differences across algorithms (Grother
et al., 2019). Perhaps reassuringly here, it was not the
case that an ORE was inevitable, even when the
racial composition of the training set was unbalanced.

This is an interesting result which could have impli-
cations for security settings such as airport security or
matching a suspect to CCTV footage, where algorithms
are used to either verify identity or match images.
There have been widely publicized concerns about
biases or demographic effects in automatic facial rec-
ognition, and the public in different countries are
well aware of these (see Ritchie, Cartledge, et al.,
2021). It is important, therefore, that findings which
do not report demographic effects are publicized by
the users of the systems in question in order to allevi-
ate public fears of the use of automatic facial recog-
nition technology. Taken together, the variable
demographic effects in algorithms reported across
studies again highlight the need for users to know
the capacity of the systems they are deploying.

Our comparisons between algorithm and human
judgements found that the DCNN’s distances
between faces in its representational space were
strongly correlated with human perceptions. Previous
studies have also found this to be the case (e.g.,
Jozwik et al., 2022; Somai & Hancock, 2022), with evi-
dence supporting the idea that humans and DCNNs
show agreement in their similarity metrics (Abudar-
ham et al., 2019; Hancock et al., 2020).

In conclusion, we found only partial support for the
ORE in human judgements of matching. No previous
work has investigated the ORE using both Black and
White participants and images of Black and White
individuals, and so it is unclear as to why the ORE
did not present as a more robust effect. However,
one explanation may be the exposure of our partici-
pants to other races, given that all of our participants
resided in the same country. Finally, we found that
the DCNN we tested was equally successful with
both races, while its similarity measures were strongly
correlated with human perceptions.

Note

1. In conventional analyses where participants provide a
binary “same” or “different” response, hit and false
alarm rates would be used to calculate sensitivity
indices (d′). Here these values were instead used to cal-
culate true positive rates and false positive rates, allow-
ing us to plot the ROC curve.
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