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ABSTRACT 
The aim of this study is to explore the challenges and experiences 
of conversational agent (CA) practitioners in order to highlight 
their practical needs and bring them into consideration within the 
scholarly sphere. A range of data scientists, conversational design-
ers, executive managers and researchers shared their opinions and 
experiences through semi-structured interviews. They were asked 
about emerging trends, the challenges they face, and the design 
processes they follow when creating CAs. In terms of trends, fnd-
ings included mixed feelings regarding no-code solutions and a 
desire for a separation of roles. The challenges mentioned included 
a lack of socio-technical tools and conversational archetypes. Fi-
nally, practitioners followed diferent design processes and did not 
use the design processes described in the academic literature. These 
fndings were analyzed to establish links between practitioners’ in-
sights and discussions in related literature. The goal of this analysis 
is to highlight research-practice gaps by synthesising fve practi-
tioner needs that are not currently being met. By highlighting these 
research-practice gaps and foregrounding the challenges and expe-
riences of CA practitioners, we can begin to understand the extent 
to which emerging literature is infuencing industrial settings and 
where more research is needed to better support CA practitioners 
in their work. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; 
Empirical studies in collaborative and social computing; • 
Computing methodologies → Artifcial intelligence. 
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1 INTRODUCTION 
As the prevalence and popularity of conversational agents (CAs) 
continues to rise in terms of commercial and industry-based prod-
ucts and use-cases, so does the amount of scholarly work on dif-
ferent aspects related to CAs. Despite this growth going hand in 
hand, there is still a signifcant gap between the fndings and guide-
lines published in scholarly works and the approaches used by 
practitioners [16, 44]. 

Understanding this research-practice gap is crucial to ensure 
that research conducted in this feld is able to efectively impact 
and shape best practices within industry-based spaces. [1] describe 
an “AI support vacuum" where AI-based systems are not properly 
supported by stakeholders and do not properly support stakehold-
ers. This vacuum is largely present due to the the gaps between the 
experts working on AI, those conducting research, those responsi-
ble for maintaining its wider infrastructure, those making business 
decisions, and the people using it and being afected by it (ibid). 

Our study’s research objective is thus to understand the men-
tioned research-practice gap in the context of CAs by studying 
practitioners views and bringing them into consideration within 
the scholarly sphere. The aim is to expedite the “bubbling up" pro-
cess described by [16]’s Translational Science Model from design 
practice to research to address the “applicability" gap from applied 
research to design practice. 

Accordingly, our research questions were as follows: 
Understanding Practitioners’ Experiences and Challenges: 
• RQ1: What are the major trends and developments occurring 
in the CA space from practitioners’ perspectives? 

• RQ2: What are the practical challenges faced by CA practi-
tioners during their work? 

• RQ3: What processes and methodologies do CA practitioners 
use in their work? 

Understanding Research-Practice Gaps: 
• RQ4: To what extent does existing literature and scholarly 
work support practitioners in terms of the trends and de-
velopments they adapt to, the challenges they face, and the 
processes they follow? 

• RQ5: Based on these levels of support, where do research-
practice gaps exist? 

RQs 1-3 focused on practitioners’ challenges and experiences 
and were addressed through a series of semi-structured interviews. 
Practitioners were asked to describe the trends they see emerging 
in the space of CA design, the challenges they face when designing 
them, and the design processes they follow during their projects. 
The aim behind the questions is to examine their opinions and 
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perspectives on the feld as a whole and then to zoom into their 
personal experiences and practices. RQs 4 & 5 were addressed after 
analyzing the interview results and reviewing relevant literature to 
identify convergences and divergences between the two. 

As a result, the contribution of this study is two-fold: 
(1) It highlights the prevalence of several technical and socio-

technical challenges faced by CA practitioners in their work 
as expressed by them. This benefts the research community 
by helping to clarify areas where future work is needed to 
better support practitioners by either conducting new re-
search, or re-adapting existing research to better suit their 
practical needs. Additionally, because several of those chal-
lenges have likely permeated from broader problems with 
AI-based systems, such as a lack of diversity among AI ex-
perts, highlighting this permeation reminds members of the 
community of the need to address and mitigate these issues 
urgently as they spread to newer, emerging technologies. 

(2) It introduces fve specifc practitioner needs where a research-
practice gap exists or where research exists, but has not been 
adopted, adapted, understood, or discovered by practitioners. 
This contribution is essential to the research community to 
understand how their work is impacting industrial settings. 
Future work should focus on understanding the reasons why 
scholarly works are having little-to-no impact in certain 
cases. 

Section two provides the needed background to contextualise the 
paper and introduce the research-practice gap mentioned earlier. 
Literature that relates to themes and topics discussed by practition-
ers is highlighted later on in the discussion section. This is because 
the focus of this paper is to establish links between practitioner-
based fndings and scholarly works, as opposed to a standard liter-
ature review. Section three outlines the methodological procedure 
followed and section four presents the fndings of the study. The 
fndings are organized into emerging trends, practitioners’ chal-
lenges, and design processes followed. Each aspect contains several 
emergent sub-themes which are discussed in detail. Finally, sec-
tion fve synthesises these fndings into fve unmet practitioner 
needs to highlight where research-practice gaps exist and should 
be addressed to better support practitioners. 

2 BACKGROUND 

2.1 Interview Studies in the CA Space 
As CAs continue to gain popularity, an increasing number of stud-
ies have focused on a variety of aspects relating to the creation and 
use of CAs. More specifcally, interview studies conducted have 
targeted both CA users [31] and practitioners [59]. In terms of users, 
interview studies have looked at which CA use cases are seen as 
useful or enjoyable , what people value in conversations [14], how 
CAs are used in homes [46], and people’s preferences for error re-
sponses [60]. In terms of practitioners, interview studies have most 
notably explored how ethical dilemmas [35] and guidelines [29] are 
dealt with in practice. Conversely, this study aims to understand 
practitioners’ experiences and challenges across their work and 
highlight potential research-practice gaps where their needs are 
not currently being met. 

2.2 Research-Practice and Socio-Technical Gaps 
in CA Design 

Research-practice gaps exist across diferent disciplines closely 
related to CA design. The gap exists because of the distinction 
between high-level, theoretical interventions and more concrete 
practices [27]. The term describes a gap between research eforts 
within a specifc feld and the activities and practices conducted, 
where research bears limited infuence on practice for any number 
of reasons. For example, there is a general consensus that a huge 
divide exists between the saturated space of theoretical AI ethics 
and AI codes of conduct, and the practical AI applications being 
developed today [11, 17, 20, 28, 36]. A similar gap between research 
and practice is also described in Human-Computer Interaction 
research [15, 44]. Given these gaps in related felds, the aim of this 
work is to explore the existence of a research-practice gap in the 
feld of CA design and to highlight some of its consequences by 
identifying unaddressed practitioner needs and challenges. 

Previous works have already highlighted limitations of practi-
cally implementing research-based interventions at a large scale 
within the CA space. Similar to other AI-based systems, design 
guidelines are found to be difcult to consolidate and implement, 
placing the responsibility on designers and developers to refect 
on how their practices and decisions might impact diferent stake-
holders [25]. At the other end of the spectrum, CA design tools 
are currently often very technical and focused on the design or 
development of CAs only [33, 34]. Similarly, studies on CAs often 
focus on one aspect, such as their implementation, their design, 
their adoption, their evaluation, etc., with none ofering higher-
level interdisciplinary frameworks that account for more contextual, 
socio-technical factors and processes, and support multiple phases 
of the life cycle [33]. [23] also discuss the “shortage of integrative 
perspectives on CA development and design". Highlighting the 
silo-ed and individual nature of attempts at designing, creating, 
and evaluating CAs and the lack of re-usability, transferability and 
sustainability of most of the resulting design principles and recom-
mendations published. Each agent is developed largely in isolation 
and the feld sufers from a lack of extensive documentation to aid 
future work [39, 45]. 

Additionally, several AI-based technologies (including CAs) tend 
to be more heavily research from a technical perspective than a 
socio-technical one [30, 33, 52]. As a result, these technologies can 
sufer from “environment blind[ness]” with regards to relevant 
socio-cultural facets of technology and its implications [57]. Aside 
from the obvious disconnect this gap creates between the tech-
nologies created and those using them and being afected by them, 
this socio-technical gap can also lead serious ethical problems and 
misuses [22, 47, 49]. [22] speak at length of the socio-technical gap 
in explainable AI and a similar gap can be seen in CA design. For 
example, there are currently very few tools for leveraging interdis-
ciplinary collaboration to create a conversational agent in terms of 
supporting interdisciplinary communications during the process 
and integrating the knowledge and insights produced [4], a lack of 
socio-technical tools and frameworks [54], and limited stakeholder 
participation and grounding in value-sensitivity [8, 25, 48]. 

The existence of a research-practice gap and a socio-technical 
gap within the CA space fueled the motivation for this study. By 
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sharing practitioners’ insights regarding the socio-technical expe-
riences and challenges they face with the research community, a 
clearer image of both these gaps can begin to emerge. Other rele-
vant topics are introduced in detail within the discussion section in 
order to structure and link themes from the literature directly to 
the fndings of the interview study. 

3 METHODOLOGY 

3.1 Study Design 
The study consisted of semi-structured interviews. The aim of the 
interview study is to understand practitioners’ experiences and 
perspectives on emerging trends, challenges they face, and the 
design processes they use. The study received the approval of the 
Science Engineering Technology Research Ethics Committee at 
Imperial College London under the SETREC reference 21IC7361. 

3.1.1 Data Collection. Interviews were conducted during 2022 
before the boom of generative AI and large-scale language models 
such as ChatGPT. They were 1 hour on average and took place on 
Microsoft Teams, Zoom, or Google Meet as preferred by participants. 
The interview guidelines were kept quite general on purpose to 
allow practitioners to speak freely and introduce their own themes 
and topics. Follow up questions asked depended on the content and 
fow of each interview. The interview questions are included below: 

(1) What are some of the main trends and directions in the world 
of CAs today? 

(2) What would you say are the main challenges you face when 
working on CAs? 
• Do you feel that these challenges generalize to all AI sys-
tems, or are they specifc to certain types of systems or 
domains? 

• Do you have any ideas, even if seemingly unfeasible, about 
how to address some of those challenges? 

(3) Is there a specifc framework or design process you follow 
when creating CAs? 
• Did you come up with it yourself? 
• Do you know any others? 
• Are you satisfed with the current way things are done 
with regards to the support ofered by current tools and 
frameworks? 

3.1.2 Data Analysis. The interviews were audio recorded and tran-
scribed automatically using each platform’s services. The transcrip-
tions were manually cleaned with the help of the audio recordings 
afterwards. All interviews were conducted and cleaned by the frst 
author. Transcriptions were analyzed using a hybrid approach of 
top-down and bottom-up thematic analysis [6] on NVivo (v12 for 
Mac) where excerpts were coded as ‘trends’, ‘challenges’ and ‘de-
sign process descriptions’ initially and then sub-themes emerged 
from the transcriptions themselves. Analysis was conducted by the 
three authors who met to discuss diferences until a consensus was 
reached regarding codes and categorisations. 

3.2 Participants 
Participants consisted of 12 CA practitioners working in a number 
of roles including conversation designers, researchers, executive 
managers, and data scientists. The sample number was a result of 

Table 1: Participant Information 

ID Gender Y.Exp. Sector Role 

P1 
P2 
P3 
P4 
P5 
P6 
P7 

M 
F 
F 
M 
M 
M 
M 

7 
22 
3 
3 
6 
4 
5 

Start Up 
Start Up 
Start Up 
Small-Medium Enterprise 
Start Up 
Institute/Research Org. 
Start Up 

Executive Managerial Position 
Conversational Exp. Designer 
Executive Managerial Position 
AI Research Engineer 
Executive Managerial Position 
Executive Managerial Position 
Executive Managerial Position 

P8 
P9 
P10 
P11 
P12 

M 
M 
M 
M 
M 

1 
2 
4 
2 
6 

Start Up 
Institute/Research Org. 
Multinational Corporation 
Multinational Corporation 
Institute/Research Org. 

Executive Managerial Position 
Conversation Designer 
Lead Data Scientist 
AI Consultant 
Chief Research Scientist 

“the principle of saturation and... pragmatic considerations" as is 
often the case with interview studies [53]. These participants were 
recruited through private messages on the social network website 
LinkedIn and were selected based on their advertised job titles on 
the platform. They have varying years of experience, roles, and 
employers to ensure diversity in the perspectives and experiences 
reported. Participant information can be seen in details in Table 1. 

4 FINDINGS 
This section presents the fndings of the interview study regarding 
the three main topics explored: emerging trends, practitioners’ 
challenges, and design processes followed. 

4.1 Emerging Trends 
Practitioners mentioned a wide range of socio-technical trends 
emerging within the space of CA design. While some focused on 
technical improvements and developments, others mentioned a 
number of trends relating to roles and interdisciplinarity, the emer-
gence of best practices, and working with stakeholders. 

4.1.1 The Double-Edged Sword of No-Code Solutions: Democratisa-
tion versus CA Qality. Practitioners were especially divided in their 
opinions on no-code solutions for creating CAs. On the one hand, 
some participants felt that they “democratized" [P2] CA creation, 
allowing anyone to participate and perhaps improving diversity 
among those creating them to an extent. Participants also felt that 
these tools helped them to not start from scratch on every project 
by providing some ready-made aspects which are available out-of-
the-box. On the other hand, non-technical practitioners, such as 
conversation designers, felt it enabled both end-users and engineers 
to take on roles they were not properly trained for. 

Participant P8 spoke positively about not having to start from 
scratch by having access to “really good variations of responses al-
most out of the box rather than having to go and create those things 
each time." This sentiment was echoed by participant P2 who ap-
preciated the ability to “plug and play" to speed up their workfow. 

Conversely, participant P5 spoke negatively about amateurs us-
ing these tools to create “substandard experiences" because new 
“clever platforms" allow them to “do it quickly." Participant P1 also 
spoke negatively of such tools stating that “in the hands of end-
users" they simply lead to “chaos". Participant P2 also spoke of the 
potential problems with these tools when engineers use them. They 
had noticed that people often believe that knowing a language 
automatically makes you an apt conversation designer: 
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“They’re like ‘I’m well versed with the use of language. Why should 
I not do that?... I’m English or I’m American. I speak English. Why 
can I not do it?’, which of course I completely disagree with.” 

Participant P9 also mentions this underestimation of the skills 
needed and equating knowing a language to being able to design 
conversations, relating it to the “Dunning Kruger efect [where] 
you think you know what you don’t actually know" and makes an 
insightful comparison: “Yeah you can write but that doesn’t make 
you an author, right?” 

Participants also suggested that the lack of standardization brought 
on by this democratization is somewhat being addressed through 
the emergence of guidelines and best practices, created largely 
by platform providers. Participant P10 mentions this emergence 
and notices that “more and more best practices [are] being talked 
about". As does participant P2, hinting, however, that it may be a 
double-edged sword because it leads people to believe “they don’t 
really need a methodology because [they’ll] just do what Amazon 
recommends or Google recommends or Microsoft recommends." 

4.1.2 Separation of Disciplinary Roles. Practitioners also spoke 
about the increasing separation of roles and the rising number of 
disciplines becoming involved in CA projects. Participant P3 recalls 
their experience on a previous project, stating that: “it was a one man 
band and I had to do everything from design and the conversations 
to implementing and deploying the chatbot.” However, as conversa-
tional design becomes more recognized as a “true profession” [P6], 
this is beginning to change. 

As demand for CAs increases, participant P2 has seen larger 
companies want to hire CA practitioners as an in-house role as 
opposed working with consultancies or freelance practitioners. Par-
ticipants P1 and P8 spoke of companies beginning to understand 
that more is needed than just engineering, but still with an uncer-
tainty as to exactly what is required. Participant P5 also spoke of an 
uncertainty regarding knowing which skills and roles are needed 
given the still emerging nature of the space, stating that “people 
don’t still know what to do, what’s involved in creating these sort 
of projects and the stakeholders [that] need to get involved.” Finally, 
participant P9 shares the same views that many companies “have 
limited understanding” on how to push CA project forward beyond 
initial “proof of concept[s]”. 

Despite this uncertainty, participant P5 also reports seeing the 
development of diferent roles and specialties among CA practi-
tioners that “didn’t exist 10 years, even 5 years ago.” Participant P10 
also mentions a “culture of multiple roles being involved... and a 
separation of roles.” They especially noticed that aside from those 
working on “the nuts and bolts, the technical building of a conversa-
tional agent... people with more of an English background, instead of 
a software engineering background, are getting involved.” 

4.1.3 Improvement in CA Capabilities Leading to Beter Conver-
sational Partners. Participants P5 and P8 were quick to mention 
improvements in the underlying components of CAs, such as the ac-
curacy of their models, the improvement in their natural language 
understanding capabilities, and so on. One efect of this improve-
ment is that practitioners are also seeing a rise in conversational 
agents becoming more like “human conversational partner[s]” [P11]. 
As their capabilities improve, conversational agents are shifting 
away from having specifc use-cases and tasks they can fulfll, and 

more towards having general conversations. This shift can very 
prominently seen in the advent of ChatGPT as participant P11 
describes: 

“At the same time, there is renewed sort of engagement for perhaps 
one particular type of conversation layer, which is the companion AI 
and chatbots based on large language models. Which sort of again 
sparks an idea of conversational AI becoming something more resem-
bling a human conversational partner than what we have seen so 
far.” 

4.2 Practitioners’ Challenges 
Narrowing the scope from broader trends in the space of CA de-
sign, the study’s next focus was on practitioners’ largest challenges 
when working in this space. Similarly to when talking about trends, 
practitioners mentioned several technical challenges with tools and 
workfows, as well as a number of socio-technical challenges regard-
ing working with users, team members, and other stakeholders. 

4.2.1 Lack of Conversational Archetypes. As CA capabilities con-
tinue to improve, practitioners are beginning to focus more on 
CA personality, persona and tone of voice alongside its dialogue 
and content. Practitioners spoke about the lack of conversational 
archetypes and personalities that are available to use out-of-the 
box, also explaining why they are so important. 

Participant P1 describes this lack of archetypes and contrasts it 
to the multitude of user interface templates currently available: 

“Another problem was there’s not a well defned set of conversa-
tional archetypes that people can adopt, for example if you’re building 
a mobile app, you have your login screen and you have your home 
screen and you have your hamburger menu.” 

Participant P8 also goes on to speak of the importance of devel-
oping CA personalities “because that’s how many people you can 
service.” They describe how CA designers can either play it safe 
with a “neutral” personality where “you don’t please anybody but 
you probably don’t ofend anybody”, or they can create a personality 
which might appeal to some people strongly, but risks “alienating 
others.” 

4.2.2 Lack of Socio-Technical Tools. Practitioners also expressed 
frustration with current tools being too focused on technical aspects 
of CA design and ofering no support for educating or explaining 
capabilities to non-technical stakeholders in order for them to par-
ticipate meaningfully. 

Participant P1 was frustrated by the lack of a “metaphor that 
anybody uses, understands, or can apply, that sort of explains to them 
what they’re doing and what the possible outcomes are going to be”, 
with most tools diving into technical terms such as intents, entities 
and utterances. They describe these tools as not giving users a 
“humanized way of thinking about it.” They mention that this is 
especially difcult for traditional software developers as it is “made 
to look like other programming tools where you would expect to get 
the same result every time, but then all of a sudden you didn’t get the 
same result every time [because of] it’s non-deterministic nature.” 

Alternatively, participant P3 also discusses how tools are either 
user-friendly but lack important features or are comprehensive but 
too technical. On one hand they fnd that “drag and drop systems 
like IBM Watson... or Google dialog fow don’t provide you with a 
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lot of fexibility”. On the other hand, platforms such as Rasa are 
much more fexible and powerful, but “with Rasa you have to hire a 
team of both chatbot engineers and back end developers and software 
engineers specifcally because Rasa uses those custom actions.” 

4.2.3 Biases and the Need for Diversity. Practitioners discussed a 
lack of diversity within the space of CA design leading to potential 
biases. They mentioned a lack of diversity in terms of: 

• Machine Learning Models: 
Non-technical practitioners especially felt that they have to 
inevitably use models created by others that are inherently 
biased: “Biases that are published by the model makers up front, 
and I think that people to go through like a click through tour 
on one of these things and be like ’see if you can get it to create 
a woman scientist, nope, it’s impossible’ and to understand 
that.” [P1] 

• Training Data: 
In turn, technical practitioners also felt that they themselves 
have to create models using training data that is inherently 
biased: “I guess the problem is that you need to train the data, 
the language data... who gathers the data and curates the data 
and trains the systems. Is it just a young white male guy or 
could it also be more race and gender and also age inclusive? 
But yeah, as you suspect, it’s maybe young male straight guys 
who think they know everything. But yeah, that’s a rant for 
another day.” [P2] 
“You [need to] have good training data - that is not biased - that 
you have an understanding of, you know, privacy or copyright 
or whatever in your ingestion of data - that you’re not just 
going out and scraping the cloud arbitrarily.” [P1] 

• Geopolitical Participation: 
Practitioners felt that the CA space was dominated by West-
ern innovations and values: “And that’s about the same time 
that I heard about conversational AI and it was this new thing 
that seemed to be inspired by what was going on in Asia which, 
ironically, I don’t see Asia as much in the conversation any-
more.” [P10] 

• Team Members: 
Finally, practitioners felt that teams creating CAs lacked 
diversity among their members, whether technical or non-
technical: “I think things just sometimes fall through the cracks 
if the team isn’t diverse enough... A typical example is that we 
were building a chatbot for people that were calling banks dur-
ing COVID pandemic just to reduce the demand on the contact 
centers and something there that showed up is that if someone 
said ’I lost my wallet’, it would recommend getting new card. 
But if it said ’I lost my purse’, it wouldn’t resolve anything. 
And by the time it was a bit too late. So I think having a diverse 
team is quite useful.” [P12] 
“I think it just helps you with the kind of the unexpected re-
sponses. You know the kind of the things that you don’t, or 
maybe the language that will be used that you don’t expect to 
do.” [P8] 

4.2.4 Platform Saturation and Integration. One negative aspect 
of the increased popularity and demand for CAs is the resulting 
increase in the number of platforms available for creating them. 

Practitioners report feeling overwhelmed with having to keep up 
with changes and developments in platform-specifc knowledge. 

Participant P3 spoke about this issue at length: 
“There are many diferent trends coming up from research and 

making their way into commercial tools and conversation designers 
and chatbot developers are kind of struggling to keep up with all 
the innovation and existing tools... And conversation developers are 
always thinking, ’should I learn about things?’ there’s so much for 
them to learn and basically what I notice from this discourse is that 
they just gave up. Because they’re already so busy like implementing 
a chatbot and a lot of this will be contract workers who are doing 
everything alone. So they have to design the conversations and deploy 
them. And they’re just saying ’we don’t have enough time as developers 
to learn all of these innovations.’... But yeah, there’s that kind of 
resistance in the development community and I do understand it 
because it’s a lot to keep up with.” 

Participant P5 also complained that “it’s quite challenging trying 
to keep on top of all of the diferent technologies while still adhering 
to costing” and participant P11 echoed the sentiment that “keeping 
track of the diferent platforms and systems that are required to set-up 
a workable, working conversational agents is challenging... [they] 
make the job notoriously difcult.” They also mention the lack of 
connection and “traceability across these diferent platforms.” 

Participant P2 also spoke of this issue at length, especially in 
relation to integrating tools for documentation as their team had 
knowledge and artefacts speard out across “word documents” for 
“conversation fows” and “Excel spreadsheets” for “training data” and 
“Confuence and JIRA” to make “tickets” and they were worried that 
“something may be lost in one channel.” They wished for either a sin-
gle tool or tighter integration across tools to ensure “no duplication 
but also no functionality aspect that gets lost.” 

4.3 Design Processes 
Finally, practitioners were asked to describe the typical design 
process they go through when creating CAs. The overall sentiment 
was that there is no standard process or best practice that every 
practitioner follows. 

Three participants in particular described frustration with the 
lack of a “rigorous and agile process in place” [P3] as opposed to 
some people resorting to “a blind process where they like typing a 
bunch of stuf, they train their model and then they hope that it didn’t 
break” [P1]. Participant P6 especially speaks of their experience 
educating practitioners on how to use a standardised process: 

“We just saw so many bad experiences. That they’re like ‘ohh wow, 
this is really poor’, nobody had any idea what to do... We always 
say everybody’s selling hammers and we’re the only ones training 
carpenters." 

Each practitioner followed their own variation of a CA design 
process, with no two processes being identical. A summary of these 
processes as desribed by the practitioners is provided diagramat-
ically in Figure 1 below. All the processes tended to follow these 
major phases: an initial planning phase where requirements are 
collected and the project is understood, a prototyping phase where 
conversation and dialogue fow design takes place, an often itera-
tive phase where the prototype is tested and feedback is collected, 
a development phase where the technical implementation of the 
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CA takes place, and a fnal phase where deployment, maintenance, 
testing and optimization occurs. Practitioners used similar language 
to describe their activities across these phases, such as mentioning 
requirements, prototyping, conversation design, development and 
deployment. 

Individual steps and activities varied between these phases and 
their order and repetitions also varied. Some practitioners’ pro-
cesses focused more on the conversations themselves, while others 
took a more technical approach such as looking at intent structures 
and platform selection. None of the practitioners mentioned any 
scholarly design processes. 

Figure 1: A diagrammatic representation of the design pro-
cesses followed by 8 CA practitioners based on their descrip-
tions. 

5 DISCUSSION 
During the interview study, practitioners touched upon several top-
ics which have been of great interest to the CA research community. 
Accordingly, this section synthesises these fndings into fve unmet 
practitioner needs. For each need, relevant literature is consulted 
to provide context regarding current research directions related to 
this need. Finally, open problems are highlighted. 

5.1 The Need to Mitigate Misuse of No-Code 
Solutions 

Several practitioners expressed concern with how other stakehold-
ers such as end users or engineers use no-code solutions and the 
problematic mindsets that they facilitate. They also mention that 
one solution to combat this misuse is the emergence of best prac-
tices and guidelines when creating CAs. 

This emergence points to the developing maturity of the feld and 
is especially needed by the stakeholders and amateur CA builders 
that practitioners have described as ‘not knowing what they’re 
doing’. The recommendations followed by practitioners have largely 
come from platform providers, such as IBM’s Alma Design System1 

and Microsoft’s Bot Framework2. 
This focus on industry-based guidelines comes despite several 

scholarly sources also providing such recommendations [34]. One 
possible explanation can be found in criticisms for research-based 
guidelines and recommendations for AI-based systems in general. 
Overall, these guidelines are found to be too abstract, vague, or 
difcult to implement on-the-ground [56]. They are also found to 
be difcult to measure in order to evaluate their success or efec-
tiveness [26]. In fact, studies examining their impact have found 
that they have no efect on practice [37]. 

Future work should examine the reasons behind this void be-
tween research-based recommendations and industry-based prac-
tices and the sluggish conversion rates from the prior to the latter. A 
potentially viable solution is to focus on and incorporate practition-
ers’ experiences and viewpoints into the creation of these principles, 
which was the main inspiration for the approach followed by this 
study. 

5.2 The Need for Operationalising CA 
Capabilities and Personalities 

Several practitioners spoke with excitement about CA’s improving 
capabilities allowing them to take on more ‘general’ use-cases and 
conversations with no specifc task. This industry-based interest 
goes together with an academic interest as signifcant research is 
being conducted in these directions. 

These types of CAs are becoming known as “social conversa-
tional user interfaces” [32] and are indeed taking on social roles 
such as partners [43], team members [5], and friends3. 

All conversations sit somewhere on a spectrum between social 
and transnational conversations, depending on the context and 
objective of the conversation [10]. Social conversations aim to build 
a relationship between participants through establishing trust and 
reaching a common ground. Transactional conversations have a 
goal which typically all participants are aware of and where each 
one plays a specifc role, culminating in the achievement of that 
goal. Conversations with CAs are typically viewed as transactional 
[14], with only few applications providing social conversations. 

In particular, there is much interest in CAs’ ‘humanness’. From a 
user perspective, how human-like a CA is, whether in terms of its 
conversation style or through being embodied or anthromorphized 

1IBM’s Alma Design System can be viewed at: https://researcher.watson.ibm.com/ 
researcher/view_group.php?id=8426
2Microsoft’s Bot Framework can be viewed at: https://dev.botframework.com/ 
3Such as the Replika chatbot: https://replika.com/ 

https://researcher.watson.ibm.com/researcher/view_group.php?id=8426
https://researcher.watson.ibm.com/researcher/view_group.php?id=8426
https://dev.botframework.com/
https://replika.com/


CA Practitioners’ Views on Trends, Challenges, and Design Processes CUI ’23, July 19–21, 2023, Eindhoven, Netherlands 

using an avatar, has been found to infuence CA adoption [13] and 
knowledge transfer between CA’s and humans [51]. As such, the 
‘humanness’ of CAs is sometimes used as an evaluation metric in 
studies [19]. 

This increased interest in CA humanness goes hand-in-hand 
with an interest in CAs’ personalities. Moving beyond the content 
of their dialogues, it is becoming crucial that CAs adopt a per-
sona or tone of voice in order to bring it to life more efectively 
[38]. Work has already been done on creating design patterns for 
diferent CA personalities or archetypes [3] and using CA per-
sonalities as a starting point when collaboratively designing them 
with other stakeholders [12]. There has also been work on creating 
Personality-Adaptive Conversational Agents (PACA) that assume 
diferent personalities either when discussing diferent topics [2], 
to mimic the user’s personality or to complement their personality 
(e.g. by being direct with impatient users). 

The study’s participants expressed an interest and increasing 
focus on these aspects in the CAs they design and build but felt 
frustrated at the lack of ready-made and practical tools, patterns, 
and archetypes that they could incorporate into their CAs. Since 
research is already being conducted regarding CA archetypes and 
PACAs, future work can help bridge the research-practice gap by 
distilling research-based innovations into actionable tools and re-
sources for practitioners. 

5.3 The Need for Socio-Technical Tools 
Most of the tools used by CA practitioners were to aid with techni-
cal aspects of designing and building CAs. [4] make the distinction 
between commercial tools for creating dialogue-based conversa-
tional agents, scientifc tools for creating embodied conversational 
agents, and open-source tools for creating applications such as in-
teractive stories or narrative games that include a conversational 
agent. Commercial tools can be further divided into “dialogue man-
agement systems" which introduce a layer of abstraction through 
visual elements such as fowcharts and node-link diagrams to allow 
non-technical users to design conversation fows with a low barrier 
to entry (such as one participant’s mention of Google’s DialogFlow), 
and CA creation tools that allow for the technical specifcation of 
a ready-to-deploy CA (such as the same participant’s mention of 
Rasa). 

In all cases, these tools provide no support for the socio-technical 
aspects involved in designing CAs such as talking to stakeholders 
and understanding their requirements, educating stakeholders and 
setting their expectations, working with ethics and values, and so 
on. AI practitioners from other studies have also reported a similar 
situation for diferent types of AI-based systems [61]. Educating 
other non-technical team members, such as designers, is especially 
important [59] and is also not explicitly supported in existing tools. 

Academics have also mentioned using metaphors and personify-
ing AI systems to explain more efectively to non-technical stake-
holders [40, 41] and make them more relatable. Despite these po-
tential benefts, one participant complained that the tools they used 
ofered no means of using these metaphors and used technical terms 
instead. 

As such, practitioners have turned to design tools and techniques 
to collaboratively design CAs with non-technical stakeholders and 

team members [9]. There’s also been an increase in tools aiming to 
lower the barrier-to-entry for non-technical individuals to create 
CAs [7], but as discussed with participants, these come with their 
own disadvantages. 

While the literature calls for adopting a socio-technical per-
spective, including diferent non-technical stakeholders, and using 
techniques such as metaphors and personifcation, these calls are 
not echoed in the software and tools being used by practitioners. 
Similarly to the previous section, it becomes clear that while re-
search sought after by practitioners does exist, it is not distilled into 
forms usable by them at the moment. Participant P3 mentioned 
a “resistance in the development community" to fast-paced inno-
vations that overwhelm practitioners who must understand and 
adapt to them alongside their usual work. This struggle might be 
one of the causes for a lack of wider permeation from research to 
industry and should be investigated in more detail. 

5.4 The Need for Increasing Diversity in the CA 
Space 

There have been a number of academic works on the importance 
of democratizing AI [21]. AI practitioners are thought of as homo-
geneous, leading to the creation of AI-based systems that do not 
refect the diversity of their users [55]. This lack of accounting for 
diversity and the resulting emergence of biases is further exacer-
bated by the opaqueness of workfows and pipelines for AI-based 
systems, especially with relation to data [21]. 

As such, there have been countless recent calls for an increase in 
the diversity of practitioners and of the disciplines involved beyond 
engineering or science-based ones [18, 33, 50]. 

It was thus incredibly signifcant to discover practitioners’ com-
plaints of biases and a lack of diversity beyond male engineers in the 
context of CAs, which are largely AI-based. These complaints point 
to the difusion of these limitations into even relatively emerging 
branches of AI-based systems and adds weight to the urgency with 
which they must be addressed. 

Academics have already begun calling for more interdisciplinary 
work when it comes to CA design [33, 34] and a number of studies 
have focused on collaboratively designing CAs to mitigate the 
harms of homogeneous design teams [24]. Practitioners’ accounts 
and real-world examples of the harms resulting from a lack of 
diversity and interdisciplinarity adds a multi-faceted perspective to 
these calls that solidify these harms as real and present. 

5.5 The Need for a Unifed, Practical Design 
Process 

Formal design processes have emerged from industrial sources. For 
example, Rasa, an open-source conversational agent development 
platform that supports building, deploying, training, and testing 
agents, conceived the methodology of conversational driven de-
velopment (CDD) [42]. CDD is meant to evolve the development 
of the agent’s conversations in a very user-centric approach. The 
idea is to listen to users early on and then continuously learn from 
real-world conversations instead of using specifcally-made train-
ing data. Such an approach improves diversity in language, usage 
scenarios, style of speaking, and so on. 



CUI ’23, July 19–21, 2023, Eindhoven, Netherlands Malak Sadek et al. 

A number of scholarly design processes for CAs have also emerged 
recently. For example, [58] has introduced an incredibly thorough 
procedure model for projects involving chatbots. [4] focuses on 
creating dialogues and conversations, providing a process for this 
specifc aspect within CA design. 

Despite their rigor and sophistication, research-based design 
processes have seen lower and slower adoption rates in industry 
among practitioners. There has also been little work done on iden-
tifying which processes practitioners use or whether they use their 
own processes, or a hybrid of both. 

As discussed earlier, there was a signifcant variation in the de-
sign processes followed by diferent practitioners. This variation 
points to a need for the creation of a standardized design process for 
use by industry practitioners. In fact, [23] speaks of the “shortage of 
integrative perspectives on CA development and design" hinting at 
the silo-ed nature of work in the space of CA design at the moment 
with CAs being built in isolation and with little documentation 
[39, 45]. In [23]’s review of design principles for conversational 
agents produced from existing studies, all the papers reviewed had 
low or moderate re-usability. In the same review, several CA design 
principles were also found to not directly address real-world prob-
lems and were varying in accessibility and actability [23]. This is far 
from the frst instance where scholarly works were unsupportive 
of practice [44]. 

The Natural Conversation Framework (NCF) ofers an extensive 
set of simple conversational user interaction patterns and is made 
use of by IBM’s Watson Assistant [38]. Leveraging interdisciplinary 
insights [38] to provide more detailed guidance in the form of a 
design system which is a concept several designers will already 
be familiar with [39]. The NCF’s interaction model consists of a 
set of 15 patterns or sequences which each have several possible 
expansions, reaching a total of over 50 sub-patterns. This greatly 
addresses issues of re-usability and standardisation. 

Even though more prescriptive design processes for CA have 
begun emerging [58], they are still not being adopted at a large scale 
within industry. This lack of adoption could be due to any number 
of “translational barriers" described by [16], and even though these 
barriers are addressed by frameworks such as that of [38, 39], the 
lack of wide-spread adoption persists. At this stage, it is difcult to 
determine which, if any, process is ‘ideal’, however, consolidating 
these processes and harnessing their diferent strengths can bring 
the feld closer to a unifed and rigorous practitioner-based design 
process for CAs, instead of having to reinvent the wheel every time. 

5.6 Future Work Needed to Address 
Research-Practice Gaps 

This interview study has taught us much in terms of the experi-
ences and challenges that practitioners in the CA space face during 
their work. Conversational UX is an emerging discipline and yet 
it borrows both benefcial and problematic aspects from related 
felds such as AI-based systems and human-computer interaction. 
Research-practice gaps and socio-technical gaps exist in all these 
felds and addressing them is pertinent to ensuring that works 
within the research community reach their full potential in terms 
of impacting concrete industrial practices and the outcomes they 
produce. 

This study has two main limitations: having a limited sample size 
and being conducted before the profleration of generative AI and 
large language models. Over the coming years, the experiences of 
CA practitioners are expected to change drastically and this study 
might need to be repeated in the future to compare answers and 
analyse changes. Nevertheless, the recurrence of certain themes 
and complaints sheds light on the existence of unmet needs that 
practitioners have which the research community has been already 
addressing and working on. This tells us that future work needs to 
be directed towards ensuring that needed research makes it across 
the research-practice gaps and is understandable, desirable, and 
usable by practitioners. While each need may require a diferent 
form of ‘future work’, a common point is that the operationalisation 
of research into practical tools and resources that practitioners can 
use is a crucial aspect to address several unmet needs. [16] explain 
that addressing the “applicability" gap from applied research to 
design practice requires the “translation and synthesis of knowledge 
into usable resources" [p.5] referring to the domain of Human-
Computer Interaction (HCI). The fndings of this study support 
such a claim within the domain of CA design as well. It appears 
to us that on one side, there is practitioner demand for support of 
their practices, needs, and interests, and on the other side, there is 
a supply of relevant research-based insights and innovations; what 
remains is to cross the gulf between both through the creation of 
practical tools and resources. 

6 CONCLUSION 
This study has explored CA practitioners’ experiences and per-
spectives regarding current trends in the space of CA design, the 
challenges they face in their work, and the design processes they 
follow. The aim of the study is to foreground CA practitioners’ 
challenges and experiences to bring an industry-based perspective 
within the scholarly sphere, and to identify research-practice gaps 
where certain practical needs were not currently being addressed. 

In terms of trends, practitioners spoke of improvements in CA 
capabilities and how this has led to more general and social use-
cases for CAs. They also spoke of the advantages and drawbacks of 
the increase in no-code solutions, and the separation of roles among 
CA practitioners leading to increasing interdisciplinarity in the 
feld. Practitioners also spoke of the challenges they face in terms of 
integrating between platforms in an overly saturated market, a lack 
of socio-technical tools and conversational archetypes despite the 
increasing interest in both these factors, and rampant biases due 
to a lack of diversity across several levels. Finally, they described 
the design processes they follow, showing a lack of standardization 
and integration between the work of diferent practitioners and 
between academia and industry. 

While several of these themes and issues are also emerging in 
academic literature, it was crucial to understand their concurrent 
development in industrial and commercial contexts. By highlight-
ing links between themes discussed in the interviews and relevant 
literature, this work helps highlight existing research-practice gaps 
where practitioners’ needs are not being addressed. These needs 
included the need for (i) mitigating misuse of no-code solutions, 
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(ii) operationalising CA capabilities and personalities, (iii) socio-
technical tools, (iv) increasing diversity, and (v) a unifed and prac-
tical design process. Future work needs to dive deeper into the 
reasons behind these gaps (i.e. whether they stem from a lack of 
literature or a lack of permeation of the literature into industrial 
settings and the reasons behind this defciency), and how they can 
be addressed. Perhaps one fnal aim of this paper is also to reinvigo-
rate interest in tackling the challenges and issues presented, whose 
relevance can be seen to lie well beyond the scope of academic 
research. 
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