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Abstract

This thesis investigates ultra-relativistic processes of thermal production of electrons

and positrons, and the theories involved in their description. It first focuses on collisional ioni-

sation and excitation rates in a partially-ionised plasma, presenting correction factors to them

that account for special relativity in the free electron motion as a function of temperature and

the threshold energy. These results are extended to de-excitation and three body recombination

using detailed balance.

It then turns to the production of electron-positron pairs from Breit-Wheeler two-

photon collision in the black-body field, and presents an analytic expression for the high-

temperature limit of the total rate. It then examines the same physical process using the

formalism of “external fields”, in which the black-body is treated as as a thermal ensemble of

classical field profiles. It presents a novel formal scheme for this calculation, and then presents

the results of a numerical scheme that approximates this field ensemble by 1D spatial “Sauter

pulses”. It is found that pair-production calculated by this means exceeds that calculated by

Breit-Wheeler by a large factor, and the energy spectrum of produced particles is presented.

Then, work comparing different theoretical formalisms of vacuum-destabilising back-

ground fields in QED is presented. It is first shown how solving the Dirac equation with

peculiar boundary conditions can give probability amplitudes for fermion scattering and pair

creation/annihilation. It is then demonstrated for a broad class of external fields that four

fermion propagators used in the literature are equivalent: Schwinger’s “proper-time” propaga-

tor; the “causal propagator” used in the “Bogoliubov transformation” method; and two defined

using analytic continuation. To do so, we re-derive Schwinger’s proper-time expression for the

propagator as a statement relating solutions of the inhomogeneous Dirac equation to those

of the inhomogeneous “proper-time Dirac equation”. We then show that all four propagators

return solutions of the inhomogeneous Dirac equation that satisfy the same boundary condition.
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Important Symbols and Notation

Mathematical Notation

R The real numbers.

R± Open ±ve half-lines.

C The complex numbers.

R3⊕1 Lorentz spacetime.

Lin(x) Polylogarithm of order n

E1(x) Exponential integral.

Kn Modified Bessel function of the second kind.

H Hilbert space.

σ(Ô) Spectrum of operator Ô.

µÔ Spectral measure of the operator Ô

⟨a, b⟩ Functional a acting on function b.

HÔ Representation of a Hilbert space in which Ô is diagonal.

Ha
Ô

The generalised eigenspace of HÔ, on which Ô acts as

multiplication by a.

δ(x), δ(n)(x) Dirac delta function in 1 or n dimensions (respectively).

Basic Physical Quantities

t Time.
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18 Symbols & Notation

x, y Position 3-vectors.

x, y, z 3-vector coordinates or position 4-vectors, = (tc,x),

(tc,y), (tc, z).

v Speed.

V Volume (of cavity).

A⊥ Area (of cavity) transverse to field direction.

T Duration of scattering event.

T Temperature.

p Probability or momentum.

E Electric field strength or energy.

Aµ Electromagnetic 4-potential, = (A0/c,A).

a0 Peak electrostatic potential.

τ Proper time.

Fµν Electromagnetic field tensor.

tin, tout Times of the start and end of the quantum process (re-

spectively).

β = 1/(kBT ).

θ Mass-normalised temperature, = kBT/(mec
2).

η Mass-normalised energy, = E/(mec
2).

Nsubscript Particle production rate per unite time or total particle

number.

nSubscript Pair-creation rate per spacetime volume, or particle den-

sity per spatial volume

U Total energy.

u Energy density.

General Quantum Mechanics

Ĥ Hamiltonian operator.
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Ĥ0 Free part of the Hamiltonian operator.

ĤI Interaction part of the Hamiltonian operator

L Lagrangian density.

Ĥ Hamiltonian density.

Û Time-evolution operator.

Z[J ] Partition functional.

ρ̂ Density matrix operator.

Thermal and Statistical Mechanics

ηT Mass-normalised threshold energy of reaction.

fMJ, fMJ Maxwell-Boltzmann and Maxwell-Jüttner distributions

(respectively).

r(ηT , θ) Reaction rate per ion.

σ Cross-section, standard deviation or spectrum (when it

has an operator argument).

R(ηT , θ) Correction factor for collisional rate.

υγ or υ0 energy normalised by temperature.

υ, υ 4-momentum and 3-momentum normalised by tempera-

ture (respectively).

X Temperature-normalised position 4-vector.

E(X), Eυ,r Temperature-normalised electric field, as function of

space or as amplitude of frequency-space mode.

ρℏ Density of states in temperature-normalised momentum-

space.

Z Partition function.

βc, β̃c Dimensionless constant of proportionality between char-

acteristic inverse timescale and lengthscale (respectively)

of the black-body field and temperature.



20 Symbols & Notation

The Dirac Equation and QED

γµ Dirac gamma matrices.

Gll′(x, y), Ĝ A Green’s function of the Dirac equation (sometimes with

bispinor indices suppressed).

J(x) Driving source for the Dirac equation, or classical source

of the quantum theory (sometimes equivalent defini-

tions).

ψ̂l(x) Fermion field operator. H and S subscripts indicate

Schrödinger and Heisenberg picture.

HP.T. Hilbert space of square-integrable bispinor spacetime pro-

files. “P.T.” stands for “proper-time”, as it is used for the

proper-time quantum mechanics.

HS.T. Hilbert space of square-integrable bispinor spatial pro-

files. “S.T.” stands for “spacetime”, as it is used for

quantum mechanics on spacetime.

Ĥm Hamiltonian of the spacetime Dirac equation with mass

m (subscript sometimes suppressed when m = me).

±φα(x),
±φα(x) Eigenbasis of the Dirac Hamiltonian at start time and

end time (respectively) with ±ve energy.

âα, b̂α Annihilation operators of electrons and positrons (respec-

tively).

|0, tin⟩, |0, tout⟩ Schrödinger-picture fermion vacua at the start and end

time (respectively).

|0, in⟩, |0, out⟩ Heisenberg-picture fermion vacua at the start and end

time (respectively).

cV Zeroth-order vacuum persistence amplitude.

Sc(x, y) “Causal propagator” of the Dirac equation in an external

field.
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G( ξ| χ)αβ Diagonal blocks of a matrix representation of the retarded

propagator of the Dirac equation in mixed in/out bases.

γK, γ̃K Temporal and spatial Keldysh parameters (respectively).

ωc, kc Characteristic inverse time and lengthscale (respec-

tively).

λ′ Dimensionless parameter characterising the Sauter pulse,

= ea0/(Kℏ).

κ0, κ⊥ Energy and transverse momentum normalised by the

peak electromagnetic potential (respectively).

ϵr(k) Polarisation vector, where r = 1, 2.

±Hm
S.T.,

±Hm
S.T. Subspaces of HS.T., spanned by the ±ve energy eigenvec-

tors of the Dirac Hamiltonian Ĥm at the start or end

time, respectively.

±P̂
m, ±P̂m Projection operators onto these subspaces.

±fl(x),
±fl(x) Functions belonging to these subspaces (bispinor index

sometimes suppressed).

(a, b)S.T., (a, b)P,T (For any a, b) Hilbert-space product on HS.T. and HP.T.

(respectively). S.T. subscript is suppressed in chapter 6.

ĤP.T. Proper time Hamiltonian.

λ Eigenvalue of ĤP.T..

Π̂ = γi(∂i + ieAi).

Physical and Mathematical Constants

α Fine structure constant, ≈ 1/137.

ℏ Reduced Planck’s constant, ≈ 1.055× 10−34 Js.

c Speed of light, ≈ 2.998× 108 ms−1.

kB Boltzmann’s constant, ≈ 1.381× 10−23 JK−1.

me Mass of the electron, ≈ 9.110× 10−31 kg.
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ϵ0 Vacuum permittivity, ≈ 8.854× 10−12 C2J−1m−1.

e Elementary charge or Euler’s number, ≈ 1.602× 10−16 C

or ≈ 2.718.

ES Schwinger limit, ≈ 1.132× 1018 JC−1m−1.

re Classical electron radius, ≈ 2.818× 10−15 m.

γE Euler-Mascheroni constant, ≈ 0.577.

AG Glaisher-Kinkelin constant, ≈ 1.282.

A Note on Units and Abbreviations

This thesis uses two different systems of units. In all chapters but 6 and 7, SI units are used.

In chapters 6 and 7, ℏ = c = 1 natural units are used instead.



Chapter 1

Introduction

A thermal system in full or partial equilibrium at temperature T may produce free electrons

and positrons, either by freeing electrons from an available bound state (such as within an

ion), or by creating electron/positron pairs from the vacuum. This thesis is concerned with

the dynamics of this process as temperature approaches and greatly surpasses the scale of the

electron rest energy, kBT ∼ mec
2, where me is the electron rest mass and T is the free fermion

temperature. If the process is slow enough, it is possible that the freed electrons and positrons

can simply escape. If not, we expect there to eventually be overall equilibrium, and therefore

for there to be no net thermal production of electrons or positrons. The process of particle

creation can, in this context, be useful either to study the process of equilibration, or the state

of equilibrium, by studying the conditions necessary for it to be balanced by the reverse rate.

This latter case is the situation supposed in Chapter 3, which examines a partially

ionised plasma. This consists of a gas of both free electrons and ions, the collision of which can

lead to ionisation, excitation, recombination or de-excitation. Usually these rates are calculated

using the Maxwell-Boltzmann distribution for the free electrons, which assumes classical (New-

tonian) dynamical motion of the electrons. This becomes insufficient as temperature approaches

the electron rest mass, as then a substantial proportion of electrons approach relativistic veloc-

ities. Chapter 3 presents “correction factors” to account for the effect of relativistic motion of

the free electrons for ionisation and excitation rates. We can then use equilibrium requirements

between the bound and free electrons to extend this to a correction factor for the de-excitation

and recombination rates.
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24 Chapter 1. Introduction

Chapter 4 looks at the creation of electron-positron pairs from the vacuum by two-

particle collisions in a free photon gas, i.e. Breit-Wheeler pair-creation in a black-body field [4].

Here we have appropriately general expressions in the literature, but only as an infinite sum

of integrals of special functions over an infinite domain, which must be calculated numerically

in the general case [5]. We use the high-temperature, kBT ≫ mec
2 limit to reduce this to a

simple analytical expression. The argument amounts to a demonstration that one can use the

high-energy limit of the Breit-Wheeler cross-section for the high-temperature rate. It is found

that the leading term contains the logarithmic factor, so the result is given for the leading

two terms, which scale as c log (kBT/(mec
2)) · (kBT/(ℏc))4 and c (kBT/(ℏc))4. The logarithmic

factor is curious; it is the only factor in the high-temperature limit which contains the electron

rest mass, and prevents us formally treating the high-temperature limit as the zero-mass limit

(since the logarithm would diverge).

This is a straightforward implementation of equations developed for application at lower

temperatures in a new context. When we enter a higher energy regime, though, the formalisms

that served well in the low-energy regime may become less useful. In quantum electrodynamics,

in particular, low-energy and low-intensity scattering processes are well understood by taking

the lowest, or lowest few, terms of the perturbative expansion. This is what the Breit-Wheeler

pair-creation rate represents. At higher energies and intensities, though, where the standard

perturbative expansion begins to break down, it becomes less clear which approximations are

valid, or which approaches to the same problem are appropriate.

Chapter 5 applies to the same physical problem, of pair-creation by a black-body field

in the kBT ≫ mec
2 limit, an alternative mechanism of particle creation by light: the Schwinger

mechanism. This is named after Schwinger’s calculation of the rate of pair-creation by a

constant, homogeneous electric field [6]. Unlike Breit-Wheeler, it is nonperturbative, which

means it cannot by calculated to any order in perturbation theory. This means that it cannot

be imagined as occurring by processes composed of successive photon/fermion interactions. The

physical reason for this can be appreciated by considering that it is a zero-frequency process,

and hence, by energy conservation, cannot be mediated by any finite number of photons.

Formally, the Schwinger mechanism is calculated by considering the electromagnetic field as an
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“external classical field”, rather than as an ensemble of photons, and as such can be generalised

to external fields varying in space and time. In this general case the relationship between

external field and perturbative methods is often unclear. There is a formal sense in which

the choice between calculating pair-creation using Breit-Wheeler or using external fields is a

choice between different Hilbert-space bases for the electromagnetic field. This framing of

the issue ignores the fact, though, that both methods involve their own approximations and

assumptions, neglecting effects which may be larger or smaller in specific instances. Therefore

in specific applications one method or the other, both or neither, may be expected to give

accurate predictions of observable quantities.

The background field method is most accurate when the electromagnetic field is in a

“coherent state”, and most of its applications are to this context (or a similar context where

the field is in something like a coherent state, though maintained by external current sources).

However, it can in principle be extended to an arbitrary quantum state of the electromagnetic

field using the fact that the coherent states provide a complete basis for the quantum electro-

magnetic field states [7–9]. The choice between coherent states and photon-number states is a

choice of basis. In the case of the black-body field, the coherent state basis is especially viable

as an alternative to the photon basis because, it transpires, both bases diagonalise the density

matrix, and hence one can do “classical statistical mechanics” in terms of both of them [9]. This

means that one can assign a classical probability 1 ≥ p ≥ 0 of the black-body being observed

with either a definite number of photons or in a definite coherent state, and calculate statistical

quantities, such as expectation values, using the formulae of classical statistical mechanics with

these probabilities. The probability of the electric field being found in a particular coherent

state even has a very simple mathematical form in momentum space: the amplitude at every

mode follows a Gaussian. In principle it is therefore possible to calculate Schwinger particle

production by assigning a particle production rate to every coherent field profile the black-body

might be found in, then averaging these weighted by the probabilities.

The first part of the results presented in chapter 5 is the formal expression of the

particle-production rate in terms of the coherent states of the black-body field, together with a

description of a numerical procedure for a representative sampling of spatiotemporal profiles.
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This involves some subtlety in moving from momentum space to real space. This can be done

precisely. To get beyond this and calculate pair-production rate in the sampled fields is difficult,

though, since there do not exist practical methods for calculating Schwinger particle-creation

in an entirely general external field. A way forwards is to represent the sampled field profiles

by simpler fields, for which the calculation of particle production rates is tractable.

The second part of the results presented in chapter 5 demonstrates how this can be

done. We first generate a large sample of local spatial profiles of the black-body field, projected

onto a single spatial axis. We then fit these local spatial field profiles to Sauter pulse E(x) =

E0 sech
2(Kx) “bump” fields by least-squares regression, therefore essentially representing the

black-body field by a large set of Sauter-pulse parameters (specifically, their magnitude E0 and

inverse lengthscale K). There exists an analytic expression for the pair-creation rate in the

Sauter pulse [10], so we can simply total the creation rate from all these Sauter pulses and

divide by length for the overall rate. An important part of our procedure is that, by exploiting

the correct limits, the scaling of the pair creation rate with temperature can be derived as a

simple quartic c (kBT/(ℏc))4 factor analytically. The numerical method can therefore be carried

out independent of temperature, and returns a temperature-independent prefactor. Using this

method we calculate a greater rate of pair creation than Breit-Wheeler by a factor of about 10

in the important regime. As an estimate to the pair-creation rate of the black-body treated as

an ensemble of external fields, this involves many approximations and assumptions: that the

black-body field produces pairs as if locally constant in time and transverse spatial dimensions;

that the pair-creation rate is formed of a sum of independent contributions from local “bumps”

of order the thermal wavelength; and it entirely neglects the magnetic field. Together, these

considerations severely restrict how strong conclusions we can draw from the results of our

model, though we argue that our result gives some reason to believe that an accurate external-

field calculation would return a substantially higher result than Breit-Wheeler.

The rest of the thesis, chapters 6 and 7, continues the interest in QED in a strong ex-

ternal background field, and also continues the interest in comparing different methods meant

to achieve the same ends. Specifically, it focuses on demonstrating the equivalence of different

formal approaches to QED in an external field. Chapter 6 is interested in Feynman’s demon-
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stration that one can calculate scattering amplitudes in the theory of electrons and positrons

in an external field by solving the homogeneous Dirac equation, as a C-valued “single-particle”

equation with a peculiar choice of boundary condition [11]. One must solve the equation not

with a specified starting profile, nor ending profile, but with the positive-energy component

of the solution specified at the start time, and the negative-energy component of the solution

specified at the end time. His derivation relies on treating the external field perturbatively,

though. Chapter 6 provides a nonperturbative demonstration of this result, valid for a wider

range of applied fields. It does so using the “Bogoliubov transformation” formalism of external

field QED, therefore showing equivalence between this and Feynman’s application of the Dirac

equation as a single-particle “Schrödinger-like” wave equation.

Chapter 7 is a more substantial piece of work. Most important physical quantities

calculated using QED in an external field can be thought of, as in regular QED, as calculated

using sums of Feynman diagrams. The main difference between QED with and without an

external field is the fermion propagator used. In Feynman diagrams, this is the “fermion

line” representing the propagation of electrons or positrons from one point to another [12].

Mathematically, it is a Green’s function of the Dirac equation. In the case of regular QED

without an external field, it is a Green’s function of the regular homogeneous Dirac equation,

(iγµℏ∂µ −mec)G0(x, y) = −δ4(x− y), (1.1)

while for QED in an external field it is a Green’s function of the Dirac equation coupled

to an external field,

(iγµ(ℏ∂µ + ieAµ)−mec)G(x, y) = −δ4(x− y). (1.2)

There are many different formalisms used in external field QED, whose equivalence is

not always clear when the external field is such as might create particles. Most of this ambiguity

between different formal approaches to external field QED can be reduced to ambiguities in their

definitions of the fermion propagators. Therefore, a demonstration that their expressions for

fermion propagators are equivalent is sufficient to demonstrate that the whole formal approaches
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are equivalent. This is why the demonstration, in Chapter 7, that four different definitions of

fermion propagators in use in the external field QED literature are equivalent, is important.

The demonstration proceeds by considering the propagators in their capacity as solvers

of the inhomogeneous Dirac equation: as operators that, given a source profile, return solutions

of the inhomogeneous Dirac equation for that driving source, i.e. if

ψl(x) =
∑
l′

∫
d4y Gl,l′(x, y)Jl′(y) (1.3a)

then

(iγµ(ℏ∂µ + ieAµ)−mec)ψ(x) = −J(x). (1.3b)

The propagators can therefore be defined by conditions on inhomogeneous Dirac equa-

tion solutions that they give. We demonstrate equivalence between the four propagators by

demonstrating that all obey the “Feynman boundary condition”, which essentially means that

they propagate only positive-energy solutions into the future, and negative-energy solutions

into the past. Especial focus is given to Schwinger’s definition of the propagator using the

“proper-time quantum mechanics”. Schwinger defined a kind of “quantum mechanics” (taken

here to refer purely to the mathematical system, devoid of physical interpretation) in which

quantum states were represented by arbitrary wavefunctions over spacetime, rather than space,

and therefore “time evolution” must occur with respect to a fifth parameter: “proper time”,

τ [6]. He worked in a variety of Dirac’s bra-ket notation, and constructed the Green’s function as

an operator on this space as a formal algebraic expression containing the Dirac equation differ-

ential operator. Specifically, denoting spacetime profiles as ket-vectors with rounded brackets,

|a) ∈ HP.T., and defining the “proper-time Hamiltonian”

ĤP.T. := −iγµ(ℏ∂µ + ieAµ), (1.4)

we can write the propagator relation as

if |ψ) = Ĝ|J) then (ĤP.T. +mec)|ψ) = |J). (1.5)
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Schwinger’s definition of the causal propagator is

Ĝ = i

∫ ∞

0

dτ e−(iĤP.T.+mec)τ . (1.6)

One issue with Schwinger’s method, inherent in his use of the bra-ket notation, is that

it is not mathematically rigorous: states that are not square-integrable functions on space, such

as delta functions and plane waves, are treated formally as if they are in the Hilbert space,

and generally the distinct properties of unbounded operators are not accounted for [13]. It is

therefore worthwhile to reformulate his prescription, keeping to well-defined spaces of functions

on spacetime. Chapter 7 shows that, underlying Schwinger’s definition of the Green’s function

is a relationship between differential equations: between the Dirac equation and inhomogeneous

“proper-time Dirac equation”,

(i∂τ − ĤP.T.)ψ(x; τ) = −J(x; τ). (1.7)

Specifically, if we drive the proper-time differential equation with a source profile with

arbitrary spacetime shape J(x) but with plane-wave dependence on proper-time, frequency

−mec, J(τ ;x) = J(x)eimecτ , and find the retarded response, then this will be a plane-wave

of form ψ(τ ;x) = ψ(x)eimecτ , where ψ(x) is a solution of the regular inhomogeneous Dirac

equation which obeys the Feynman boundary condition. This process of getting from J(x)

to ψ(x) - by first turning J(x) into a 5D plane wave J(x)eimecτ , finding the solution to a

5D partial differential equation, then projecting this solution onto a fixed τ - can easily be

shown to be equivalent to the operation of Schwinger’s Ĝ, though considerably better defined

mathematically. The demonstration that four other propagators give solutions that obey the

same boundary condition is performed more perfunctorily, without similar concern for using

a more rigorous mathematical formalism than past authors. The task of putting Schwinger’s

proper-time quantum mechanics on an alternative, more rigorous mathematical footing, and

of demonstrating the equivalence of the causal propagators, are two separate ends aimed at by

the work, though we have used the former to achieve the latter.

The next chapter is devoted to theoretical background. This thesis covers a wide range
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of topics, so the choice of background covered is necessarily selective. Most attention is given

to QED in an external field, with a focus on its comparison to perturbative methods.



Chapter 2

Theoretical Background

Quantum Electrodynamics is the theory of the interaction of light and matter. Regular per-

turbative QED describes interactions between charged particles as occurring by the exchange

of photons. The “perturbative expansion” for the probability of a process occurring is a se-

ries expansion essentially in the number of discrete particle interactions occurring to mediate

the process. It is an asymptotic expansion: although any finite number of terms of the series

converges as the interaction strength approaches zero (once renormalisation has been handled

properly), the series does not converge for any finite interaction strength as more terms are

added.

When we do QED in a background field, we treat some portion of the electromagnetic

field as a classical background. Loosely, the particle and classical field descriptions of light are

complementary (in Bohr’s sense [14,15]), analogous to that between the position and momentum

of point particles in non-relativistic quantum theory. The electromagnetic field may have a

definite number of photons or a definite field profile, but may not have both at once: certainty

in one necessitates uncertainty in the other. (A classical electromagnetic plane wave has both

expected number of photons and the variance in the photons equal to I/(ℏωc), where I is

the intensity and ω is the photon frequency.) The electrons and positrons are still treated

as particles, though their interactions with the external field may be treated “exactly”, in

a sense. The complication is that their interactions with each other are still treated using

radiative photon exchange. Loosely speaking, we may understand the perturbative expansion

as a Taylor expansion about a “point”. The background field acts as a shift of the point about

31
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which we are expanding, which can be to a distant point that accounts for physics completely

invisible to the perturbative expansion about the original point. The true values of physical

quantities must still be reached via an expansion about this new point, though. Using the

background field method without any superimposed photon exchanges is, therefore, in one

sense a “nonperturbative” calculation beyond all orders of perturbation theory, though is in

another sense a zeroth-order perturbative calculation. It is infinite order with respect to the

standard physical vacuum, zeroth order with respect to the “new vacuum”.

This issue, of the physical and mathematical relation between regular perturbative

QED and QED in a background field, is explored in section 2.1. This is relevant background

to the concerns of chapters 4 through 7. Sections 2.2 and 2.3 describe two important formal

approaches to the area: the “Bogoliubov transformation method”, which is used in chapters

5 through 7; and the “proper-time method”, which is used in chapter 7. Section 2.4 explores

one of the main physical predictions of the external field method, the Schwinger mechanism,

relevant to chapter 5, giving a review of the literature on its generalisation to inhomogeneous

fields in space and time. Section 2.5 touches on the relevant background for handling finite

temperature fields, and particle creation in a thermal field, relevant to chapters 4 and 5.

2.1 What Does it Mean to do Quantum Electrodynamics

with a Background Classical Field?

Quantum mechanics has involved external fields treated classically since its inception. It is

implicit in the potential term of the Schrödinger equation, and was hence ubiquitous in most

early applications of quantum mechanics. Dirac’s early studies of the relativistic dynamics

of electrons and positrons assume a classical electromagnetic field background [16, 17]. This

had always, of course, existed side-by-side with a theory of quantised radiation, or the photon,

dating back to Planck [18] and Einstein [19], and of “radiative transitions” these induced in

electrons. The photon theory developed into a thoroughgoing quantum theory of the dynamical

interaction of light and matter with the development of Quantum Electrodynamics with Dyson

[20], Tomonaga [21], Feynman [11, 22, 23] and Schwinger [24–26] in the years 1946 to 1950.
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This went on concurrently with treatment of Dirac’s relativistic fermions with an external

field, with notable contributions by Euler & Heisenberg [27] and Feynman [11]. The two

were combined into a formalism which allowed fermion motion under a classical field with

superimposed radiative photon interactions by Furry in 1951 [28]. There might seem, on the

face of it, to be something strange and unsatisfactory about this: the classical and quantum

conceptions of light are sitting in the same theory in awkward company. How do we understand

this procedure?

Quantum electrodynamics is a quantum theory, which still essentially obeys the quan-

tum postulates formalised by Dirac [29] and von Neumann [30] around the turn of the 1930s.

The fundamental experimental quantities of quantum mechanics are transition amplitudes,

⟨ϕ|ψ⟩ ∈ C, which represent the “probability amplitude” that a system prepared as a state |ψ⟩

is observed as a state |ϕ⟩. These states are, mathematically, vectors in a Hilbert space (or

a limit of a sequence of vectors in a Hilbert space [31, 32]), and the transition amplitude is

their inner product. How do we relate this abstract system of mathematical objects to things

we can prepare and observe in a laboratory or through a telescope? The traditional way of

doing this is by the process of canonical quantisation, as formalised by Dirac [29, 33, 34]. (For

a modern treatment see Ref [35].) We start with a Hamiltonian description of a classical me-

chanical experimental setup, which means giving the energy as a function of a set of canonical

coordinates q and their conjugate momenta p. These coordinates are the “dynamical variables”

which we expect to prepare, measure, to change over time. Equivalently, we can specify a

Lagrangian, which is a function of the canonical coordinates and their time derivatives, related

to the Hamiltonian by a Legendre transformation. The classical Lagrangian densities of QED

without and with a background field are, respectively,

LQED(ψ(x), Aµ(x)) = −1

4
FµνF

µν + ψ̄
(
cγµ [iℏ∂µ + ieAµ]−mec

2
)
ψ (2.1)

L̃QED(ψ(x), Aµ(x);A
ext
µ ) = −1

4
FµνF

µν + ψ̄
(
cγµ

[
iℏ∂µ + ieAµ + ieAext

µ

]
−mec

2
)
ψ, (2.2)

where Aµ(x) is the “dynamical”, “quantised” field while Aext
µ is the “external”, “back-
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ground” field. Note that

LQED(ψ(x), Aµ(x) + Aext
µ ) =L̃QED(ψ(x), Aµ(x);A

ext
µ ) + Aext,µ(x)jextµ (x)

+ unimportant terms,

(2.3)

where “unimportant terms” refers to terms constant in the dynamical field within the

spacetime bulk volume, that can therefore be subtracted from the Lagrangian without changing

the theory it represents, and

jextµ (x) := ∂νF ext
νµ . (2.4)

The quantisation procedure involves replacing classical observables with Hermitian op-

erators. The eigenstates of the Hermitian operators are defined as quantum states which will,

when observed, be measured as having their eigenvalue for the corresponding classical observ-

able. This is the most direct way the quantisation procedure provides a physical interpretation

of states in the Hilbert space. The idea of the background field is most easily understood

through this approach to canonical quantisation. Say we have a classical theory of the elec-

tromagnetic field, Aµ(x). We can choose to divide this field up, Aµ(x) = Aext
µ (x) + A′

µ(x),

and put all “dynamics” in A′
µ(x), i.e. to record the response of the field to whatever input we

desire through variation of A′
µ(x). A

ext
µ (x) would then be regarded as part of the “system”, as

“external”, an aspect of the physical laws our dynamical variables obey. We are therefore free

to quantise A′
µ(x) rather than Aµ(x). This would give us a quantum theory of A′

µ(x) with the

classical background Aext
µ (x). Practically, since our perturbative quantum field theories rely on

the quantum variables attaining only small values (relative to their interaction strength) to be

accurate, it would make sense to choose Aext
µ (x) such that we expect A′

µ(x) to be as small as

possible to get accurate results. This requires Aext
µ (x) to be both large and certain: the two

important qualities of a classical variable. Setting Aext
µ (x) to obey equation 2.4 then returns the

external-field Lagrangian. In this approach, in the case of a free field ∂νF ext
νµ = 0, QED with

and without a background field are, formally, different quantum theories based on alternative

choices of quantisation of the same classical theory, appropriate to different physical situations.
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In the case jextµ ̸= 0 then it involves an additional approximation, which will be discussed in

more detail below.

This approach, though, is old-fashioned. Canonical quantisation does not hold such

a central place in the modern approach to quantum mechanics, where we have sophisticated

measurement theories to examine the relationship between quantum and classical from the

quantum side, and strange theories of quantum particles, such as QCD, with no clear classical

counterpart. The modern approach, in particle physics and field theory anyway, is not to start

with a classical lab-bench situation and quantise, but to start with a fundamental universal

physical theory, already quantum-mechanical, and particularise to the lab-bench. This means

that quantisation no longer seems to provide a physical interpretation by such direct means.1

From the modern perspective, we would like a relation between QED with and without the

background field that works within the quantum theory: a way of deriving the two as special

cases of the same fundamental quantum theory.

To show how to do this, we will need a bit of formalism. The most common sort

of transition amplitude calculation needed to be done in QFT is the transition amplitude

between states specified at different times, i.e. transition amplitudes of form ⟨Ψout| Û(t) |Ψin⟩, or

quantities derived as some sort of limiting case of these, such as scattering matrix elements. The

problem is that in the kind of theories that represent real interesting physics, these calculations

are in general intractable. What is calculated instead are small derivative variations of a

transition amplitude |Ψin⟩ and |Ψout⟩ chosen to be have particularly simple time-evolution. To

do this, we first consider adjusting our quantum theory by introducing “classical sources”, or a

term of the Lagrangian of form
∑

i Ji(x)ϕi(x), where ϕi(x) are the quantum fields of the theory,

and the i index runs over both particle species and Lorentz group representation indices. The

1It still does so by an indirect means, though. When we construct a “classical Lagrangian”, it is a function
of classical observables with specified transformation properties, including the geometrical transformations that
correspond to movements of the observation frame. (In special relativity, the Poincaré transformations.) The
quantisation procedure that maps Poisson brackets to commutators automatically maps “canonical transfor-
mations” to unitary Hilbert-space transformations which preserve their group structure. It is these symmetry
transformations which in fact is what gives physical meaning to the identification of Hilbert-space vectors with
observables. As Weinberg puts it, “the point of the Lagrangian formalism is that it makes it easy to satisfy
Lorentz invariance and other symmetries: a classical theory with a Lorentz-invariant Lagrangian density will
when canonically quantized lead to a Lorentz-invariant quantum theory.” [36] This is the case even for theo-
ries, such as QCD, for which there are no situations where the “classical Lagrangian” can ever be profitably
employed as a classical Lagrangian, to get predictions using the classical equations of motion. For this reason,
the “classical Lagrangians” of the theories are still essential to discussions of the quantum theory.
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transition amplitude from the fundamental in-state |Ψin⟩ to the out-state |Ψout⟩ is called the

partition functional,

Z[J ] := ⟨Ψout|T{e
−i

(∫ t=tout
t=tin

d4x Ĥ+
∑

i Ji(x)ϕ̂i(x)
)
} |Ψin⟩ . (2.5)

In most instances, the out-states and in-states |Ψout⟩ and |Ψin⟩ are taken to be the

lowest energy state, which can be set to zero energy, and we take tin → −∞ and tout → ∞.

In this case, we can just formally sum over all possible boundary states at the infinite times,

and project onto the 0-energy in-state and out-state by introducing a small imaginary time

(which takes all states with finite positive energy to zero in the infinite future and past). In

this way the specification of the in and out states is often somewhat obscure in the literature,

transmuted as it is into the formal specification of the “deformation of the time contour into

the complex plane”, or similar. An exception to this generality is the literature on strong-field

QED, where we must think more carefully about how we define these “vacuum” states.

The actual experimental quantities are the n-point correlation functions, G(x1, ..., xn).

(These are related to scattering matrix elements by the LSZ formula [37].) These represent sta-

tistical correlations between local observations of quantum fields. They are functional deriva-

tives of the partition functional, Z[J ],

G(x1, ..., xn) =
1

Z[0]

δnZ[J ]

δJ(x1)...δJ(xn)
. (2.6)

Usually we are interested in the physics of a theory without classical sources, so the

derivatives are taken around J ≡ 0. The standard peturbative scheme involves expressing

correlation functions of the full quantum field theory in terms of the sum of a series of correlation

functions of the “free” theory. This procedure is most conveniently performed by construction

of a set of “Feynman rules” for the evaluation of Feynman diagrams. The partition functional,

with a particular source profile, represents a single transition probability from one state to

another. What it is easy to regard as making up the physical content of a quantum field theory

- the Feynman rules, the properties of the particles, the scattering amplitudes between particles

- are, more precisely, properties of a kind of tangent space of a particular transition probability,
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usually that between the vacuum and the vacuum. Here, then, is a sense in which two different

“theories”, with different Feynman rules and non-commensurate particle definitions, emerge

as special cases of one fundamental theory: by picking different |Ψin⟩, |Ψout⟩, and a classical

source distribution.

QED in a background field bares precisely this relation to regular QED. To be more

specific, we need to adapt a foundational result of the “background field method” [38–41]

slightly: just enough to explicitly account for non-trivial |Ψin⟩ and |Ψout⟩. This formalism was

developed in the practical context of the symmetry breaking of the electroweak field, where large

“background fields” are in fact the lowest energy state of the theory, and hence we can expect

particles on top of the physical vacuum to represent expansions around a non-trivial background

[42, 43]. The result is given in terms of the “quantum effective action” functional, Γ[ϕ̄]. This

is defined as a functional of the expected field, ϕ̄i(x) := ⟨Ψout|Û †(t, tout)ϕ̂i(x)Û(t, tin)|Ψin⟩,

whose variations around the physical value produce a set of “one-particle irreducible” Green’s

functions, which are entirely equivalent in their information content to the regular Green’s

functions (one set can be derived from the other). Γ[ϕ̄] is therefore a straightforward alternative

to Z[J ]. Note that specifying ϕ̄ implicitly specifies a classical source profile J and vice versa:

it is assumed that both can be written as functionals of the other. It can be shown that

δΓ

δϕ̄(x)
= J(x). (2.7)

If we consider J(x) as a fixed part of the experimental situation, then this is a differential

equation that the expected field must obey, in addition to boundary conditions imposed by |Ψin⟩

and |Ψout⟩.

Define Γ̃[ϕ̃, B; |Ψin⟩ , |Ψout⟩] as the quantum effective action between |Ψin⟩ as an in-state,

|Ψout⟩ as an out-state, B as the background field and ϕ̃ as the expected observed field state.

The space of ket-vectors are here to be thought of as defined in terms of the field basis: a

ket-vector corresponds to a probability amplitude of being observed as having each particular

spatial field profile. Here we take the “theory in a background field” to mean that, if the action

of the original theory is S[ϕ], the action of the theory in a background is S̃[ϕ;B] := S[ϕ+ B].

The arguments of Ref [40,41] are adapted in Appendix A to show that
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Γ̃[ϕ̃, B; |Ψin⟩ , |Ψout⟩] = Γ[ϕ̃+B; D̂[B(tin)] |Ψin⟩ , D̂[B(tout)] |Ψout⟩], (2.8)

where D̂[B] is the “displacement operator” for the fields, which can be defined on

eigenstates of the field operators

D̂[ψ] |ϕ⟩ = |ϕ+ ψ⟩ . (2.9)

Setting J ≡ 0, we find

δΓ̃[ψ,B; |Ψin⟩ , |Ψout⟩]
δψ

∣∣∣∣
ψ=ϕ̃

≡ δΓ̃[ψ, 0; D̂[B(tin)] |Ψin⟩ , D̂[B(tout)] |Ψout⟩]
δψ

∣∣∣∣
ψ=ϕ̃+B

≡ 0. (2.10)

There is a subtlety in how to interpret the notation. Physically, the same quantum

field profile in the theories with different background fields signify different physical states.

The ket-vectors, defined as a probability amplitude attached to each quantum field profile,

therefore also represent different quantum states in different background fields. The point of

the above deduction is that |Ψin⟩, in the theory with a background field, and D̂[B(tin)] |Ψin⟩

in the theory without, represent the same physical state. Specifically, if |Ψin⟩ and |Ψout⟩ are

formally the vacuum state, then the background-field theory formally defined as being between

the vacuum and vacuum, is physically a theory between field states defined as displacement

operators acting on the vacuum.

The theories are different by a relabelling of the field - a shift in coordinates - and by

a change of the in and out states, much like we found from considerations of old-fashioned

canonical quantisation. However, once we expand perturbatively, we expect to require small

expected fields for accurate results. We will therefore expect more accurate results if we can

choose B close to the expected field of the theory, i.e. the solution to equation 2.7. We might

even find physics entirely invisible to the formalism without a background field, due to the

limitations of the perturbation expansion.

Note that D̂[B(t)] does not in general commute with the time-evolution operator, unless

we are dealing with a theory of non-interacting free fields. Therefore if |Ψout⟩ is the time-
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evolution of |Ψin⟩, D̂[B(tout)] |Ψout⟩ is not necessarily the time-evolution of D̂[B(tin)] |Ψin⟩,

and vice versa. This introduces complications to interpretations of our results. Part of the

benefit of focusing on perturbations about the physical vacuum is that we cannot describe

time-evolution of general states. In the usual scattering theory the vacuum time-evolution isn’t

entirely trivial, but the free vacuum’s time-evolution is, so vacuum dynamics can be handled

within the perturbative scheme somewhat easily. In external-field QED something similar is

usually done: the photon out-state is chosen to be the time-evolution of the photon in-state to

zeroth order of perturbation theory, such that vacuum dynamics can be studied perturbatively.

If we cannot perform a simplifying manoeuvre along these lines, it is possible simply to define

|Ψout⟩ = Û(tout, tin) |Ψin⟩. This leads to (for instance) expectation values of operators that

look like ⟨Ô(t)⟩ = ⟨Ψin| Û †(tout, tin)Û(tout, t)ÔÛ(t, tin) |Ψin⟩. This time evolution that goes from

tin to tout and back again is known as the “Keldysh contour”, and leads to the distinctive

doubling of the fields in the path integral formulation of the Schwinger-Keldysh “real time”

formalism [44,45]. This has had especial success in applications to perturbations around thermal

equilibrium [46,47]. It is often used in external-field QED, though is not needed in this thesis.

So, QED in a background field is QED between two different in and out electromagnetic

field states - almost. When applying the above discussion to QED in a background field there

are two complications to consider. First, our discussion proceeded by defining the action in

the background field as S̃[ϕ;B] := S[ϕ + B], but we know from equation 2.3 that, for the

Lagrangian used in for QED in a background field, this is only the case for an external field

that obeys the free-field Maxwell equations. If it does not, then we find that the background

field is equivalent to a background classical source, jextµ (x), which for whatever reason can be

approximated as “separated” from the dynamics of the system (since the source couples only

to the background field, not to the dynamical field). Even accepting this “well separated”

approximation as physically comprehensible (and there are surely difficulties when one starts

examining the dynamics of the vacuum), one might well think that saying that imposing a

classical background field is equivalent to imposing classical sources isn’t much of a theoretical

advance: they both seem similarly problematic to interpret. The advantage, if there is one, of

the classical source profiles is that they can be seen as the only mysterious feature in the theory.
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Indeed, it might be possible to replace the idea of preparation and observation of Hilbert space

states with sources, since we can turn the vacuum into any state with sources, and portray

every interaction of experimental equipment with the quantum system as occurring via the

classical sources. This is the perspective of Schwinger’s “source theory” [48].

The second complication is that there is often reason to select |Ψin⟩ and |Ψout⟩ as

different from the formal vacuum, such that they are not simply related to the physical vacuum

by D̂[B]. As is discussed in the next section, most of the literature does implicitly use the

formal vacuum for their photon vacua, but use something different for their fermion “vacua”

in the presence of an applied electromagnetic background.

2.2 The Bogoliubov Transformation Method

The most comprehensive approach to QED in a background field is that known as the “Bo-

goliubov transformation method”. This was developed as an approach to zero-order processes

(without radiative interactions) largely by Nikishov in the years 1969-74 [10, 49–51]. It was

extended to the full QED shortly afterwards, with the basic theory being worked out primarily

by Gitman and Fradkin in the years 1976-81 [52–57], with applications and extensions by them

and others [58–63]. We shall refer to this work as due to “FGS” after the authors of the book

that summarises this work [12], and whose specific formulations we will use.

This method is arguably the most natural way to show how solutions of the Dirac

equation are involved in external-field QED. These were originally introduced by Dirac, where

they were treated as wavefunctions in the manner of Schrödinger-equation solutions in non-

relativistic QED. Issues involved with the negative-energy solutions were solved by postulating

the existence of the “Dirac sea” [17]. This is the idea that in the vacuum state all negative-

energy solutions are occupied, and positrons are “holes” in the sea. This picture has problems: it

is unclear how the infinite energy of the full sea should be treated; the formalism was developed

for an external electromagnetic potential treated perturbatively, which leaves as a significant

open question how we should treat the interactions of the sea; this approach fails utterly

for bosons. Nonetheless, in the restricted model of non-interacting spin-1/2 fermions in an

external field, the Dirac sea picture is mathematically equivalent to the QFT interpretation,
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and sometimes provides the clearest way of interpreting certain phenomena and expressions.

We shall make use of it twice in this chapter.

2.2.1 Formal Summary

The approach is centred on the bispinor field operator. In a background field Aµ(x) the

Heisenberg-picture operator obeys the Dirac equation,

(iγµ(ℏ∂µ + ieAµ(x)))−mec)ψ̂H(x) = 0. (2.11)

This can be written in the Hamiltonian form,

(iℏ∂t − Ĥ (x))ψ̂H(x) = 0, Ĥme := −(iℏcγ0γi∂i − γ0γµceAµ −mec
2γ0). (2.12)

We call Ĥ the “Dirac Hamiltonian”. In the Schrödinger picture, we can write the

field operator in terms of some function basis2. Two useful bases to use are the instantaneous

eigenstates of the Hamiltonian at the in and out times, defined

Ĥ (tin) ±φl,α = ±ϵα ±φl,α

Ĥ (tout)
±φl,α = ±ϵα

±φl,α,

(2.13)

which are assumed to be orthonormal. We assume that the Hamiltonian at both

times has an energy gap, and therefore can define the eigenstates such that +ϵα,
+ϵα > 0 and

−ϵα,
−ϵα < 0. A basis of the bispinor function space then defines a set of operators, specifically

ψ̂S,l(x) =
∑
α

+φl,α(x)âα(tin) + −φl,α(x)b̂
†
α(tin)

=
∑
α

+φl,α(x)âα(tout) +
−φl,αl, α(x)b̂

†
α(tout).

(2.14)

It will also be useful to define the Heisenberg-picture vacuum states,

2FGS do not specify what function space this ought to be a basis of exactly. FGS do not pretend to
mathematical rigour, and to my knowledge no other author has made any substantial attempt to translate their
work into rigorous terms.
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|0, in⟩ := Û(0, tin) |0, tin⟩ , |0, out⟩ := Û(0, tout) |0, tout⟩ , (2.15)

and the zeroth-order “vacuum persistence amplitude”,

cV := ⟨0, out|0, in⟩ = ⟨0, tout| Û(tout, tin) |0, tin⟩ . (2.16)

This is the probability amplitude for the vacuum to remain a vacuum in the absence of

photon production or exchanges. The basis operators of the field operator can then be used to

define two vacuum states, by

âα(tin) |0, tin⟩ = b̂α(tin) |0, tin⟩ = 0 ∀α

âα(tout) |0, tout⟩ = b̂α(tout) |0, tout⟩ = 0 ∀α
(2.17)

The “free” fermion Hamiltonian of the quantum-mechanical system (which accounts for

interactions between fermions and the external field but does not include photon exchanges)

can be written, neglecting infinite constant terms associated with the absolute energy of the

vacuum,

Ĥ0(tin) =
∑
α

+ϵαâ
†
α(tin)âα(tin) + | −ϵα|b̂†α(tin)b̂α(tin)

Ĥ0(tout) =
∑
α

+ϵαâ
†
α(tout)âα(tout) + | −ϵα|b̂†α(tout)b̂α(tout).

(2.18)

This means that the in and out vacua can be defined as, instantaneously, the lowest-

energy states. Two important objects in their theory are the “causal propagator”,

Sc(x, y) = −i ⟨0, out|T{ψ̂H(x) ˆ̄ψH(y)} |0, in⟩ c−1
v . (2.19)

and the vacuum current,

J µ(x) := ⟨0, out| ĵ(x) |0, in⟩ , ĵ(x) :=
e

2
{ ˆ̄ψH(x), ψ̂H(x)}. (2.20)

Note that the vacuum current can be derived from the causal propagator,
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J µ(x) =
ie

2
lim
ϵ→0+

tr γµ (Sc(x+ ϵ, x) + Sc(x, x+ ϵ)) , (2.21)

where ϵ is here understood to be a positive vector parallel to the time axis. The Feynman

rules for calculating Green’s functions between the in and out vacua as here defined are, then,

exactly the same as for regular QED, except that the fermion propagator is Sc(x, y) rather

than the regular Feynman propagator, and all diagrams carry a factor cV . S
c(x, y), unlike the

Feynman propagator, can give “closed fermion loops”, which essentially act as a background

source J µ(x) for photons. cV may be calculated from a few formulas. In terms of the causal

propagator,

cV = exp

[
−Tr log

Sc

Gc
0

]
, (2.22)

where Gc
0 is the regular Feynman propagator of the free field. We also have

cV = detG( +| +) = detG( −| −), (2.23)

where the matrices G( ±| ±) are components of the retarded propagator of the Dirac

equation, GR,

G( ξ| χ)αβ :=
∑
l,l′

∫
d3xd3y ξφ†

l,α(x)GR,l,l′(tout,x; tin,y) χφl′,β(y). (2.24)

and

G(ξ|χ)† := G(χ|ξ). (2.25)

Using these, it is also possible to derive

⟨0, out| aβ(out)a†α(in) |0, in⟩ c−1
V = [G−1(+|+)]βα (2.26a)

⟨0, out| bβ(out)b†α(in) |0, in⟩ c−1
V = [G−1(−|−)]αβ (2.26b)

⟨0, out| b†β(in)a
†
α(in) |0, in⟩ c−1

V = [G(−|+)G−1(+|+)]βα (2.26c)
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⟨0, out| aβ(out)bα(out) |0, in⟩ c−1
V = [G(+|+)G−1(+|−)]βα, (2.26d)

which represent, respectively, the “relative probability amplitudes” for the scattering

of an electron from the α to the β state, the scattering of a positron from the α to the β state,

the annihilation of an electron in the α state and a positron in the β state, and the creation

of an electron in the β state and a positron in the α state. What equations 2.22 and 2.26

represent is the reduction of the problem of vacuum persistence, scattering, pair-creation and

pair-annihilation to first order in the background field to finding the retarded and advanced

Green’s function, and hence to solving the retarded and advanced homogeneous Dirac equation.

2.2.2 Points of Interest

There are two points of interest worth emphasising. The first is simply to note that FGS have

identified particular formal fermion vacua, which are physically the instantaneously lowest-

energy states to zeroth order (i.e. accounting only for the kinetic energy of the fermions and their

potential energy in the background, not their interactions). These formal vacua need not appear

much like a vacuum in any other respect: indeed, they have a non-trivial “vacuum current”,

J µ(x). The electrons and positrons are defined with respect to this vacuum. To understand

this process physically, consider that within a pair-creating external field, a particle’s potential

energy may be greater than their rest mass, and so removing an electron at rest may increase

the energy of the system. At this point, how do we really distinguish between the annihilation

of an electron and the creation of a positron? This does mean that interpreting “rate of

particle creation” is somewhat subtle. An adiabatic transition between lowest energy states

is by definition a transition in which no particles have been created, even if there has been

a vast increase in the charge current. In the general case this would need to be considered

when comparing particle production with and without background field methods, though in

our application in chapter 5 the formal in and out vacua do not have any charge current.

The second point is that, as we have said before, this choice of vacua is entirely con-

tained in the choice of Green’s function for the Dirac equation (2.19). All quantities can be

derived from it: the zeroth-order vacuum current by equation 2.21, vacuum persistence ampli-



2.3. Proper Time 45

tude by equation 2.22, and all higher-order quantities via the Feynman rules in which the causal

propagator is used as the fermion propagator. This means in particular that the problem of

finding the vacuum persistence probability can be reduced to the problem of solving the Dirac

equation. This can be understood as essentially due to unitarity, as a kind of version of the

spectral theorem: the probability of not producing particles is calculated from the probabilities

of all alternatives. It can also be understood more specifically via the Dirac sea picture. Equa-

tion 2.23 can be seen as the probability that all negative energy states at the in-time remain

negative energy states at the out-time, i.e. that the “sea” remains full, with the antisymmetric

structure of the fermion outer product giving the structure of the determinant.

2.3 Proper Time

In the Schrödinger picture of single-particle quantum mechanics, states are described by wave-

functions, which are square-integrable functions on space. The space of these square-integrable

functions is the Hilbert space. Operators act on this space, and the Schrödinger equation deter-

mines a path through the Hilbert space. The spatial position of the particle is represented by an

operator, while its temporal position is a parameter. Space and time are, manifestly, handled

differently in this formalism, which presents a problem if we want a quantum mechanical de-

scription of relativistic dynamics. Although eventually it was accepted that no fully consistent

relativistic single-particle dynamics was possible, and a relativistic quantum mechanics was

only achieved as a quantum field theory, attempts were made to achieve the relativistic single-

particle quantum mechanics. One, explored by Fock [64] and Stueckelberg [65], is to define

the Hilbert space as the space of square-integrable functions over spacetime. “Time evolution”

must then occur with respect to some fifth parameter - the “proper time” - though of course

the formal interpretation of this procedure is now more obscure. (We certainly can’t “prepare”

and “observe” a whole spacetime profile in the same way.) Time can can now be defined as

an operator. Feynman discussed such an idea within the path integral [23, 66, 67], and in this

context posited the so-called “Feynman-Stueckelberg interpretation” of the positron, that de-

scribes it as the electron “travelling backwards in time.” For a review of this early work and of

later developments that focused on the “physical significance” of the proper-time parameter,
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see Ref [68].

Schwinger made significant use of the proper-time quantum mechanics in his derivation

of the Schwinger mechanism [6]. He introduced it into the theory as a tool to calculate the

causal propagator, G(x, y), though in doing so implicitly used it to define the causal propagator.

His expression for the causal propagator in an external field (1.6) has seen much use since, being

generalised by DeWitt to account for curved spacetimes [69], and by later authors for the general

gauge theory [70], as is reviewed Ref. [71]. These later authors formalised the prescription,

invoked by Schwinger only ad hoc late in his calculations, that the mass ought to be taken with

a negative imaginary component, reduced to zero after the action of the operator. Schwinger

also used the proper-time formalism to calculate the “effective action”, and the effective action

approach to QED in a vacuum-destabilising field has continued to make heavy use of the proper-

time method [72]. Further, the “string-inspired worldline formalism” [73–75] has had very wide

application. The worldline formalism bears a striking resemblance to Schwinger’s proper-time

method, though is carried out with both Euclidean coordinate-time and Euclidean proper-time.

Much of the work is focused on calculating effective actions in classical backgrounds, which has

especially wide applicability since, under the right conditions, it can be identified with the

“quantum effective action” and hence related to general Green’s functions by equation 2.8. See

Ref [76] for a novel axiomatic treatment of QED using the worldline approach. The worldline

approach, combined with the concept of “instantons” [77], has had strong recent success in

application to nonperturbative particle production in QED [78,79], as will be discussed in the

following section.

2.4 The Schwinger Mechanism

The Schwinger mechanism describes the phenomenon of an external, applied classical electro-

magnetic field creating electron-positron pairs. Named after Schwinger’s 1951 calculation [6],

he gave the formula for the vacuum persistence probability,
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|cV |2 =e−wV , wS :=
∑
n

1

n2

(eE)2

4π3cℏ2
exp

(
−πnES

E

)
,

ES :=
eℏ
m2c3

≈ 1018Vm−1.

(2.27)

This corresponds to the pair creation rate per unit spacetime volume [49,80]

nS =
(eE)2

4π3cℏ2
exp

(
−πES

E

)
, (2.28)

equal to the first term of Schwinger’s sum for wS
3. The Schwinger mechanism is “com-

pletely nonperturbative”, in the sense that it cannot be calculated by any sum of Feynman

diagrams. Mathematically, this is clear from the appearance of an essential singularity in the

interaction strength, exp(−a/e) (for some a > 0). The perturbative expansion is an asymptotic

series expansion in e, but the term exp(−a/e) has no asymptotic approximation but the trivial,

exp(−a/e) ∼ 0, e→ 0+. (2.29)

The Schwinger mechanism therefore seems to describe an effect which is always, neces-

sarily neglected by the perturbative approximation scheme. Continued interest in the quantity

is, in large part, motivated by the fact that it is one of very few quantitative non-perturbative

predictions of QED. Due to the size of the Schwinger limit ES it has not yet been experimentally

observed, nor discerned in astronomical data.

As explained at the start of this chapter, perturbation theory is still needed to calculate

the production process precisely. The Schwinger mechanism is calculated assuming that the

electron-positron pairs do not themselves interact with each other or produce photons. We can

be more specific with the approximation that the Schwinger mechanism makes, though; as a

calculation of the pair-production rate or the vacuum persistence probability it is a calculation

3Note that it is still not uncommon in the literature, following Schwinger, to describe wS rather than nS as
the pair creation rate. This interpretation is plausible, as it follows from the assumption that each infinitesimal
region of spacetime produces pairs independently [81]. But this assumption is flawed, as explored originally by
Nikishov [49]. The main physical issue is that more time is needed to “accelerate” the modes produced at higher
energies, so we cannot think of all modes being produced equally, independently, by all spacetime points. In
Cohen & McGady’s phrase, “To the extent that the natural way to characterize modes is in momentum space,
there are very large temporal correlations in pair creation.” [80] It is possible to construct a rigorous notion of
“local creation rate” using the worldline concept, though the creation rate at a point still causally depends on
the field in the surrounding spacetime region [82].
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to “first loop order”, since any higher-interaction-order processes that affect the production of

pairs (such as the exchange of a photon between the produced particles) necessarily introduces

another momentum loop. The Schwinger mechanism can be heuristically understood as a

“tunnelling” process, akin to the tunnelling of a particle through a potential barrier [81]. The

“Dirac sea picture” makes this idea clearest: if you describe the vacuum as a sea of occupied

negative-energy states, then the Schwinger mechanism can be seen as particles “tunnelling”

from negative-energy states into positive energy states. The barrier is given by their rest

energy, which can be overcome by separating the particles by a wide enough distance, d, that

their potential energy in the external field is larger than their energy, d ≥ p0/(eE). (A similar

semiclassical logic also gives a requirement for the duration of the applied field: to produce

particles of momentum px in the direction of the applied field, the field must persist for a time,

T , long enough for the particle to accelerate to that momentum, T = px/(eE) [83].)

Physically, the process of pair-creation in QED and ionisation of an atom or a metal by

light are closely related. Both describe incident electromagnetic radiation which induces a tran-

sition from a “bound” low-energy fermion state to a continuum of free-particle fermion states

which are separated from the bound state by an energy gap, whether that gap corresponds

to the ionisation energy of the material or the rest energy of the electron-positron pair. The

distinction between Schwinger particle production and low-order perturbative particle produc-

tion, such as the Breit-Wheeler process [4], is therefore precisely analogous to the distinction

between ionisation by classical light waves and photons considered by Einstein in his treatment

of the photoelectric effect [19]. This includes the contrast between dependence on the ampli-

tude and frequency of the incident light. Indeed, this can be understood as the physical origin

of the breakdown of perturbation theory when describing the Schwinger mechanism: since it is

a time-independent process, it is zero-frequency, and hence it must be mediated by an infinite

number of zero-energy photons. In the modern approach, Breit-Wheeler and the Schwinger

mechanism, analogously to photo-ionisation and field-ionisation, are two different mechanisms

by which particle creation can happen, appropriate to two different quantum states of the elec-

tromagnetic field: two high-energy photons, or a constant electric field. Both are calculated

with different approximations, appropriate to contrasting preparations of the electromagnetic
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field. They are conceptualised very differently, and have contrasting physical properties.

There exist generalisations of both particle creation mechanisms which can reduce the

contrast between them, though. In particular, we can consider an electromagnetic field that

varies in space and time. The theoretical study of the Schwinger mechanism in more general

fields was initiated by Nikishov & Narozhyni in 1969 [10, 49, 50], as the earliest work in the

development of the Bogoliubov transformation formalism described in section 2.2. As described

there, the method involves finding solutions of the Dirac equation. Field configurations for

which the Dirac equation is exactly solvable, for which we therefore have explicit closed-form

expressions for creation rates of particular particle states, were largely solved around this time4.

These consist of a small extension of Schwinger’s result to a constant homogeneous electric and

collinear magnetic field [49, 84, 85]; the Sauter pulse “bump” in both space [10] and time [50];

the “T-constant” temporal top-hat [86, 87]; the electric field oscillating sinusoidally in time

[88, 89]; and a superposition of a collinear constant electric and magnetic field and a plane

wave propagating along the direction of the field [90–93]. Much more recently, exact solutions

have also been found for a top-hat spatial field (i.e. the ideal capacitor) [94], an inverse-

square spatial field [95], and for a variety of time-dependent fields: exponential decay [96];

exponential “peak” [97, 98]; a “composite” electric field, or a “smoothed” top-hat [99]; an

inverse-square bump [100]; and a bespoke “asymmetric” bump [101]. For a modern overview

of exact temporally-varying solutions see Ref [102], and for spatially-varying see Ref [103].

In addition to these exact solutions of the Dirac equation, analysis of homogeneous

time-varying fields using what was called the “imaginary time method” - essentially a form of

semiclassical WKB approximation - was performed [104–107]. This is appropriate in the weak-

field, slow-varying regime, where E0 ≪ ES and ωc ≪ mec
2/ℏ, where ωc is the characteristic

temporal frequency and E0 the field strength. Berezin & Itzykson [107] in particular found an

expression for the pair creation rate that depended on the “Keldysh parameter”,

γK :=
mecωc

eE0

. (2.30a)

4Some numerical work may still be needed to get other quantities of interest, such as integration over particle
state creation rates to get a total creation rate, but this is trivial compared to what is needed in non-solved
cases.
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When γK ≪ 1, we are in the “tunnelling regime” of strong, low-frequency fields, and

pair-creation proceeds as if by the constant-field Schwinger mechanism (2.28) at every spacetime

point. When γK ≫ 1 we are in the “multiphoton regime” of weak, fast-varying fields, and pair-

creation proceeds largely by the simultaneous absorption of the smallest number of photons

energetically permissible. The parameter is named as such because a precisely equivalent result

exists for the ionisation of matter by incident coherent radiation, as first derived by Keldysh [45],

in which context it has had a long history of both experimental and theoretical success [108].

The fact that an external field can ionise or pair-create by photon absorption ought

not surprise. As described in section 2.1, QED in a free-field background is equivalent to QED

with a coherent input state. This coherent wave state can be written as a linear superposition

of photon states of the same frequency. Keldysh’s result shows, in the abstract Hilbert-space

language, that in the γK ≫ 1 regime the coherent plane wave’s ionisation/particle-production

is dominated by a single component in the photon-basis. As γK gets smaller more components

contribute, until in the γK ≪ 1 regime infinite components make substantial contribution and

it becomes impossible to form a qualitative description in terms of the photons.

As developed in this period, the main prospective areas of application for the Schwinger

mechanism, where electric fields might be strong enough, were the electric fields of super-

heavy nuclei [109, 110] and pulsars [85, 111]. (The latter being a much more straightforward

application of the theoretical work considered here.) There was also a substantial interest,

stemming from cosmology, due to the analogy between the Schwinger mechanism and particle

creation by an intense gravitational field, such as around black holes, reviewed in Refs [112,113].

Theoretical investigation into the Schwinger mechanism has been reinvigorated more recently

by the advent of modern high-power laser systems, like the X-ray free electron systems such

as European XFEL and Linac Coherent Light Source (LCLS), or optical systems based on

chirpsed pulse amplification [114] such as the Extreme Light Infrastructure (ELI4) or the High

Power laser Energy Research facility (HiPER). Such systems bring strong-field QED processes

within experimental reach (see e.g. Refs [115,116] for reviews).

Modern theoretical study is therefore in large part focused on calculating pair-production

rates for more realistic, and hence more complex, electromagnetic fields, with a focus on shapes
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and parameter regimes relevant to the laser-field context. (Though other applications are also

of interest, such as the mathematically equivalent hypothetical creation of magnetic monopoles

by a strong magnetic field beyond the standard model [117].) Much early work focused on

the laser-field application used “quantum kinetic methods”, centred on the quantum Vlasov

equation [118–120]. These are limited to spatially homogeneous electric fields. First used in

early studies estimating the possibility of using X-ray [121,122] and optical [123] lasers, where

the electric field was modelled as a simple sinusoidal oscillation, the method has been extended

to wavepackets [124–127], and then to superpositions of wavepackets with different frequen-

cies [128], including “chirps” effects [129]. Numerical integration of the Dirac equation can also

be used, with no in principle restriction of homogeneity, and indeed has found especial use in

the 1 + 1 dimensional problem of two linearly-polarised wave-packets travelling towards each

other [130–133], although other field shapes varying in space [134], time [135] or both [136–139]

have been examined. The “Wigner formalism” [140, 141], related to the quantum kinetic ap-

proach [142], has also found use in wavepackets varying both in space and time [143], but has

found especial use applied to rotating fields [144–149], though these have also been studied by

integration of the Dirac equation [150,151] and semiclassical WKB-like methods [152,153].

Indeed, since the laser-field situation is within the regime of the applicability of semi-

classical methods (E0 ≪ ES, ωc ≪ mec
2/ℏ), these have had much application to the problem

as well. Traditional WKB and “instanton” methods were applied to one-dimensional spatial

variation of collinear electric and magnetic fields [154–156]. (See also Ref [157] for extension

to more general inhomogeneity.) These methods were used to derive the “dynamically-assisted

Schwinger mechanism” [158]. The original paper studies two homogeneous temporal-sauter-

bumps, one much smaller and faster than the other, and shows that the pair creation rate is

enhanced dramatically compared to both fields independently. Since this apparently provides

a mechanism for detecting the Schwinger mechanism with much weaker field strengths than

otherwise needed, it has been much much-studied since [159–168].

Semiclassical methods have also seen much success when combined with the “worldline

formalism” mentioned at the send of section 2.3. The instanton is a solution to the classical

“Euclidean” equations of motion, and the idea of particle creation by instantons is a fairly
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straightforward generalisation of the application of the WKB approximation to quantum tun-

nelling through a barrier [77]. The novelty of the “worldline instanton” is that this formal

approximation scheme is utilised in (a version of) the “proper-time quantum mechanics”. This

method has been used to give a generalisation of Berezin & Itzykson’s Keldysh parameter result

to cover both oscillating and sauter-pulse bump-profiles in both space and time [78,79], where

we write the spatial Keldysh parameter as

γ̃K :=
mec

2kc
eE0

, (2.30b)

where kc the characteristic spatial frequency. In both cases γK, γ̃K → 0+ corresponds

to an approach to the constant-field regime, where the field creates as if “locally constant”.

When γ̃K ≥ 1, though, the field simply ceases to create particles, with no equivalent to the

multiphoton regime. Worldline instantons have been extended to cover fields that vary in two

or three spatial dimensions [169], and have been used in studies of the dynamically-assisted

Schwinger mechanism [160,170,171]. There are also numerical methods based on the worldline

approach [82].

2.5 Thermal Theory

The black-body field is the electromagnetic field held at thermal equilibrium. Quantum me-

chanics began with Planck’s study of the black-body in 1901 [18], with the ad hoc proposition

that modes of the electromagnetic field could only have energies equal to positive integer mul-

tiples of their frequency times a constant, h. With Einstein’s development [19], this became

the proposition that we should think of the electromagnetic field as composed of a number

of photons at each frequency. It is a curious feature of Planck’s treatment that it requires

such little alteration of classical statistical mechanics: that we can assign the probability of

photon states being occupied a probability according to Boltzmann’s factor ∝ e−E/(kBT ), and

calculate observable quantities according to the formulas of statistical mechanics. This feature

of Planck’s treatment has survived all developments since.

The feature is curious because although both quantum mechanics and statistical me-
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chanics contain notions of a system being able to be observed in alternative states when ob-

served, they have very different properties. Most pertinently, there exists interference between

the different possibilities in quantum mechanics: if something has a finite chance of occur-

ring by two different processes, it may have zero chance of occurring when both are possible.

Nonetheless, it seems to be possible to think of a thermodynamic system as being composed of

a classical statistical ensemble of microstates if we use the energy eigenstate basis. The now-

accepted formalism for coping with both these notions of possibility together is the “density

matrix” operator, ρ̂ [172–174]. The density operator for a system at equilibrium can be written

formally as

ρ̂ = e−Ĥβ, β :=
1

kBT
. (2.31)

In this formalism, Planck’s usage of classical statistics is justified by the fact that the

energy eigenstate basis is orthogonal, and that it diagonalises the density matrix.

2.5.1 General Thermal Quantum Field Theory

The simplicity of Planck’s treatment owes to the fact that he can treat the electromagnetic field

as “free”, hence the modes as non-interacting, and hence, formally, the field as an ensemble of

simple harmonic oscillators. The full formalism of quantum electrodynamics is needed when

we introduce interactions between the electromagnetic field and the fermion field. There are a

number of formal systems developed to adapt the perturbative Feynman-diagram QFT to the

thermal context (see e.g. Refs [46,47]). Consider the expectation value of an operator Ô in the

density matrix formalism,

⟨Ô⟩ = Tr[Ôρ̂] =
1

Z

∑
α

⟨α| Ôe−Ĥβ |α⟩ . (2.32a)

There are two elements to formulating the Feynman rules to calculate this (and sim-

ilar) quantities. The first is to recognise that the trace sum is, formally, identical to taking

the expectation value between peculiar |Ψin⟩ and |Ψout⟩, as in equation 2.5. The second is

to recognise that the density operator acts as a time-evolution operator for imaginary time
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t = iβ. Combined, this means that we can handle expectation values in the equilibrium sys-

tem by a Feynman-diagram expansion. The Hamiltonian can be split into a non-interacting

and interacting component, Ĥ = Ĥ0 + ĤI , with non-interacting dynamics handled within an

imaginary-time propagator,

G(τ) :=
1

Z

∑
α

⟨α| Ô |α⟩ e−E0,ατ , (2.32b)

where we have here assumed that the α basis is diagonal in the free Hamiltonian. The

influence of interactions can then be calculated according to a Feynman-diagram expansion.

Note that the influence of the non-interacting thermal background (the α sum) is absorbed

into the propagator in exactly the same way as the influence of the external field background is

accounted for in the causal propagator (2.19) in external-field QED. This is the “imaginary-time

formalism”. The “real-time formalism” can provide an extension to include real time-evolution

(owing to small deviations from equilibrium), and hence involves a non-trivial time-evolution

“contour” which goes along both the real and imaginary axes of the complex plane [175].

In more physical terms, what we are doing here is calculating properties of the equilib-

rium system by first assuming a system of non-interacting particles. We then account for the

influence of interactions perturbatively. “Imaginary time-evolution” physically amounts to the

reduction in probability of states occurring due to having higher energy, as designated by their

Boltzmann factor. Feynman diagrams used for calculating imaginary time-evolution therefore

represent, physically, how particle interactions alter states’ energy, and hence their Boltzmann

factor.

The issue with this picture is that for many important physical quantities, the pertur-

bative expansions that result do not provide series for which the first few terms provide an

adequate approximation, reducing in size as the series goes on. Therefore sophisticated “re-

summation” schemes need to be used to generate valid approximations. Generally, different

schemes are appropriate for observables of different order of momentum. For “hard” four-

momenta, p ∼ kBT and p2 ∼ (kBT )
2, the näıve scheme described above is appropriate. For

“soft” momenta, p ∼
√
αkBT , the “hard thermal loop” scheme is appropriate [176]. At “ultra-

soft” p ∼ αkBT [177–179] or “lightcone” p2 ∼ αkBT [180, 181] scales further adjustments are
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needed.

2.5.2 Pair Production by the Black-Body Field

Thermal particle production occurs when a quantum field is heated to a high temperature and

it starts producing particles. There is an approximation implicit in this definition, that the

Hamiltonian that we use to define the quantum field system at equilibrium is modified so as

not to include the relevant particle production mechanism: otherwise, it would be necessary to

consider the thermal quantum field and the produced particles as a single thermal system at

equilibrium, and the expected particle number would have to be constant. Current study of

thermal particle production has been largely restricted to situations where this approximation is

very good, such as Breit-Wheeler production of electrons and positrons by the electromagnetic

field at temperatures much lower than the electron rest mass [5]; the emission of photons

from a small volume of quark-gluon plasma of type created in high-energy heavy-ion collisions

[182, 183]; the production of cold dark matter after “reheating” in early universe cosmology

[184–187]; and the production of “Majorana neutrinos” by the electroweak plasma to explain

the emergence of baryon/anti-baryon asymmetry in the early universe [181].

In all these cases the “external coupling” that produces the matter is weak enough that

the equilibriation of the produced particles with the thermal field can be safely neglected for

long periods. But this strict requirement doesn’t need to be satisfied for there to be reason to

be interested in the phenomenon. All that is strictly needed for the concept to make sense is

for the rate of particle production to be substantially less than the rate of the reactions that

equilibrate the thermal field. Then, a sufficiently rapid heating of the thermal field can produce

disequilibrium even in the high-temperature limit. The rate of thermal particle production can

then be used to study the process of equilibration between the thermal field and the field of

produced particles.

In chapters 4 and 5 we consider the process of pair-creation by a black-body field

described, like Planck’s, as a free field, though we examine the high-temperature kBT ≫ mec
2

limit. Only the opposite limit has been previously studied, developed for examining high-energy

astrophysical phenomena, such as supernovas [188] and galactic nuclei [189], and has also more
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recently found application in the study of potential burning plasmas in the laboratory [190–192].

The use of the free Hamiltonian to define the equilibrium photon field implies two differences, or

approximations, compared to the equilibrium QED field: first, there are no real fermions present

(the sum over α in equations 2.32 is restricted to states with no fermions); second, the photon

states are free, and only interact in order to create fermions. The first approximation means that

the pair-creation rates calculated are only likely to hold good if the photon and fermion fields

start far from equilibrium, and will only hold good for the early stages of equilibration. The

second approximation is more difficult. At least in the case of Breit-Wheeler, it is a coherent

first-order perturbative approximation, and since we can expect Breit-Wheeler to largely be

mediated by hard photons we have some reason to think this is meaningful. (Though this is

discussed at the end of chapter 4.) In the case of the Schwinger mechanism there is less clear

justification for it, beyond the fact that the theoretical tools to go beyond this assumption have

not been developed. This issue is discussed in chapter 8.



Chapter 3

Free Electron Relativistic Correction

Factors to Collisional Excitation and

Ionisation Rates in a Plasma

When calculating rates of collisional excitation and ionisation the free electrons in a plasma

are usually taken to follow the Maxwell-Boltzmann distribution [193]. This means that they

are treated classically, and hence is valid as an approximation when both quantum mechanical

and relativistic effects are insignificant. The quantum mechanical degenerate limit has been

well studied and correction factors to excitation and ionisation rates accounting for quantum

effects have been calculated in some detail [194, 195]. The relativistic limit has been compar-

atively neglected. There are, though, good reasons to pay attention to it: in the context of

laboratory plasmas Tabak [196] predicts that burning D plasmas in ICF could reach bulk re-

duced temperatures of up to θ = 0.31 (θ = kBT/(mec
2) ), and Xenon and Krypton dopants

(which should remain only partially ionised up to such temperatures) are regularly included in

ICF as diagnostics [197,198] . In the astrophysical context, the intracluster medium can reach

temperatures above θ = 0.04 [199]. Depending, of course, on the accuracy needed, relativistic

corrections could be significant in both cases.

The main correction to be made when accounting for relativistic effects is to replace

the Maxwell-Boltzmann distribution,

57
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Figure 3.1: Maxwell-Boltzmann and Maxwell-Jüttner distributions plotted against reduced
kinetic energy for a range of temperatures. Classically, energy is everywhere quadratic in
momentum, while relativistically it becomes linear at high momentum. Therefore the density
of energy states in phase space is classically suppressed at high momentum while relativistically
it approaches a constant, so the normalised classical distribution is, compared to the relativistic,
skewed towards low energies.

fMB(η, θ) = 2

√
η

π
θ−

3
2 e−

η
θ , (3.1)

(written here in terms of η = EK/(mec
2), the reduced electron kinetic energy) with the

Maxwell-Jüttner [200] distribution,

fMJ(γ, θ) ≡
γ2v

cθK2(1/θ)
e−

γ
θ (3.2)

where γ = 1/
√

1− (v/c)2 = η+1 and K2 is the modified Bessel function of the second

kind. The two are plotted in figure 3.1 for several temperatures. The Maxwell-Boltzmann

distribution is recovered from the Maxwell-Jüttner in the expected classical limits θ → 0 and

γ → 1. Previous authors [201–203] have used these distributions to find a simple generic

“relativistic correction factor” to excitation and ionisation rates based on the ratio of free

electron partition functions (see Sect. 2, equation 3.11). In this chapter we develop more

sophisticated correction factors by considering simple cross-sections for excitation and ionisation

due, respectively, to Van Regemorter [204] and Lotz [205]. We also use detailed balance to

extend these results to de-excitation and three-body recombination rates.
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3.1 Calculation of Rates

3.1.1 Method

A collisional rate per electron per ion can be written in the form, keeping the cross section and

energy distribution general,

r(ηT , θ) =

∫ ∞

ηT

σ(η/ηT )f(η, θ)v(η)dη. (3.3)

where v(η) is the velocity, f(η, θ) is the probability of finding a given electron at energy

η, ηT is the threshold energy for the transition and σ(η/ηT ) is the cross section of the ions for

the relevant collision reaction with the free electrons, which we are treating as a function of

η/ηT (as is the case for most simple empirical or semi-empirical formulas for the ionisation or

excitation cross-sections). It has the property σ(x < 1) = 0.

The rate of collision per free electron for the two cases is then

rMB(ηT , θ) =

∫ ∞

ηT

σ(η/ηT )vc(η)fMB(η, θ)dη, (3.4)

rMJ(ηT , θ) =

∫ ∞

ηT

σ(η/ηT )vr(η)fMJ(η, θ)dη, (3.5)

where we are using the r and c subscript on the velocity to denote, respectively, the

relativistic and classical expressions for velocity in terms of kinetic energy. The quantity we

want to calculate is the correction factor due to relativity,

R(ηT , θ) ≡
rMJ(ηT , θ)

rMB(ηT , θ)
. (3.6)

For the relativistic case

fMJ(η, θ)vr(η) =
2ce−

1
θ

θK2(
1
θ
)
(η +

1

2
η2)e−

η
θ . (3.7)

where γ = 1/
√
1− (v/c)2 = η + 1. For the classical case
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fMB(η, θ)vc(η) = 2c

√
2

π
θ−

3
2ηe−

η
θ . (3.8)

Therefore the correction factor (3.6) can be written

R(ηT , θ) = Θ(θ) ·
[
1 +

θ

2
P [σ;

ηT
θ
]

]
(3.9)

where we have defined the functional, using the substitution z = η/θ,

P [σ;
ηT
θ
] ≡

∫∞
ηT /θ

z2σ(z θ
ηT
)e−zdz∫∞

ηT /θ
zσ(z θ

ηT
)e−zdz

(3.10)

and the temperature-dependent prefactor is given by

Θ(θ) ≡
√
π

2

[√
θe−

1
θ

K2(
1
θ
)

]
=
ZMB(θ)

ZMJ(θ)
(3.11)

where ZMB/MJ is the partition function for a single free particle in the classical/relativistic

case, defined as

ZMB/MJ(θ) = V

∫
R3

exp(−ηc/r(p)/θ)d3p, (3.12)

with V the volume and c/r subscripts denoting classical/relativistic expressions for energy in

terms of momentum. Note that Θ has been identified by previous authors [201–203] as a

“relativistic correction factor” and has an asymptotic expansion [206]

Θ(θ)−1 ∼ 1 +
15

8
θ +

105

128
θ2 +O(θ3), θ → 0. (3.13)

which, as can be seen in figure 3.2, is a good enough approximation for our uses. This

correction factor is of far more general use: it is derived from the normalisation factors of the

distributions, so will arise from the ratio of the expectation values of any quantity taken over the

Maxwell-Jüttner distribution divided by that quantity averaged over the Maxwell-Boltzmann

distribution.

Note also, from
∫∞
b
zng(z)dz ≥ b

∫∞
b
zn−1g(z)dz, where g(z) is any everywhere positive

function on z ≥ 0, we get P ≥ ηT
θ
. Therefore we have
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Figure 3.2: General temperature-dependent prefactor to relativistic correction factor of colli-
sional rates. Both the exact value and second-order approximate value are plotted, showing
very little difference between the two.

R(θ, ηT ) ≥ Θ(θ) ·
[
1 +

ηT
2

]
(3.14)

for any cross section and all values of θ and ηT .

3.1.2 Excitation Rate

Our aim is to derive approximate generic correction factors, dependent on ion species only

through the single parameter of threshold energy. We must therefore use a cross section which

is a function of only ηT and η. For the excitation rate we use the Van Regemorter [204] cross

section which for our purposes, if we set the gaunt factor equal in both cases, amounts to

σV R ∝ 1/η. (3.15)

Note that we use the classical expression for its energy dependence as the formula was

calculated using non-relativistic quantum mechanics. Attempting to adjust the energy depen-

dence of this expression to account for relativity would anyway only give higher-order errors

which, given the broad approximations already inherent in using such simple cross sections,
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Figure 3.3: P [σ] for excitation and ionisation using, respectively, Van Regemorter’s and Lotz’
simple expressions for the cross section.

can be neglected. Including this in equation 3.10 gives

P [σV R] = 1 +
ηT
θ
. (3.16)

This is plotted in figure 3.3.

3.1.3 Ionization Rate

For the ionisation rate we use an empirical formula due to Lotz [205],

σL(x) ∝
ln(x)

x
. (3.17)

This gives

P [σL] =
e−

ηT
θ + E1(

ηT
θ
)

E1(
ηT
θ
)

= 1 +
e−

ηT
θ

E1(
ηT
θ
)

(3.18)

where E1(x) =
∫∞
x

e−t

t
dt is the exponential integral. This is plotted in figure 3.3.
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3.2 De-excitation and Recombination Rate Corrections

De-excitation and recombination rates can be calculated from excitation and ionisation using

two requirements of equilibrium. The first is the principle of detailed balance, which enforces

the requirement that an equilibrium state is constant in time. This gives the reverse rate as

proportional to the forwards rate with a ratio that depends on the reactant number densities.

The second is that the electrons be distributed between free and bound states in the proportion

that maximises total entropy, which is equivalent (under constant temperature and volume) to

the minimisation of the Helmholtz free energy, which is in turn equivalent to the maximisation

of the total canonical partition function. This affects the reverse rate by determining the

reactant number densities. Changing the free electron physics by accounting for relativistic

effects changes the free electron partition function, and therefore changes the relative entropy

of states that have different free electron number, and therefore changes which distribution of

the fixed total electron number between the free and bound states maximises the entropy.

This does not apply to excitation processes because the free electron number doesn’t

change. This means that relativistic corrections to the de-excitation rate enter only through its

proportionality to excitation, and therefore excitation and de-excitation are corrected by the

same factor. Ionisation and recombination do change free electron number, so for recombination

rates a further correction from adjustments to the free electron entropy is needed. The entropy-

maximisation requirement for relative occupation of different ionisation states can be expressed

by the general Saha equation [207,208]

ni+1ne
ni

= 2Z(θ)
gi+1

gi
exp

(
−ηi+1 − ηi

θ

)
, (3.19)

where ni, gi and ηi are, respectively, the density, degeneracy and reduced energy of ions

in the i’th ionisation state and ne is the electron density, and Z is the appropriate free particle

partition function. Using this with detailed balance (ni+1t = nir with t the recombination rate

and r the ionisation), the ratio of recombination rates in the relativistic to classical cases is

given
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tMJ

tMB

=
nMJ
e

nMB
e

· ZMB(θ)

ZMJ(θ)
· rMJ

rMB

= Θ(θ)2 ·
[
1 +

θ

2
P [σ;

ηT
θ
]

]
. (3.20)

3.3 Conclusion

In this section we have calculated approximate correction factors for ionisation and excitation

rates due to collision with free electrons in a plasma to account for special relativity. We have

done this by assuming the Van Regemorter expression for the excitation, σV G(x) ∝ 1/x, and

the Lotz expression for the ionisation cross section, σL(x) ∝ ln(x)/x. We then used the Saha

equation to extend these results to recombination rates. These correction factors are given, in

summary,

R(θ, ηT ) =



√
π

2

[√
θe−

1
θ

K2(
1
θ
)

]
·

[
1 +

θ

2

(
1 +

e−
ηT
θ

E1(
ηT
θ
)

)]
ionisation

π

2

[√
θe−

1
θ

K2(
1
θ
)

]2
·

[
1 +

θ

2

(
1 +

e−
ηT
θ

E1(
ηT
θ
)

)]
recombination

√
π

2

[√
θe−

1
θ

K2(
1
θ
)

]
·
[
1 +

1

2
(θ + ηT )

]
excitation or de-excitation

. (3.21)

These are plotted in figure 3.4 for some reasonable values of the threshold energy and

temperature. Also plotted is the temperature-dependent prefactor Θ(θ) given in equation 3.11,

which has been identified by previous authors [201–203] as the “relativistic correction factor”.

It can be seen that our correction factors differ significantly from both this and unity. We

also, in section 2.1, found a lower bound for the relativistic correction factor with complete

applicability to any cross section.

Though the precise value of our correction is necessarily limited by the simple forms

of the cross sections we have used, there is no reason to expect that the true ratio will be

substantially closer to unity. Where we find a ratio far from unity, as seen in figure 3.4, it is

safe to conclude that accounting for special relativity in the free electron mechanics is important.

The origin of the difference between our result and that of previous authors can be
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appreciated through our demonstration that their correction factor, Θ, is equal to the ratio of

partition functions. It is shown in Appendix B that if the move from Maxwell-Boltzmann to

Maxwell-Jüttner involved only a change in Boltzmann factors of states that did not partici-

pate in the collisional process, then the inverse ratio of their partition functions would equal

the desired ratio of their collisional rates. This explains both where Θ succeeds and fails as

an approximation to the correction factor. For Θ to be both a successful and non-trivial ap-

proximation, a significant number of electrons in the distribution must be relativistic while the

dominant contribution to the collision process comes from non-relativistic electrons. In our

models, this is broadly the case when ηT ≪ θ. Θ utterly fails when ηT much surpasses θ, when

the high-energy tail of the distribution dominates the collision process. Both this relative suc-

cess and failure can be seen in figure 3.4. Note that this means that our work will be especially

important as an improvement on previous authors’ in the context of high-Z diagnostic dopants

in plasmas, where it is desirable to monitor spectral emission energies greater than the thermal

energy.
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Figure 3.4: Approximations of the ratio of collisional ionisation, recombination and excitation
rates when special relativity is accounted for against when it isn’t, plotted with sensible values
of the reduced threshold energy and reduced temperature. Ionisation and recombination rates
are calculated using the Lotz cross section, excitation using Van Regemorter. The temperature-
dependent prefactor Θ is also plotted independently.The values plotted are in regimes relevant
to dopants in burning ICF plasmas: ηT = 0.05 is close to the first few ionisation energies
of Krypton and Xenon [209], and θ = 0.2 is in the range of burning plasma temperatures
considered by Tabak [196].



Chapter 4

Breit-Wheeler Pair Production in a

Black-Body Field at High

Temperatures

4.1 Closed-Form Expression for the High-Temperature

Limit

With sufficient energy, collisional processes don’t need bound electrons available to set free from

their bound states: electron-positron pairs can be created from the vacuum. One such process

is by Breit-Wheeler, or the two photon → electron/positron pair scattering process. Weaver [5]

expressed the rate of pair production by the Breit-Wheeler process in a Black-Body field as

a sum of single integrals over special functions in 1976, which reduced to a simple expression

in the low-temperature limit kBT ≪ mec
2, where T is the photon temperature and me is

the electron rest mass. Weaver [5] gives the rate of two-photon interaction for a black-body

radiation field as

67



68 Chapter 4. Breit-Wheeler in a Black-Body

nbb,BW =
c

π4ℏ6

∫ ∞

0

dp∗
∫ ∞

0

dp1

∫ ∞

(p∗)2/p1

dp2
2(p∗)3σ(p∗)

(ecp2/(kBT ) − 1)(ecp1/(kBT ) − 1)

=
4c

π4

(
kBT

cℏ

)6 ∞∑
n,l=1

1√
nl

∫ ∞

0

dυγ συ
4
γK1(2

√
nlυγ),

(4.1)

where p1,2 are the lab-frame momenta of the photons, p∗ is the centre-of-momentum

momentum of either, Kn is the modified Bessel function of the second kind and

υγ = p∗c/(kBT ), (4.2)

The expression originates from an integration over two black-body photon distributions

in momentum space, essentially by a two-particle version of equation 3.3. The sum over n, l

corresponds to a sum over the photon occupation numbers of each mode. Jauch & Rohlich [210]

give the Breit-Wheeler cross-section as

σ(ϕ) :=


πr2eϕ

2
[
(2 + 2ϕ2 − ϕ4) cosh−1(ϕ−1)

−(1 + ϕ2)(1− ϕ2)1/2
]
, ϕ < 1

0, ϕ ≥ 1.

, (4.3)

ϕ :=
mec

p∗γ
= (θυγ)

−1, θ :=
kBT

mec2
. (4.4)

This chapter does not replace Weaver’s expression, since it is already sufficiently general,

but merely derives its high-temperature limit. This is worthwhile as it is only in the limits that

the integral expression reduces to a closed-form expression. This has application in early-

universe cosmology [211], where it could be used to study the equilibration of the fermion and

photon fields. A simple expression could be especially useful where the pair-creation rate is used

as a term in a differential equation to be solved, for instance as a source term in a Boltzmann

transport equation [212]. Define
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σ0(ϕ) := πr2eϕ
2
[
2 log(2ϕ−1)− 1

]
(4.5)

σ1 := σ − σ0. (4.6)

σ ∼ σ0 in the high-energy limit, and we will show that σ0 acts as the effective cross-

section in the high-temperature limit. σ1 obeys

σ1(ϕ) = O(ϕ4 log(ϕ)), ϕ→ 0+. (4.7)

We can write the dimensionless integral we need to approximate as

I := r−2
e

∫ ∞

1/θ

dυγ συ
4
γK1(2ρυγ), (4.8)

where ρ :=
√
nl. Divide I into two parts,

I = I0 + I1 (4.9)

I0,1 := r−2
e

∫ ∞

1/θ

dυγ σ0,1(θ
−1υ−1

γ )υ4γK1(2ρυγ) (4.10)

We have, first,

I0 =
π

θ2

∫ ∞

1/θ

dυγ [2 log (2θυγ)− 1]υ2γK1(2ρυγ)

=
π

(2ρ)3θ2

[
(−2 log

(
ρθ−1

)
− 1)

∫ ∞

1/θ

dy y2K1(y)

+ 2

∫ ∞

1/θ

dy log(y)y2K1(y)

]
,

(4.11a)

where we have used the substitution y = 2ρυγ. Using

∫ ∞

1/θ

dy y2K1(y) = 2 +O(θ−2 log(θ)) (4.12a)



70 Chapter 4. Breit-Wheeler in a Black-Body

∫ ∞

1/θ

dy y2 log(y)K1(y) = 1− 2γE + 2 log(2) +O(θ−2 log(θ)), (4.12b)

where γE is the Euler–Mascheroni constant, this becomes

I0 =
π

2ρ3θ2

(
log (θ) + log(

2

ρ
)− γE

)
+O(θ−4 log(θ)) (4.13)

Next,

|I1| ≤ r−2
e

∫ ∞

1/θ

dυγ
∣∣σ1(θ−1υ−1

γ )υ4γK1(2ρυγ)
∣∣

≤ 1

r2e(2ρ)
2θ3

Maxϕ∈(0,1)
(
|σ1(ϕ)ϕ−3|

) ∫ ∞

0

dy yK1(y)

=
1

r2e(2ρ)
2θ3

Maxϕ∈(0,1)
(
|σ1(ϕ)ϕ−3|

) π
2
= O(θ−3),

(4.14)

where we know Maxϕ∈(0,1) (|σ1(ϕ)ϕ−3|) is finite from equation 4.7. Therefore I = I0 +

O(θ−3) and hence

nbb,BW =
∞∑

n,l=1

1

(nl)2
2r2ec

π3

(mec

ℏ

)2(kBT
ℏc

)4 [
log

(
kBT

mec2

)
+ log

(
2√
nl

)
− γE +O

(
mec

2

kBT

)] (4.15)

Using

∞∑
n,l=1

1

(nl)2
=
π4

36
, (4.16a)

∞∑
n,l=1

ln(nl)

(nl)2
= −π

4

18
(−12 log(AG) + γE + log(2π)) (4.16b)

and defining
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Figure 4.1: Approximation of thermal Breit-Wheeler pair creation rate plotting against numer-
ical calculation, with n, l in equation 4.1 summed from 1 to 20, at which there is numerical
convergence to precision visible on the graph. The approximation is seen to rapidly approach
the exact result from below for kBT > 3mec

2.

χ := log(4π)− 12 log(AG) ≈ −0.45403, (4.17)

where AG is the Glaisher-Kinkelin constant, this can be written

nbb,BW =
πα2c

18

(
kBT

ℏc

)4 [
log

(
kBT

mec2

)
+ χ+O

(
mec

2

kBT

)]
. (4.18)

This approximation is plotted against a numerical calculation of the exact rate (4.1)

in Figure 4.1, where it can be seen to be good for kBT > 3mec
2. Assuming a constant rate

of pair production, no backwards rate, and free-field equilibrium density [211], this predicts

equilibration of the fermion field in ∼ 2 × 104 ℏ/(kBT [log (mec
2/(kBT )) +χ]). Since kBT/ℏ is

the frequency scale of most particle reactants, this predicts equilibration over long timescales
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compared to the quantum processes.

Quantities of a similar form have been found by other authors for similar quantities

in high-temperature limits: the reverse process, i.e. the rate of pair annihilation in electrons

and positrons in Maxwell-Jüttner distributions [213–215]; the rate of positron production in

a plasma from electron and ion collisions [215]; the mean path of a high-energy non-thermal

photon in a thermal bath [216]; and various quantities in an optically-thin relativistic plasma

of finite size [217].

4.2 Discussion and Energy Spectrum

The logarithmic term might be surprising. The näıve expectation, on dimensional grounds,

is that the thermally averaged cross-section for a two-particle collision at kBT ≫ mec
2 obeys

⟨σ⟩ ∝ T−2 [211], which would give nbb,BW ∝ T 4. This is based on the logic that, at temperature

scales where the mass becomes irrelevant, temperature is the only appropriate energy-scale that

can be chosen. But instead, as me → 0+, the rate diverges logarithmically. The high-energy

process remains irrevocably coupled to the low-energy regime. To understand why, consider

that the logarithmic divergence is inherited directly from the two-photon cross section, where

it appears as a divergence in the virtual fermion propagator [210]. Specifically, the divergence

is due to the possibility of Breit-Wheeler being mediated by the exchange of a real fermion of

vanishing energy and momentum. The physics behind this is intuitive: in the zero-mass limit,

a photon transforming into an electron of the same energy and momentum does not violate

energy or momentum conservation. Therefore Breit-Wheeler needs involve only the exchange of

a virtual fermion of vanishing energy and momentum. But in the zero-mass limit, this virtual

fermion will be on the mass shell. Processes being mediated by real particles correspond to

physical processes that can occur between widely-separated particles. We therefore have a

clear physical picture for how the mass-scale remains relevant at high temperatures: photons

in the thermal gas can interact to create electron-positron pairs which are separated by the

length-scale of the inverse of the electron mass. This is in contrast to the “hard thermal loop”

(HTL) paradigm [47, 176], where the dominant contribution to thermal quantities comes from

the exchange of excitations with “hard” momenta p ∼ kBT/c. This is because we are dealing
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with hard external momenta, while HTL assumes external momenta are soft, and because our

virtual fermion propagator is not a thermal propagator, since we are formally examining a

situation in which there is not a thermal fermion background

This absence of a fermion background is a major approximation made by equation 4.18

as a calculation of the physical pair production rate. If we are concerned with the equilibration

of the fermion field with a rapidly heated photon field, then it will only hold good for a finite

period of time. The other major approximation is that it is a lowest-order perturbative process.

This could be problematic because we know that in a thermal context at high temperatures

the perturbation expansion might not produce adequate results [47]. This is because at high

temperatures, for soft momenta, the effective coupling constant scales with the temperature,

which for temperatures much greater than mec
2/kB spoils the convergence of the perturbation

expansion [218]. This problem is exacerbated by the fact that next-order corrections include

a very large number of Feynman diagram contributions. To calculate probabilities to O(α3)

(the next-leading-order after Breit-Wheeler) we must include Feynman diagrams with two,

three and four interaction vertices, since amplitudes with two and four interaction vertices

multiply when calculating a probability. Although at three interactions the only extra graphs

considered are additional external photons, at four interactions a host of one-loop corrections

are introduced: self-energy corrections on all propagators, vertex corrections and a one-particle-

irreducible four-point vertex. (Examples are depicted in figure 4.2.) In general, in the theory

of linear excitations about thermal equilibrium, we expect the perturbative expansion to only

produce reasonable approximations in the regime of hard external momenta.

To determine whether Breit-Wheeler in a black-body field is a process largely involv-

ing hard momenta, we calculate two energy spectra associated with the production process.

Defining the temperature-normalised lab-frame photon energies,

υa,b = pa,bc/(kBT ). (4.19)

we can write Weaver’s integral 4.1 (first line) as
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Figure 4.2: Examples of Feynman diagrams that contribute to Breit-Wheeler at next-to-leading-
order. Specifically, from left to right, these are examples of an extra external photon, a one-
particle-irreducible four-point vertex, a three-point vertex correction and a self-energy insertion.

nbb,BW =
2c

π4

(
kBT

cℏ

)6 ∫ ∞

0

dυγ

∫ ∞

0

dυa

∫ ∞

υ2γ/υa

dυb
υ3γσ(p

∗)

(eυa − 1)(eυb − 1)

=
2c

π4

(
kBT

cℏ

)6 ∫ ∞

0

dυa F1(υa)

(4.20)

where

F1(υa) :=

∫ ∞

0

dυγ
υ3γσ(p

∗)

eυa − 1

(
υ2γ
υa

− log

[
e

υ2γ
υa − 1

])
. (4.21)

This function is proportional to the contribution to the total particle production rate

from collisions where the “first” photon has a particular energy. In the high-temperature limit,

this will be equal to the energy distribution of produced electrons or positrons. It is plotted

in figure 4.3, normalised for unit area under the curve. Alternatively, we could define the

temperature-normalised total pair-energy,

υT = υa + υb (4.22)

we can write

nbb,BW =
2c

π4

(
kBT

cℏ

)6 ∫ ∞

0

dυT F2(υT ) (4.23)

where
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Figure 4.3: Contribution to total pair-production by Breit-Wheeler in a black-body made by
photons of a given energy, normalised to unit area under the line. In the kBT ≫ mec

2 limit
this is equal to the proportion of electrons or positrons produced at the given energy.

F2(υT ) :=

∫ υT /2

0

dυγ
υ3γσ(p

∗)

eυT − 1
log

(
(1− eυ+)(eυ− − eυT )

(1− eυ−)(eυ+ − eυT )

)
,

υ± :=1
2
(υT ±

√
υ2T − 4υ2γ).

(4.24)

This function is proportional to the total energy of produced pairs. It is plotted in

figure 4.4, normalised to unit area under the curve. Note that the significant difference in the

shape of the two curves - beyond the scaling of the x-axis by a factor 2 - is due to the fact that

a large number of reactions are between photons with significantly different energies.

Looking at the figures, especially figure 4.3, we can conclude that the majority of

particles involved in the process are “hard”, since there is greater area under the red curve to

the right of 1 than to the left. We therefore have some reason to think of it as a meaningful

quantity. This is only, strictly, though, an argument that the process defined as two photon

→ electron/positron pair is well-approximated by first-order Breit-Wheeler. There are other

particle-producing scattering processes, which involve more particles in the in-state and/or the

out-state, which this argument does not preclude being larger than Breit-Wheeler, and which

could involve soft momenta. The argument is therefore for self-consistency: there is nothing in
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Figure 4.4: Proportion of pairs produced by Breit-Wheeler in a black-body with a given total
energy, including kinetic and rest energy. Normalised to unit area under the curve.

the calculation itself that necessarily implies Breit-Wheeler is invalid as an approximation for

the pair-creation rate. Other calculations could prove otherwise.

Even this moderate position is complicated, though, by the fact that we have just shown

that the Breit-Wheeler is peculiarly coupled to the low-energy regime. To get a qualitative

idea of the impact of the effects neglected, consider that one of the most important non-

perturbative effects of a thermal background, that is introduced by a resummation procedure on

the propagator, is to introduce a “thermal mass” to the constituent particles, mth := µkBT/c
2,

where µ ∼
√
α [47, 219,220]. (Taking this to be the only thermal adjustment of the dispersion

relations becomes a good approximation in the hard momentum regime.) Introducing this

thermal mass as a correction to the fermion mass would induce us to replace equation 4.18 as

µkBT ≫ mec
2 with

nbb,BW =
πα2c

18

(
kBT

ℏc

)4 [
− log µ+ χ+O (µ) +O

(
mec

2

µkBT

)]
. (4.25)

It is therefore likely that under an appropriate resummation procedure the logarithmic
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factor would approach a constant value as temperature increased past the point where the

thermal mass of the electron exceeds its physical mass. Beyond this point the pair-production

rate would simply grow with the fourth power of the temperature. As could be appreciated

physically, it is the logarithm, which couples the process to the low-energy regime, which makes

the thermal mass a leading-order effect. Corrections to external fermion propagators are sub-

leading, as we would expect the corrections to the external photon propagators to be also. It is

possible that the effects of a growing thermal fermion background in the process of equilibration

could be included naturally in this formalism, by making the fermion thermal mass dependent

on the background fermion density. Of course a much more substantial treatment would be

needed both to rigorously justify this expression, since it is unclear whether the introduction

of a thermal mass is really adequate to handle the interaction between the virtual fermion and

the thermal background, and to use it, since the literature results for dispersion relations in a

thermal background are restricted to the case of the fermion and photon field in equilibrium,

where the notion of a particle creation rate has little meaning.



Chapter 5

The Schwinger Mechanism in a

Black-Body Field

So far, both within this thesis and in the literature without, calculation of pair-creation by

a black-body field has been restricted to first-order two-photon Breit-Wheeler [5]. The high-

temperature limit of this rate was presented in the last chapter. There are three different

categories of effects this neglects as an approximation: first, it neglects interactions with more

than two input photons or more than one output pair; second, it is a lowest-order perturba-

tive approximation for the two photon to electron/positron pair process; third, it assumes an

entirely free field for the initial distribution. All these approximations can be seen as part

of a first-order perturbative expansion of the total particle creation rate, with interactions in

the definition of the equilibrium input state accounted for by imaginary time-evolution. An

examination of Breit-Wheeler to higher loop order in the thermal QFT formalism is a task yet

to be accomplished.

This chapter examines an alternative particle-creation mechanism: the Schwinger mech-

anism. As discussed in section 2.4, it is well established that “slowly-varying” applied fields

produce particles according to Schwinger’s expression at every point in space and time, i.e.

as a “locally-constant field”. This is called the “tunnelling regime”. Multiple authors (most

comprehensively in Ref [78,79]) have found that the approach to this regime is governed by the

dimensionless Keldysh parameters’ (2.30) approach to 0.

78
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It is straightforward to characterise the strength and frequency scale of the black-body

field. It is clear from the energy density of the black-body field that the RMS electric field

strength is

eĒbb =

√
4π3α

15

(kBT )
2

(ℏc)
, (5.1)

and from the peak frequency of the Planck spectrum, and the coherence properties of

the black-body field [221–223], that the characteristic frequency scales of the black body field

are

ℏωc,bb = βckBT, ℏckc,bb = β̃ckBT, (5.2)

where βc, β̃c are a dimensionless constants of order of magnitude ∼ 1. This gives

γK,bb = βc

√
15

4π3α

mec
2

kBT
, γ̃K,bb = β̃c

√
15

4π3α

mec
2

kBT
. (5.3)

Therefore at temperatures kBT ≫ mec
2, both Keldysh parameters are very small. This

argument suggests that the black-body field ought to be safely in the tunnelling regime, and

hence ought to produce particles straightforwardly via the locally-constant Schwinger mecha-

nism. This rate can be calculated from equations 5.1 and 2.28 as

nbb,LCS =
αc

15

(
kBT

ℏc

)4

exp

(
−
√

15

4πα

[
mec

2

kBT

]2)
. (5.4)

Taking the ratio of this with the kBT ≫ mec
2 limit of Breit-Wheeler pair production

calculated in section 4, equation 4.18, gives

nbb,LCS

nbb,BW

∼ 6

5πα
log

(
kBT

mec2

)
≈ 52

(
log

(
kBT

mec2

))−1

, kBT ≫ mec
2. (5.5)
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The rate of particle production calculated by the locally constant Schwinger mechanism

would therefore far exceed the Breit-Wheeler rate well beyond the validity of QED.

However, the theoretical justifications for the Keldysh parameter result all use “semi-

classical” approximation techniques, which are good when E0 ≪ ES, ℏωc ≪ mec
2, ℏkc ≪ mec.

This is the opposite regime to the black-body field as kBT ≫ mec
2. Examination of the “critical

regime” E0 ∼ ES [224, 225], or numerical examination of a more general case [83], shows that

other dimensionless parameters may also be important outside the semiclassical regime.

Therefore a more careful procedure is needed. There are two results given in this

chapter. First, I present a method for calculating the pair-creation rate in a black-body field that

treats the black-body as an ensemble of external fields. This is a formal result that is difficult to

derive quantitative predictions from directly. The relationship between the particle production

rate calculated by the normal perturbation expansion and by this formalism is equivalent to that

between the calculation of particle production by perturbative expansion and the external-field

formalism in a coherent field. As discussed in section 2.4, for oscillating fields in the weak-field

regime, the Keldysh parameter was found to govern a transition between a fast-varying regime

where the external field method gave a result entirely equivalent to the perturbative expansion,

and a slow-varying nonperturbative regime where it represents an entirely different mechanism.

In the general case, then, the external field can give both perturbative and nonperturbative

contributions to pair-creation. It is therefore difficult, for a particular application, to say a

priori what the relationship between the perturbation expansion and external-field calculation

is precisely.

The second result is an estimate for the production rate from a statistical ensemble of

one-dimensional Sauter pulse electric fields. This is constructed as a crude approximation to

the formal external-field expression previously derived. The approximations are too substan-

tial for the calculated rate to be taken seriously as an estimate, but it has significance as a

demonstration of the principle of how the theoretical method could be made to yield results,

and provides some motivation to believe that such a method would return a larger result than

Breit-Wheeler.
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5.1 Formalism for Treating the Black-Body Field as an

External Field

The crucial equation we shall use is

nBB =
∑
E(x)

P [E]n[E], (5.6)

where nBB is the total expected rate of particle production by the black-body field,

P [E] is the probability of the black-body field being found in a particular field configuration,

and n[E] is the rate of particle production by that particular field configuration. This use of

a classical probability distribution over classical field states is justified in section 5.1.1. We

can numerically estimate this sum using a Monte Carlo method, by generating a large set

of fields with probabilities given by P [E], i.e. producing a large sample of the distribution

P [E]. This sampling can be done precisely, as is described in section 5.1.2. The calculation

of the pair-creation rate in a black-body field can therefore be performed by calculating the

pair-creation rate in a representative sample of electric field profiles. This cannot be done

precisely, though, because there is no general precise method for calculating pair-creation rates

in arbitrary external fields.

5.1.1 The Classical Probability Distribution over Classical Back-

ground Fields

The black-body field is the equilibrium thermal state of the free electromagnetic field. It is

usually described in terms of a statistical distribution over the photon states. As discussed

in section 2.5, this is because the photon states are the energy eigenstates of the free elec-

tromagnetic field, and these are an orthogonal basis which diagonalises the density matrix of

the canonical ensemble. From this it follows that many statistical quantities can be calculated

within quantum thermodynamics by assigning a classical probability (as against a quantum-

mechanical probability amplitude) for the system to be found in each of its energy eigenstates,

and using the formulas of classical statistical mechanics on these as if they were classical mi-
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crostates.

Glauber and Sudarshan [7–9] have shown that the coherent states provide an over-

complete basis for the Fock space of electromagnetic field states, and that this can be used

to diagonalise any density matrix with respect to a coherent-state basis. Because the coher-

ent state basis is not orthogonal, though, the diagonal entries of the density matrix needn’t

be positive-definite, and so do not in all cases behave like a classical probability distribution.

However, in the case of an equilibrium system, the diagonal entries are always positive, and

in the case of taking the expectation value of a normal-ordered operator, it does behave like

a classical probability distribution. This is shown in our case below. For the specific problem

of calculating the expected rate of particle production by a black-body field, therefore, we are

free to consider the black-body field as a classical probability distribution over either photon

states or coherent field states.

We will now formally construct the problem. The main artificial element we introduce

is that the electromagnetic field is free, and the electron-positron field in its vacuum state, until

some initial time t = tin when we “switch on” the interactions. We therefore take the system

to be represented at tin by the density matrix

ρ̂(tin) = ρ̂BB ⊗ |0⟩ee ⟨0|ee , (5.7)

where ρ̂BB is the density matrix of the black-body field, ⊗ is the Kronecker product

and |0⟩ee is the vacuum state of the electron-positron system. The “ee” subscript labels states

in the electron/positron Fock space. Take α to label some basis in which the density matrix is

diagonal,

ρ̂BB =
∑
α

pα |α⟩γ ⟨α|γ . (5.8)

The “γ” subscript labels states in the photon Fock space. Denote the expected number

of electrons and positrons for a given input photon-state as

N(α) := ⟨α|γ ⟨0|ee Û
†(tout, tin)N̂Û(tout, tin) |α⟩γ |0⟩ee , (5.9)
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where N̂ is the number operator for the electrons or positrons, and Û is the time-

evolution operator. We would like the expected number of particles produced by the black-body

field to be written as a classical probability distribution,

NBB := Tr[N̂ ρ̂(tout)] =
∑
α

pαN(α), (5.10)

which becomes 5.6 when divided by spatial volume. This formula is trivial to derive if

the α-basis is orthogonal. If we want to calculate NBB using standard perturbative techniques,

then we take the α-basis to be the Fock-basis (which is orthogonal) and tout − tin to be very

large and hence approximate Û(tout, tin) ≈ Û(∞,−∞). We can then calculate N(α) using per-

turbative scattering theory, with the trace sum translated to a sum of Fock-state to Fock-state

scattering amplitudes, with pα given by the Boltzmann formula pα = Z−1 exp (−Eα/(kBT )).

We, though, will take the α-basis as the coherent state basis. α therefore represents a

set of complex numbers, one for every mode of the electromagnetic field,

α = {αk,r}k,r, ak,r ∈ C, r = 1, 2. (5.11)

Formally treating the number of modes as countable, the relationship between these

quantities and the electric field is given

Aµ(x) =
∑
k,r

√
ℏ

2ωkϵ0V

[
ϵµr (k)e

−ik·xαk,r + ϵ∗µr (k)eik·xα∗
k,r

]
, (5.12)

with some choice of polarisation basis ϵµr (k). V is the volume of the cavity. As discussed

in section 2.1, the external field formalism of QED in a background field Aµ is entirely equivalent

to standard QED so long as the “vacuum” is interpreted as a coherent-field state,

|0⟩Aµ
:= |α⟩γ , (5.13)

where “Aµ” as a subscript represents the photon Fock space of QED in an external back-

ground field. Within this framework QED in a background field neglecting photon interactions

is a lowest-loop-order approximation to full QED. Defining the invertible operator,
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f(α) := {e−iℏωktαk,λ}, (5.14)

we can therefore write

|α, out⟩ |g(α)⟩ee :=Û(tout, tin) |α⟩γ |0⟩ee

= |f(α)⟩γ
[
ÛAµ(t) |0⟩ee

]
+ higher loop terms,

(5.15)

where ÛAµ is the time-evolution operator for non-interacting electrons and positrons in

the classical background field Aµ and t := tout − tin. Ignoring the higher loop terms, this gives

NBB = Trγ

[∑
α

p(α)N(α) |f(α)⟩γ ⟨f(α)|γ

]

= Trγ

[∑
α

p(f−1(α))N(f−1(α)) |α⟩γ ⟨α|γ

]
=
∑
α

p(f−1(α))N(f−1(α)).

(5.16)

which by a change of variables in the sum returns the desired result, equation 5.6.

5.1.2 Numerical Generation of a Distribution of Local Black-Body

Field Profiles

The probability P [E(x)] of finding the black-body field in a given field state has a simple

expression in terms of the field’s representation in Fourier space, since each mode is mathemat-

ically equivalent to a statistically independent simple harmonic oscillator. Formally assuming

a countable set of cavity modes, we can write the probability of a field profile as [9]

P [E(x)] =
∏
k,r

1

2πσ2
k

exp

(
−|Ek,r|2

2σ2
k

)
, σ2

k =
ℏωk

ϵ0V (exp(ℏωk/(kBT ))− 1)
, (5.17)

where V is the volume of the cavity, ωk the frequency of a mode, and the Ek,r are

complex mode amplitudes related to the spatial field by
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Ej(x) = Re

{∑
k,r

ϵj,r(k)e
−ik·xEk,r

}
. (5.18)

The distribution of fields is, of course, temperature-dependent, but the dependence is of

a simple sort that can be absorbed into a redefinition of scales. This is because of a symmetry

in the black-body field, whereby scaling the temperature by a factor α is equivalent to scaling

the lengthscale and Maxwell Tensor,

T 7→ αT ⇔ (x, Fµν) 7→ (α−1x, α2Fµν), α ∈ R+. (5.19)

To take advantage of this symmetry, define the dimensionless quantities

X :=
kBT

ℏ
(t,x/c) (5.20a)

υ := (υ0,υ) :=
ℏ

kBT
(ωk, ck) (5.20b)

Eυ,r :=
√
ϵ0ℏ3/2c3/2

(kBT )2
Ek,r (5.20c)

E(X) :=

√
ϵ0ℏ3/2c3/2

(kBT )2
E(x). (5.20d)

In terms of these, we can write the probability distribution for the dimensionless electric

field,

P [E(X)] =
∏
υ,r

1

2πσ2
υ

exp

(
−|Eυ,r|2

2σ2
υ

)
, σ2

υ :=
υ0

(2π)3ρℏ(eυ0 − 1)
, (5.21)

where

Ej(X) = Re

{∑
υ,r

ϵj,r(υ)e
−iυ·XEυ,r

}
. (5.22)

and ρℏ is the density of states in υ-space,
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ρℏ :=
(kBT )

3V

(2π)3(ℏc)3
. (5.23)

This gives the probability distribution for an electric field at any temperature through

the equation 5.20d. Ultimately we are interested in the limit of the black-body cavity volume

tending to infinity. The usual practice of taking the sum over υ-modes to an integral over all R3

in this limit is not valid in this case because the probability of a given magnitude and phase for

each mode is independent, and hence the amplitudes of different υ modes infinitesimally close

together are uncorrelated. Therefore in the infinite-volume limit the mode amplitudes in general

make functions that are discontinuous almost everywhere, so they are not Riemann-integrable.

The way forwards is to recognise that although the cavity volume tends to infinity, we

are only interested in a finite spacetime region within it, say U ⊂ R3⊕1, for convenience centred

on the origin. Within U , the υ-modes within a sufficiently small volume of υ-space centred on

a given υ, δTυ ⊂ R3, are indistinguishable. We can therefore write

Ej(X) =Re

{∑
υ∈P,r

ϵj,r(υ)e
−iυ·X Ēυ,r [1 + O (MaxX∈U,υ′∈δTυ(X · [υ − υ′]))]

}
, (5.24)

where P is a grid of points within accompanying volumes {δTυ}υ∈P that partition the

total momentum-space, and

Ēυ,r :=
∑

υ′∈δTυ

Eυ,r, (5.25)

The real and imaginary components of Ēυ,r are both the sum of Gaussian random

variables, and as such are themselves Gaussian random variables with standard deviation given

by

σ̄2
υ =

∑
υ′∈δTυ

σ2
υ′ . (5.26)

There are |δTυ|ρℏ modes within δTυ. The probability distribution of dimensionless fields

can therefore be written in terms of these coarse-grained modes as
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P [E(X)] =
∏

υ∈P,r

1

2πσ2
υ

exp

(
−|Ēυ,r|2

2σ̄2
υ

)
σ̄2
υ =

|δTυ|υ0
(2π)3(eυ0 − 1)

[1 +O (Maxυ′∈δTυ(|υ′| − |υ|))] .
(5.27)

All that is needed is upper cutoffs to make P of finite size and this gives us a numerical

method for generating a distribution of local spatial field profiles: mode amplitudes are gener-

ated as Gaussian random variables with standard deviation (5.27), and converted into a spatial

profile with equation 5.24.

5.1.2.1 1D Longitudinal Projection

For reasons discussed in section 5.2, we will be interested in the longitudinal component of the

electric field along a single spatial axis. To get this more efficiently, we can analytically sum

over entire slices of υ-space of constant υz. To do so, first note that we can choose ϵj,r(υ) such

that

ϵ1(υ) · ẑ =
υ⊥√
υ2z + υ2⊥

ϵ2(υ) · ẑ = 0,

(5.28)

where υ⊥ =
√
υ2x + υ2y. The probability of a single r = 1 mode to give an electric field

of a certain strength in the z-component is a Gaussian with standard deviation (ϵ1(υ) · ẑ)συ.

The probability of the z-component of the electric field for the modes of a given υz to take a

given value is then a normal distribution with standard deviation given by equation 5.26 with

the sum taken to an integral,

σ̄2
υz = δυz

∫
R2

dυxdυy (ϵ1(υ) · ẑ)2ρℏσ2
υ +O(δυ2z)

= δυz

∫ ∞

0

πd(υ2⊥)
p2⊥

(2π)3
√
υ2⊥ + υ2z(exp(

√
υ2⊥ + υ2z)− 1)

+O(δυ2z)

=
δυz
(2π)2

∫ ∞

|υz |
du

u2 − υ2z
eu − 1

+O(δυ2z)

=
δυz
2π2

(
|υz|Li2(e−|υz |) + Li3(e

−|υz |)
)
+O(δυ2z),

(5.29)

where Lin(z) =
∑∞

k=1 z
k/kn is the polylogarithm of order n. This standard deviation is
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used to generate a set of mode amplitudes {Ēυz}υz∈υz , which give the longitudinal electric field

along the z-axis by

E(yz) · ẑ =
∑
υz∈υz

Ēυze−iυzyz
[
1 +O

(
δυzY

4

)]
. (5.30)

υz is 1D grid, including the origin, with spacing δυz. Y > 0 is the length, even about

the origin, of X-space that we choose to sample. Results presented in section 5.2.3 used

δυz = 1 × 10−5, Y = 20, and an upper-bound cutoff of υmax = 30. (At which the standard

deviation is reduced by a factor of about υmaxe
−υmax ≈ 10−12 from the peak.) The greatest

source of error in our simulation, therefore, ought to be the effect of coarse-graining momentum

on the spacetime dependence of the modes, which by equation 5.30 should introduce an error

factor of about 10−4 in field amplitudes.

There is a straightforward sanity check of our method based on the energy density, ubb

of the black-body field. In terms of the dimensionless units by equation 5.20d,

1

6
ubb =

π2 (kBT )
4

90 (ℏc)3
=

ϵ0
2N

∑
X

|E(X)|2 (kBT )
4

ϵ0(ℏc)3

⇒ 1

N

∑
X

|E(X)|2 = π2

45
≈ 0.2193,

(5.31)

where the sum is over all discrete y points sampled, and N is the total number of points

sampled. The factor of 1/6 comes from the fact that we only expect the z-component of the

electric field to account for one-sixth of the energy density. Our numerical model came to

0.2182, implying an error at this stage of ∼ 0.5%. The sum was over N = 11907951 sampled

points.1 Therefore, this error is about an order of magnitude higher than both the expected

error inherent in random sampling of ∼ 1/
√
N times the standard deviation, and the coarse-

graining error. This is perhaps an indication that the coarse-graining error is larger than the

above big-O estimate suggests.

1This is the number of sampled X-points from 5000 sampled fields. The irregular number comes from the
fact that the X-spacing is dictated by the FFT as δX = π/υmax.
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5.2 Pair-Creation Rate from a Statistical Ensemble of

Sauter Pulses

There does not exist a practical method for calculating the rate of particle creation for an

entirely general background field. With few exceptions, such as the plane wave, analytical re-

sults appropriate for our regime exist for electric fields and magnetic fields that exist separately

from each other, point in one direction and vary only in time or only in one spatial dimension.

Modern computationally-expensive numerical methods can extend to fields that vary in two

spacetime dimensions [139]. The black-body fields vary in all four spacetime dimensions, and

twist to point in all directions, though. This precludes precise calculation.

A possible way of proceeding is to try and represent the field profiles generated by the

method of section 5.1 with simplified versions that capture some of their properties but which

have calculable pair-creation rates. In the remainder of this chapter, the principle is demon-

strated by a procedure for representing the black-body field as an ensemble of longitudinally-

oriented spatial Sauter pulses.

The choice of spatial Sauter pulses is intended to capture the main effect likely to

suppress particle production relative to a constant field of the same energy density. This is

so that, when the result exceeds the Breit-Wheeler result (4.18), it provides evidence that the

true value of the particle production rate calculated according to the procedure described in

section 5.1 exceeds the low-order perturbative result in the high-temperature limit. This is

because there is good reason to believe that the neglect of temporal variation of the electric

field should be a strict underestimate of the pair-production rate: it is well-established in the

semiclassical regime that the constant-field approximation underestimates particle production

for fields varying only in time [78, 79, 107], and numerical calculations of fields varying in time

and one spatial dimension around the critical strength E0 ∼ ES establish the same result

[83, 139]. In Appendix C we show that this is the case for a temporal Sauter pulse field with

parameters appropriate to a thermal field with kBT greater than mec
2.

Still, there are too many serious problems with the model as a representation of the

black-body field to draw strong conclusions from this work. An important part of this model is
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the idea that particle-production could be well-approximated by localised “bump” fields about

the size of the thermal wavelength. This concept has two requirements: that the “formation

length” [226] of the particle-creation process is smaller than the bump field; and that the

particles produced in adjacent bumps add incoherently. The second requirement is supported

by the coherence length and timescales of the black-body field being ∝ ℏ/(kBT ), with constant

of proportionality of order of magnitude 1 [221–223]. The first requirement is more difficult to

ascertain. Broadly, we expect the formation length to be of similar scale to the wavelength of

produced particles, which it can be seen in figure 5.7 are largely between ∼ 0.2 and 2 times the

thermal wavelength. Ref [82] investigates the formation region with the worldline method, and

associates it with the region occupied by the worldlines that form the dominant contribution to

the pair-creation rate. Refs [78, 79] find, in the semiclassical regime, for small γ the worldline

instanton paths are confined to spatial regions of similar size to the wavelength of the oscillating

field. These results give some reason to believe the “local” production rate can give a reasonable

estimate, but it is far from conclusively demonstrated. It especially relies on the debatable idea

that at very high temperatures, when most particles are being produced with energies much

greater than the rest mass, the Compton wavelength becomes an irrelevant scale.

The most egregious simplification of our model is that we treat the black-body field

as a purely electric field, neglecting the magnetic field. The number of produced particles is

a Lorentz-invariant quantity, and so the Schwinger mechanism is dependent on the Lorentz-

invariants of the electromagnetic field [12], rather than the frame-dependent division between

electric and magnetic components. The inclusion of the magnetic field can therefore quite

radically suppress particle production. The extreme case is that of a travelling plane-wave,

or crossed constant electric and magnetic fields of equal strength, which create no particles

at all [6], since their Lorentz-invariants are everywhere zero. For the black-body field this

is not the case: locally the electric and magnetic field components are neither necessarily of

equal magnitude nor crossed. The profiles still obey the vacuum Maxwell equations, though,

a feature that is removed entirely by our neglect of the magnetic field. In the comparable

free-field situation of two counter-propagating laser pulses the magnetic field has been found

to significantly suppress particle production [130–132].
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Still, the model has interest in its own right, as a demonstration of the principle of the

application of the method outlined in section 5.1, and as an effort to capture specifically the

effects of the longitudinal spatial variation of the black-body field on its particle production.

The argument proceeds as follows. In section 5.2.1 the particle-production rate in a spatial

Sauter pulse fields with strength and frequency varying as in equations 5.1 and 5.2 is analysed.

It is shown that these parameters put the black-body fields “between regimes” in an important

sense. In section 5.2.2 we derive the energy spectrum of produced particles for the Sauter pulse

in the appropriate limit. In section 5.2.3 we use the results from section 5.2.1 and 5.2.2 to

construct the toy numerical model, and compare the result to that of chapter 4.

5.2.1 High-Temperature Limit of Nikishov’s Sauter Pulse Result:

Total Pair-Creation Rate

A Sauter pulse field has electrostatic potential and electric field given by

V (z) = −a0 tanh(Kz) (5.32a)

E(z) = E0 sech
2(Kz), (5.32b)

where E0 = ca0K. Nikishov [10] gives the expected number of created particles in a

Sauter pulse external field,

NSauter =
2A⊥T
(2π)2ℏ3

∫ k⊥,max

0

dk⊥k⊥

∫ eac−
√
k2⊥c

2+m2
ec

4

−eac+
√
k2⊥c

2+m2
ec

4

dk0
w(k, a0, K)

1 + w(k, a0, K)
, (5.33)

where A⊥ is the transverse area (i.e. in the two directions in which the field is uniform),

and

w(k, a0, K) =
µ[(k0 − ea0c)/(2Kcℏ) + µ]

ν[−(k0 + ea0c)/(2Kcℏ)− ν]
· 1

|C1|2



92 Chapter 5. The Schwinger Mechanism in a Black-Body Field

C1 =
Γ(1− 2iµ)Γ(2iν)

Γ(−iµ− iν + iλ′)Γ(1− iµ− iν − iλ′)

µ =
√

(k0 − ea0c)2 − k2⊥c
2 −m2

ec
4/(2Kcℏ)

ν =
√

(k0 + ea0c)2 − k2⊥c
2 −m2

ec
4/(2Kcℏ) (5.34)

λ′ =
ea0
Kℏ

k⊥,max =
√
e2a2c2 −m2

ec
4.

The Keldysh parameter in this case is given by

γ̃K =
mec

ea0
. (5.35)

Using

|Γ(iz)|2 = π

z sinh πz
, |Γ(1 + iz)|2 = πz

sinhπz
, (5.36a)

and defining

κ0 := k0/(ea0c), κ⊥ := k⊥/(ea0) (5.37)

a :=
√

(κ0 − 1)2 − κ2⊥ − γ̃2K (5.38)

b :=
√
(κ0 + 1)2 − κ2⊥ − γ̃2K (5.39)

we get

NSauter =
2A⊥T (ea0)

3c

(2π)2ℏ3

∫ √
1−γ̃2K

0

dκ⊥κ⊥

∫ 1−
√
κ2⊥+γ̃2K

−1+
√
κ2⊥+γ̃2K

dκ0
w(κ, λ′, γ̃K)

1 + w(κ, λ′, γ̃K)
, (5.40)

where
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Figure 5.1: Log-log plot of fS(λ
′). Its approach to 1 signifies an approach to the high-strength

constant-field limit.

w(κ, λ′, γ̃K) = − (κ0 − 1 + a)(a+ b+ 2) sinh(πλ′b) sinh(πλ′a)

(κ0 + 1 + b)(a+ b− 2) sinh πλ′

2
(a+ b− 2) sinh πλ′

2
(a+ b+ 2)

. (5.41)

Written in this form, we can clearly take the high-temperature limit by taking γ̃K → 0+.

Define

fS(λ
′) :=

3πλ′

2

∫ 1

0

dκ⊥κ⊥

∫ 1−κ⊥

−1+κ⊥

dκ0
w(κ, λ′, 0)

1 + w(κ, λ′, 0)
. (5.42)

This is plotted in figure 5.1. We can therefore write

NSauter ∼
A⊥T (eE0)

2

3π3cℏ2K
fS(λ

′), γ̃K → 0+. (5.43)

This approaches the locally constant field as exp(−πES/E0) ∼ fS(λ
′) ∼ 1, and hence

in the limit of λ′ ≫ 1 and E0 ≫ ES. We therefore have two dimensionless parameters that

determine the approach to the constant field case in the strong-field limit. One of these is the

Keldysh parameter, and the other can be written, using equations 5.1 and 5.2,
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λ′ =
eEbb

cℏk2c,bb
=

1

β̃2
c

√
8π3α

15
. (5.44)

As T varies λ′ is constant and of order of magnitude ∼ 1. Looking at figure 5.1, it

can be seen that fS(λ
′) is quite fast-varying around λ′ = 1. In a black-body field, though

the scale is broadly characterised by λ′, we expect particular “bumps” to vary chaotically in a

reasonably large region around λ′. This means that we cannot get a sufficient characterisation

of our black-body field merely by specifying a parameter regime. We are in the space between

regimes, neither “fast-varying” nor “slow-varying”, and the precise details of the spacetime

fluctuations matter. We must therefore implement equation 5.43 using a numerical method.

5.2.2 High-Temperature Limit of Nikishov’s Sauter Pulse Result:

Energy Spectrum

To calculate the production rate at a specific energy, we exchange the order of integration in

fS(λ
′) in equation 5.43, and change the outer variable of integration to the kinetic energy,

E = (1 + κ0)ea0c (5.45)

so that we can write

NSauter =

∫ 2ea0

0

dE
dNSauter

dE

dNSauter

dE
:=

2A⊥T (ea0)
2

(2π)2ℏ3
G(κ0, λ

′),

(5.46)

where

G(κ0, λ
′) :=

∫ 1−|κ0|

0

dκ⊥
κ⊥w(κ, λ

′, 0)

1 + w(κ, λ′, 0)
. (5.47)

Three examples are plotted in figure 5.2. Since they are plotted normalised with respect

to the total production rate, they are dependent only on λ′. The graphs can be interpreted as

giving the distribution of electron or positron kinetic energy. The total kinetic energy of the

pair is always equal to the potential difference across the pulse, 2ea0c. (For this reason the
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graphs must be symmetric under the transformation E → 2ea0 − E.)

5.2.3 Using Sauter Pulses to Estimate Black-Body Pair-Production

5.2.3.1 Representing the Black-Body with a Distribution of Dimensionless Sauter

Pulse Parameters

We have, as described in section 5.1.2, a large sample of one-dimensional electric fields generated

by the black-body. We wish to estimate particle production of the black-body by representing

these fields as spatial Sauter pulses. As a first step, in order for the sampled fields to better

represent the full black-body, we multiply them by a factor of
√
3, so that the average electric

field strength is correct. We then partition each of these one-dimensional field profiles into

individual “bumps” based on where they cross Re{E} = 0. These are padded with some

zero-values (equal to the half-width of the pulse) either side, then fitted to Sauter pulses by

least-squares regression. This gives us, for every bump, the dimensionless peak electric field

strength E0,j, dimensionless frequency scale υS,j, and a dimensionless centre X0,j for each bump

labelled by j = 0, ..., J , where J is the total number of bumps, which obey

Ej(X) = E0,j sech2(υS,j[X −X0,j]). (5.48)

Figure 5.3 demonstrates the principle with three examples of bumps and the Sauter

pulses fitted to them. Bumps for which the least-squares does not converge, or converges to a

pulse with error estimate > 1 or with inverse frequency scale (υS,j)
−1 less than four times the

width of the bump, are discarded. This will introduce some bias but it should not throw off

the results too badly since, as specified later, ∼ 95% of bumps converge and pass this sanity

check. We also store the width of each bump (not the fitted Sauter pulse), ∆Xj. This gives

us a (sample of) a distribution of dimensionless Sauter pulse parameters, representative of the

distribution of electric field profiles. Histograms of the two interesting parameters, E0 and υS

are plotted in figure 5.4.

Note that, converted to dimensionless parameters, our black-body characteristic inverse

lengthscale (5.2) becomes υbb ≈ 4.1β̃c. The fact that β̃c is order-of-magnitude ∼ 1 is therefore
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Figure 5.2: Energy distributions of produced electrons or positrons by a Sauter pulse in the
γ̃K ≪ 1 limit for three different values of λ′. Normalised so that total area under the graph=1.
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Figure 5.3: Three example “bumps”, or portions of the 1D cross-section of the longitudinal
electric field, in blue, with the Sauter pulses fitted to them by least-squares regression in red.
These are all examples of curves where the fit was deemed good enough to include.

Figure 5.4: Histograms. Shows the distribution of the dimensionless Sauter pulse parameters
generated by fitting Sauter pulses to the microscopic “bump” field profiles sampled from the
black-body distribution.
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verified in figure 5.4. A better sanity-check of our representation of the black-body field is

performed by calculating the energy-density of the field represented by these Sauter pulses. For

this we calculate the total energy per transverse unit area of all Sauter pulses in our sample,

1

6

USauter

A⊥
= ·ϵ0

2

∑
j

∫ ∞

−∞
dx |Ej(x)|2 =

(kBT )
3

2(ℏc)2
∑
j

∫ ∞

−∞
dX |Ej(X)|2

=
∑
j

2|E0,j|2

3υS,j

(kBT )
3

(ℏc)2
.

(5.49)

The factor of 1/6 comes from the fact that we expect a single component of the electric

field to account for a sixth of the total black-body energy. Dividing this by the total length,

L =
ℏc
kBT

∑
j

∆Xj, (5.50)

we find

(ℏc)3

(kBT )4
uSauter =

4
∑

j |E0,j|2/υS,j∑
j ∆Xj

≈ 0.57 (5.51)

Comparing this to the figure from theory, from equation 5.31,

(ℏc)3

(kBT )4
ubb =

π2

15
≈ 0.66, (5.52)

we find agreement within order of magnitude, with our model giving an underestimate.

This large dataset of dimensionless Sauter pulse parameters can be used to calculate both the

total particle creation rate and the energy spectrum of produced particles.

5.2.3.2 The Particle Creation Rate

We can calculate a particle creation rate for every Sauter profile using equation 5.43, once we

convert from the dimensionless quantities (5.20). Note that since λ′ is temperature-independent

it can be directly expressed in terms of the dimensionless parameters. Specifically,

ea0c =
√
4πα(kBT )

E0
υS
, (5.53)

therefore
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λ′j =
√
4πα

E0,j
(υS,j)2

. (5.54)

In terms of these quantities, the rate of particle production per unit transverse area per

unit time (5.43) is

NSauter,j

A⊥T
∼ 4αc

3π2

E2
0,jfS(λ

′
j)

υS,j

(
kBT

ℏc

)3

. (5.55)

For the estimated rate per unit spacetime in the high-temperature regime we need to

add the contributions of all bumps, and divide by their total width,

nbb,Sauter = ζ
4αc

3π2

(
kBT

ℏc

)4

, ζ :=
1∑

j ∆Xj

∑
j

E2
0,jfS(λ

′
j)

υS,j
, (5.56)

where ∆Xj is the dimensionless width of each bump. Running the program with 67910

iterations gave J = 64424 successful convergences of the regression fit that passed our sanity

check, and gave

ζ ≈ 0.136. (5.57)

This gives ratios to the constant-field Schwinger rate and the Breit-Wheeler rate

nbb,Sauter

nbb,LCS

=
20

π2
ζ ≈ 0.275 (5.58a)

nbb,Sauter

nbb,BW

=
24

π3α
ζ

(
log

(
kBT

mec2

)
+ χ

)−1

≈ 14.4

(
log

(
kBT

mec2

)
− 0.454

)−1

. (5.58b)

We therefore find that the Sauter pulse model predicts a suppression of particle pro-

duction by about a factor of 0.3 relative to the constant-field Schwinger mechanism, which

still puts it well in excess of Breit-Wheeler, by about a factor 14 just above the electron rest

mass. This is plotted in figure 5.6. Breit-Wheeler overtakes the Sauter pulse model at about

kBT ≈ 2×106mec
2 ≈ 920 GeV, which is well beyond the domain of applicability QED. (Among

other problems, it is above the temperature of electroweak symmetry breaking [227].)
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Figure 5.5: Histograms. On the x-axis is the local particle production rate, normalised to
remove temperature scaling. The area under the left-hand graph is proportional to the length
occupied by fields producing at the given local production rate. The area under the right-hand
graph is proportional to the the contribution to the total production rate made by local fields
producing at the given local production rate. The black-line gives the overall production rate.
Notice that most of the field is producing at less than the overall rate (as most of the area
under the left-hand graph is to the left of the black line), while most of the contribution to the
overall rate is made by higher local production rates (as most of the area under the right-hand
graph is to the right of the black line).
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Figure 5.6: Log-log plot of different estimates of the rate of electron/positron pair production
in a black-body fields for temperatures varying from below the electron rest mass to the muon
rest mass. Note that quartic growth with temperature has been factorised out of the y-axis
scale. The Sauter pulse model has a high-temperature assumption built in, so its value at
kBT/(mec

2) < 1 is unphysical. The Breit-Wheeler rate is calculated as a sum of numerical
integrals. The black vertical line indicates where Breit-Wheeler meets the Sauter pulse model,
at kBT ≈ 2×106mec

2 = 920 GeV. Note that the Sauter Pulse model, though here plotted over
all temperatures, is only valid as an approximation at temperatures larger than the electron
rest mass.
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5.2.3.3 Breaking Down the Rate in Real Space and Momentum Space

Our model can give us more than simply the overall particle creation rate. Equation 5.56 is the

total, spacetime-averaged rate, but our model gives us separate, “local” rates for each bump. It

is interesting to ask: how spatio-temporally uniform is particle production? Figure 5.5 shows

how the total rate is made up of contributions from widely varying local rates. We can see that

most of the field is producing at less than the overall average rate, while most of the particle

production is done by fields producing at a much larger rate than the overall. Therefore, we

see that particle production occurs very unevenly, and most production happens in relatively

small regions of unusually strong or persistent field.

It is also interesting to ask for some details of particle production in momentum space.

To calculate the spectrum of produced particles, define the dimensionless particle energy, η :=

E
kBT

, and write equation 5.56 as

nbb,Sauter =

∫ ∞

0

dη
dnbb,Sauter

dη

dnbb,Sauter

dη
:=

2αc

π
∑

j ∆Xj

(
kBT

ℏc

)4∑
j

E2
0,j

υ2S,j
G
(
−1 + ηυS,j/(

√
4παE0,j), λ′

)
,

(5.59)

where G is as defined in equation 5.47. This allows us to calculate the spectrum of

produced particles numerically with the same sample of dimensionless Sauter pulse parameters

used to calculate the total rate. The result is plotted in figure 5.7.

5.2.3.4 Discussion

Though, as discussed earlier, it can hardly be taken as conclusive, the results of section 5.2

suggest that the method outlined in section 5.1 will return a larger result than Breit-Wheeler.

Why should this be the case? In section 4.2 we argued that it is self-consistent to imagine

that Breit-Wheeler is a good approximation to the true pair-creation rate because the bulk

of thermal Breit-Wheeler occurs via “hard” photons and fermions, and it is a well-established

result that the standard perturbative expansion is legitimate in this case. There are two reasons

we provided to mistrust the figure as an estimate for the total particle creation rate. First,
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Figure 5.7: Energy distribution of produced electrons or positrons by the black-body field
modelled as a statistical distribution of one-dimensional Sauter pulse bumps. Normalised to
have unit area under the curve.

the coupling to the low-energy regime provided by the virtual fermion exchange allows thermal

corrections to be leading order, which we showed would be likely to have the effect of suppressing

the logarithmic growth with temperature. Second, there might be processes that involve soft

momenta of either the colliding photons or produced particles (or both), for which the näıve

perturbation expansion is known to be invalid. This second option provides a plausible way

that Breit-Wheeler could underestimate particle production by an order of magnitude. It can

be seen, by comparing figures 5.7 and 4.3, that the Sauter pulse calculation does indeed involve

the production of softer fermions than Breit-Wheeler, but it is likely that the more significant

effect would be from processes with a large number of soft input photons, which we know from

the analysis discussed in sections 2.1 and 2.4 can be accounted for within the external field

calculations.

The problem with this argument is, of course, that deep into this regime we really have

no necessary expectation that the external field method will be any more of a sufficient estimate

to the true value than Breit-Wheeler. It certainly doesn’t capture all the relevant terms of

the Feynman-diagram series: it does not include any virtual photons exchanged between the

produced fermions, and it assumes that the black-body field is well approximated by the free-
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field. Further work is needed to determine whether the external field method really captures all

the most important physics for a good approximation, or whether it captures more than other

schemes developed in thermal QFT. This issue is discussed further in Chapter 8.



Chapter 6

The Feynman-Cauchy Problem

In the previous two chapters we have compared two methods of calculating particle production

in the black-body field: Breit-Wheeler, based on the standard perturbative expansion, and the

Schwinger mechanism, based on QED in a vacuum-destabilising external field. In this chapter

and the following, we focus on QED in a vacuum-destabilising external field, but shift to more

abstract, general problems. QED in a vacuum-destabilising external field has less consensus in

its formalism than regular perturbative QED. Multiple approaches have been developed whose

equivalence (or otherwise) is not fully understood. These chapters are devoted to showing

equivalence, under well-specified conditions, of different approaches to external-field QED while

particles are being created. This chapter focuses on the relationship between solutions of the

homogeneous Dirac equation and the problem of non-interacting fermions in an external field.

The next, by extending to the inhomogeneous Dirac equation, can demonstrate equivalence

between approaches to full interacting QED in an external field.

In 1929 Klein solved the problem of single-particle scattering at a potential step under

the assumption that the Dirac equation was a wave-equation describing the time-evolution

of the probability amplitude for the observation of a single particle, and found nonsensical

quantities for the transmission and reflection coefficients [228]. This became known as “Klein’s

paradox”, which was only ultimately resolved with the acceptance that the Dirac equation

is not, and cannot be, wholly consistently treated as a relativistic Schrödinger equation, but

is rather a “field equation” to be obeyed by an operator. Curiously, though, the quantities

Klein calculated do have physical meaning. Hansen and Ravndal [229] show, by arguing from
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classical analogy and from comparison with Nikishov’s method, that the unphysical reflection

and transmission coefficients can be used to calculate the rate of positron production.

Feynman, in his first of three major foundational papers of QED [11], does something

similar. He considers the Dirac equation as a relativistic time-dependent Schrödinger equation

in the context of a generic external field that acts for a finite time, but says it ought to be solved

with strange boundary conditions: rather than giving a profile at an initial time or final time and

propagating forwards or back, one ought to give the positive-energy component at the start time

and the negative-energy component at the end time, and find the corresponding solution of the

Dirac equation. This can then be used to calculate electron scattering, positron scattering, pair

annihilation or pair creation, depending on the input states and inner products taken. Feynman,

of course, fits this into the broader quantum field theory, such that the results are consistent

[22,23], but only with the external field interactions handled perturbatively. In particular, this

allows him to define the solutions in terms of the free Hamiltonian: at every scattering event,

positive-energy solutions with respect to the free Hamiltonian are propagated into the future,

and negative-energy solutions with respect to the free Hamiltonian are propagated into the

past. His boundary condition is therefore also defined with respect to the free Hamiltonian.

This chapter shows that Feynman’s result holds in the nonperturbative case, with a field

that may create particles and may still exist at the in and out times. This is done using the

“Bogoliubov transformation” formalism described in section 2.2. As a practical mathematical

result this is only a slight rephrasing of the FGS results, who have of course shown how all these

quantities can be calculated using solutions of the Dirac equation. Pragmatically the difference

is that they construct the Dirac equation solutions that satisfy the Feynman boundary condition

out of retarded solutions, without stating the more direct derivation. More loosely, their highly

formal method, of matrix manipulations of a basis state of solutions, obscures the connection

with the single-particle Schrödinger mechanics.

Note that in this chapter and the following we use ℏ = c = 1 natural units, as against

the rest of the thesis, where we use SI units.
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6.1 Precise Statement of the General Result

We will first need to define a few objects. Define S as the manifold formed by attaching

a bispinor to every point in space, S = R3 ⊗ {0, 1, 2, 3}, and HS.T. as the Hilbert space of

square-integrable functions on it,

HS.T.
∼= L2(S, d3x). (6.1)

We will write the Hilbert-space product as

(f, g) :=
∑
l

∫
d3x f ∗

l (x)gl(x), (f, g)∗ = (g, f). (6.2)

Note that something like this Hilbert space is essentially implicit in FGS’s work (section

2.2), though they do not strictly define it as a Hilbert space. Consider Ĥ (t) defined in equation

2.12 as a time-dependent operator onHS.T., and assume that it can partitionHS.T. into a positive

and negative energy subspace1. In particular, we are interested in the partition between the

positive and negative energy subspaces at the in and out times, tin and tout, which we write

HS.T. = +Hm
S.T. ⊕ −Hm

S.T. =
+Hm

S.T. ⊕ −Hm
S.T.. (6.3)

In the notation of FGS, ±Hm
S.T. is spanned by { ±φα}α and ±Hm

S.T. is spanned by { ±φα}α.

As an orthogonal bipartition of the subspace we can define projection operators ±P̂
m and

±P̂m, which map HS.T. → ±Hm
S.T. and HS.T. → ±Hm

S.T., respectively, and obey
∑

± ±P̂
m =∑

±
±P̂m = 1, ( ±P̂

m)2 = ±P̂
m, ( ±P̂m)2 = ±P̂m and +P̂

m
−P̂

m =+ P̂m −P̂m = 0. The

“Feynman-Cauchy problem” can be stated as follows

Definition (Feynman-Cauchy problem): Given a positive-energy spatial profile at the

initial time, +f ∈ +Hm
S.T. and a negative-energy spatial profile at the final time, −f ∈ −Hm

S.T.,

find the spacetime profile ψ(x) which satisfies three criteria: 1) its positive-energy component

1This is a weaker assumption than that made by FGS, but since we here still use FGS’s results, it doesn’t
make much of a difference. The difficulty of defining an eigenbasis of Ĥ is discussed in detail in chapter 7.
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equals +f(x) at tin, +P̂
mψ(tin) = +f ; 2) its negative-energy component equals −f at tout,

−P̂mψ(tout) =
− f ; and 3) it obeys the Dirac equation (i∂t − Ĥ (x))ψ(x) = 0. We assume that

the solution to the Feynman-Cauchy problem is unique.

We have so far given only mathematical definitions. How do we relate these mathemat-

ical objects to physical quantum states? Feynman worked in the perturbative picture, with a

field that acted for a finite time. He could therefore use the free Dirac Hamiltonian to define

the ± partitions of HS.T., with ±Hm
S.T. =

±Hm
S.T.. Then, +Hm

S.T. is defined as the Hilbert space

of electron wavefunctions, and −Hm
S.T. the conjugate of the Hilbert space of positron wavefunc-

tions. The complete multiparticle Fock space is then formed as the product of the Grassmann

algebras2 of both of these spaces. With this interpretation of the bispinor profiles, Feynman’s

result as given in Ref [11] can be stated as follows.

1. Say ψ(x) is the solution to the Feynman-Cauchy problem with the output negative-energy

component set to −f(x) = 0, with input positive-energy component +f(x). Then the inner

product of the solution’s positive-energy component at tout with a given out-profile +g(x),

(+g, ψ(tout))cV , gives the probability amplitude of the electron prepared with wavefunction

+f(x) at tin being observed as scattering to the wavefunction +g(x) at tout. Also, the inner

product of the solution’s negative-energy component at tin with a given in-profile −g(x),

(−g, ψ(tin))cV , gives the probability amplitude of the electron prepared with wavefunction

+f(x) and a positron prepared as the state with wavefunction +g∗(x) at tin annihilating.

2. Say ψ(x) is the solution to the Feynman-Cauchy problem with the input positive-energy

component set to +f(x) = 0, with output negative-energy component −f(x). Then the

inner product of the solution’s positive-energy component at tout with a given out-profile

+g(x), ( +g, ψ(tout))cV , gives the probability amplitude of the field creating a pair at tout

with the positron with wavefunction −f ∗(x) and the electron with wavefunction +g(x).

Also, the inner product of the solution’s negative-energy component at tin with a given in-

profile −g(x), ( −g, ψ(tin))cV , gives the probability amplitude of a positron prepared with

wavefunction −g
∗(x) at tin being observed as scattering to the electron with wavefunction

2The Grassmann algebra is the algebra formed with the antisymmetric outer product.
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+f(x) at tout.

Multi-particle scattering can be handled by considering antisymmetrised products of

the chances of all appropriate combinations of single-particle scatterings, annihilations and

creations.

6.2 Proof for a Vacuum-Destabilising External Field

This section proves this result for the case of a nonperturbative background field. The main

difficulty, when compared with Feynman’s perturbative method, is that we can no longer freely

use the same “wavefunction” notion, as the bipartition of the space of spatial bispinor profiles

into electron wavefunctions and positron conjugate wavefunctions is based on the free Hamil-

tonian. We will need a different way of identifying bispinor field profiles with electron and

positron quantum states. To do so, we use FGS’s definition of {â†α(tin), b̂†α(tin)}α (equation

2.14) as the creation operators of electrons in the energy eigenstates +φα or positrons in the

eigenstates −φ
†
α. (And equivalently for the out-states.) We can construct a general electron

state from the positive-energy eigenstates by

+f(x) =
∑
α

+fα +φα(x),
+f(x) =

∑
α

+fα
+φα(x), (6.4)

and a positron by

−f(x) =
∑
α

−fα −φα(x),
−f(x) =

∑
α

−fα
−φα(x). (6.5)

We can then define general basis-independent creation operators of the electron state

f(x) and the positron state g(x) using equation 6.2, as (ψ̂S, f) and (f, ψ̂S), such that

⟨0, tin| (ψ̂S, f) = (f, ψ̂S) |0, tin⟩ = 0, if f ∈ +Hm
S.T. (6.6a)

(ψ̂S, f) |0, tin⟩ = ⟨0, tin| (f, ψ̂S) = 0, if f ∈ −Hm
S.T. (6.6b)

⟨0, tout| (ψ̂S, f) = (f, ψ̂S) |0, tout⟩ = 0, if f ∈ +Hm
S.T. (6.6c)
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(ψ̂S, f) |0, tout⟩ = ⟨0, tout| (f, ψ̂S) = 0, if f ∈ −Hm
S.T.. (6.6d)

These operators obey the anticommutation relations, ∀ f, g ∈ HS.T.,

{(ψ̂, f), (ψ̂, g)} = {(f, ψ̂), (g, ψ̂)} = 0 (6.7a)

{(g, ψ̂), (ψ̂, f)} = (g, f). (6.7b)

We shall therefore call, for instance, (ψ̂S, +f) the creation operator for an electron

at tin with wavefunction +fl(x). It is easy to work out that this interpretation accords with

the probabilities for measurements of energy and total charge, and for the overall expectation

value of charge current. Whether we can attach the full interpretation of the probability

amplitude for the spacetime observation of the particle to +fl(x) would require further analysis.

The formal difficulty of defining particle perturbations about a nontrivial “vacuum” with a

nonzero expectation for the vacuum current which is not necessarily an eigenstate of energy or

momentum, also creates interpretational difficulties about what it means to observe the position

of a charged particle: how do we distinguish its measurement from that of the “vacuum”?

Still, it is a natural generalisation of FGS’s definitions, and it is the definition that allows a

generalisation of Feynman’s result.

With our definition of electron and positron wavefunctions in hand, we turn to a proof

of the scattering amplitude formulae. First, we know that the solution to the operator equation

of motion

i∂tÂ(t) = [Ĥ(t), Â(t)] and Â(t0) = B̂. (6.8)

is unique and is given by

Â(t) = Û(t, t0)B̂Û
†(t, t0). (6.9)

Next note that
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[Ĥ(t), (ψ̂S, f)] = (−[Ĥ(t), ψ̂S], f) = (Ĥ (t)ψ̂S, f)

= (ψ̂S, Ĥ (t)f),

(6.10)

where in the second equality we have used the Heisenberg-picture equation of motion

to extract the Schrödinger-picture relation, specifically

Û(t)i∂tψ̂H(x)Û
†(t) = −[ĤS(t), ψ̂S(x)] = Ĥ ψ̂S(x)

(where we have put in an explicit subscript for the Schrödinger-picture Hamiltonian in

this equation only), and in the second line we have used the fact that Ĥ (t) is Hermitian in the

HS.T. product. Therefore

i∂t(ψ̂S, f(t)) = [Ĥ(t), (ψ̂S, f(t))] (6.11)

if and only if fl(x) obeys the Dirac equation, i∂tf = Ĥ f . Therefore

Û(t2, t1)(ψ̂S, f(t1))Û
†(t2, t1) = (ψ̂S, f(t2)) (6.12)

if and only if fl(x) obeys the Dirac equation on the region t2 ≥ t ≥ t1. Note in passing

that this means that if |Ψ(t)⟩ obeys the Schrödinger equation, then (ψ̂S, f(t)) |Ψ(t)⟩ does also.

This is the most direct statement available that relates C-valued solutions of the Dirac equation

to full states in the field theory: we can “add” a solution of the Dirac equation on top of any

other state-valued function of time, and preserve its obedience of the Schrödinger equation.

Define fin(x) as the solution to the Feynman-Cauchy problem that satisfies

+P̂
mfin(tin) = +f (6.13a)

−P̂mfin(tout) = 0. (6.13b)

Define fout(x) as the solution to the Feynman-Cauchy problem that satisfies
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+P̂
mfout(tin) = 0 (6.14a)

−P̂mfout(tout) =
−f (6.14b)

Define Û := Û(tout, tin) for the remainder of this chapter. Now consider the four quan-

tities that Feynman says we can calculate using two solution of the Feynman-Cauchy problem.

1.) Electron scattering, with input profile +f and output +g,

⟨0, tout| ( +g, ψ̂S)Û(ψ̂S, +f) |0, tin⟩ = ⟨0, tout| ( +g, ψ̂S)Û(ψ̂S, fin(tin)) |0, tin⟩

= ⟨0, tout| ( +g, ψ̂S)(ψ̂S, fin(tout))Û |0, tin⟩

= ( +g, fin(tout))cV − ⟨0, tout| (ψ̂S, fin(tout))( +g, ψ̂S)Û |0, tin⟩

= ( +g, fin(tout))cV .

(6.15a)

In the first line we can replace +f with fin(tin) because of equations 6.13a and 6.6b. In

the second line we have used equation 6.12, in the third line we have used equations 6.7b and

2.16, and in the last line we have used equations 6.13b and 6.6c.

2.) Pair Annihilation, with input electron profile +f and positron profile −g,

⟨0, tout| Û( −g, ψ̂S)(ψ̂S, +f) |0, tin⟩ = ⟨0, tout| Û( −g, ψ̂S)(ψ̂S, fin(tin)) |0, tin⟩

= ( −g, fin(tin))cV − ⟨0, tout| (ψ̂S, fin(tout)Û( −g, ψ̂S)) |0, tin⟩

= ( −g, fin(tin))cV .

(6.15b)

In the first line we can replace +f with fin(tin) because of equations 6.13a and 6.6b. In

the second line we have used equations 6.7b, 6.12 and 2.16, and in the last line we have used

equations 6.13b and 6.6c.
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3.) Positron scattering, with input profile −g and output −f ,

⟨0, tout| (ψ̂S, −f)Û( −g, ψ̂S) |0, tin⟩ = ⟨0, tout| (ψ̂S, fout(tout))Û( −g, ψ̂S) |0, tin⟩

= ⟨0, tout| Û(ψ̂S, fout(tin))( −g, ψ̂S) |0, tin⟩

= (fout(tin), −g)cV − ⟨0, tout| Û( −g, ψ̂S)(ψ̂S, fout(tout)) |0, tin⟩

= (fout(tin), −g)cV .

(6.15c)

In the first line we can replace −f with fout(tout) because of equations 6.14b and 6.6c.

In the second line we have used equation 6.12, in the third line we have used equations 6.7b

and 2.16, and in the last line we have used equations 6.14a and 6.6b.

4.) Pair creation, with output electron profile +f and positron profile −g,

⟨0, tout| ( +f, ψ̂S)(ψ̂S,
−g)Û |0, tin⟩ = ⟨0, tout| ( fout(tout), ψ̂S)(ψ̂S, −g)Û |0, tin⟩

= (fout(tout),
−g)cV − ⟨0, tout| (ψ̂S, −g)Û( fout(tin), ψ̂S) |0, tin⟩

= (fout(tout),
−g)cV .

(6.15d)

In the first line we can replace −f with fout(tout) because of equations 6.14b and 6.6c.

In the second line we have used equations 6.7b, 6.12 and 2.16, and in the last line we have used

equations 6.14a and 6.6b.

6.3 Discussion

Equation 6.15 gives the appropriate generalisation of Feynman’s result. It shows how one

can calculate the four rudimentary processes of electrons and positrons in an external field

by solving the the Dirac equation with slightly peculiar boundary conditions, with a precise

specification of how to interpret bispinor profiles as quantum mechanical states.

How original is this result? It is at the heart of Nikishov’s method, developed and

explained in FGS, that we solve the C-valued Dirac equation in order to solve quantum elec-
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trodynamics in an external field. Nikishov and FGS, though, use the retarded solutions of the

Dirac equation, and assemble the the physical quantities from formal matrix manipulations of

inner products of these results. That their results agree with ours is demonstrated in Appendix

D (which is therefore also an alternative derivation of our result). Their method is formal and

highly basis-dependent. This work, therefore, shows the continuity of their method with the

single-particle Schrödinger equation interpretation of the Dirac equation far more clearly. As a

practical calculational result, then, this work is only a rephrasing of well-established methods,

unlikely to be important since the retarded solutions are more easy to calculate. But as a work

of clarification of the relationship between different formalisms extant in the literature it is

significant and new.



Chapter 7

Causal Propagators of the Dirac

Equation

In this chapter we move from considering the homogeneous Dirac equation to the inhomo-

geneous Dirac equation. By doing this, we are able to study the propagator of the Dirac

equation, since the propagator is a Green’s function, which can be defined as a mapping from

the space of source profiles to solutions to the inhomogeneous Dirac equation, as in equation

1.3. We specifically demonstrate that four different causal propagators used in the literature on

quantum electrodynamics in a vacuum-destabilising external field are equivalent, under certain

well-specified conditions and assumptions. As discussed in section 2.1, these propagators are

essentially the only point of potential confusion between different approaches: they can be used

to construct any quantity of interest using other mathematical objects and procedures which

are, to within the mathematical precision one can expect of a quantum field theory, well-defined

with wide consensus agreement. We restrict attention to the case that J(x) is supported only on

a finite time, between tin < 0 and tout > 0. (The assumption that such an operator defines the

Green’s function well is discussed in section 7.4.3.1.) We then impose the condition that before

the time tin < 0 and after time tout > 0 there is no electric field, and that the gauge field is

constant in time. This implies that it can be written with the following restricted dependencies,

Aµ(x) =


(Aout

0 ,Aout(x)), t ≥ tout

(Ain
0 ,A

in(x)), t ≤ tin.

(7.1)
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Under these conditions, it is possible to demonstrate that all propagators return solu-

tions of the inhomogeneous equation that obey the “Feynman boundary condition”, defined in

section 7.1.2.3, where we also argue that such a condition uniquely specifies the solution.

Although this is the principle explicit result, much of the work is towards a different

end. Section 7.1 is dedicated to a redefinition of Schwinger’s proper-time quantum mechanics

from scratch, with a re-derivation of the propagator 1.6. Schwinger formulated his proper-time

quantum mechanics using Dirac’s bra-ket notation, which does not account for the difficulties

involved with unbounded operators and their continuous eigenbases [13]. This work applies

formalisms to the proper-time quantum mechanics, such as von Neumann’s direct integral [230],

which have been applied in rigorous formulations of non-relativistic quantum mechanics to

account for unbounded operators [31]. Our argument, though, is not a full rigorous proof, as

through section 7.1 we make a number of mathematical assumptions. As discussed in section

7.4.3, these assumptions are the sort that implementations of the bra-ket formalism frequently

make implicitly. We have chosen to use this formalism in the belief that it is an advance to

make mathematical assumptions explicit which have previously been left implicit, as the more

conventional physics formalism does. It therefore acts as an initial step towards formulating

Schwinger’s proper-time quantum mechanics in the rigorous terms that have been developed for

regular quantum mechanics since he wrote. This is an alternative to the modern proper-time

formulations based on the Euclidean path-integral discussed in section 2.3.

Demonstrating equivalence of our Green’s function with Schwinger’s propagator (1.6)

is then trivial, as shown in section 7.3.1. In section 7.2 we demonstrate that solutions derived

using FGS’s causal propagator also obey the Feynman boundary condition, and in section

7.3.2 we demonstrate the same for solutions derived using two different varieties of analytic

continuation from complexified parameters. We therefore demonstrate the equivalence of four

different causal propagators, with caveats discussed in section 7.4.

The bulk section 7.1 is quite mathematical. To aid understanding, there is a short

paragraph to the start of every subsection, describing in qualitative terms what will then be

demonstrated mathematically, and providing some motivation for some of the choices of what

is presented.



7.1. The Inhomogeneous Proper-Time Dirac Equation 117

7.1 The Inhomogeneous Proper-Time Dirac Equation

7.1.1 Basic Definitions

The main result we are after is a relationship between solutions of two different inhomogeneous

differential equations, the regular, “spacetime Dirac equation” (1.3b) and the “proper-time Dirac

equation” (1.7). Solutions of these equations can be seen as paths in two different Hilbert

spaces: solutions of the spacetime Dirac equation are time-dependent paths in the Hilbert space

of bispinor spatial profiles, HS.T., while solutions of the proper-time Dirac equation are proper-

time-dependent paths in the Hilbert space of bispinor spacetime profiles, HP.T..

Both the spacetime and inhomogeneous Dirac equations can be written in Hamiltonian form

(i.e. as Schrödinger equations), with spacetime Hamiltonian written as Ĥm and proper-time

Hamiltonian as ĤP.T.. Our method to arrive at our main result relies, essentially, on using the

eigenbases of these operators. (Specifically for the spacetime Hamiltonian, the eigenbases of

Ĥ
in/out
m , or the Hamiltonian before the in-time and after the out-time.) The spectral theorem

guarantees that there exists an orthogonal eigenbasis for any bounded Hermitian operator. The

problem is that neither Ĥm nor ĤP.T. is necessarily either bounded or Hermitian. In this

section we state the generalisation of the spectral theorem appropriate to unbounded Hermitian

operators. In the following two sections we apply it to construct diagonal representations of the

Hamiltonians by relating them to unbounded Hermitian operators.

Define M and S as the manifolds formed by attaching a bispinor to every point in spacetime

and space, respectively,

M = R3⊕1 ⊗ {0, 1, 2, 3}, S = R3 ⊗ {0, 1, 2, 3}. (7.2)

We are interested in the Hilbert spaces defined by their representation as square-

integrable functions on M and S,
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HP.T.
∼= L2(M,d4x), HS.T.

∼= L2(S, d3x), (7.3)

where “P.T” stands for “proper-time” and “S.T.” stands for “Spacetime”. Denote the

inner products on these spaces (φ, ϕ)P.T. and (φ, ϕ)S.T., respectively. There are three basic

operators that we consider: the “proper-time Hamiltonian” operator ĤP.T. on HP.T. (1.4), and

two operators on HS.T.,

Π̂in/out := γi(∂i + ieA
in/out
i ) (7.4a)

Ĥ in/out
m := γ0(m− iΠ̂in/out) + eA

in/out
0 . (7.4b)

The operator (7.4b) is the Dirac Hamiltonian for times t ≤ tin or t ≥ tout, since at these

times the homogeneous spacetime Dirac equation with mass m can be written on elements of

C1(R;HS.T.) as equation 2.12, with Ĥ = Ĥ in/out
m .

In Sections 7.1.2 and 7.1.3 we construct representations of, respectively, HS.T. and HP.T.

in which Ĥ in/out
m and ĤP.T. are represented by multiplication operators. To do this, we use the

“direct integral” version of the spectral theorem, as presented in e.g. Ref [31]. If Â is a self-

adjoint operator, then we denote its spectrum by σ(Â), its corresponding representation of the

Hilbert space by HÂ, and the unitary transformation from the abstract space to HÂ by ÛÂ.

The spectral theorem tells us that that there exists a measure, µÂ, on σ(Â), such that

HÂ :=

∫ ⊕

σ(Â)

dµÂ(α) H
α
Â
. (7.5a)

Note the “⊕” written as an upper limit is the standard notation to denote that the

integral is a “direct integral”, which bares a similar relation to the direct sum of vector spaces

that a regular integral bares to a regular sum. Elements φ ∈ HÂ are sections on the spectrum

with values in the generalised subspaces, φ(α ∈ σ(Â)) ∈ Hα
Â
. We write the product on these

subspaces as (a, b)α, and the Hilbert space product is represented by
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(φ, ϕ) =

∫
σ(Â)

dµÂ(α) (φ(α), ϕ(α))α. (7.5b)

On this space, Â is represented by a multiplication operator,

[Âφ](α) = αφ(α). (7.5c)

Π̂in/out and Ĥ2
P.T. are symmetric1. We assume that they are also self-adjoint, which

means we assume that their domain equals the domain of their adjoint. This allows us to

use the spectral theorem on them directly, and we then use their spectral representations

to construct those of Ĥ in/out
m and ĤP.T.. The relationship between these representations is

examined in sections 7.1.4 and 7.1.5. In section 7.1.6 these results are used to analyse the

relationship between the solutions of the inhomogeneous spacetime Dirac equation (1.3b) and

the inhomogeneous proper-time Dirac equation, defined on elements of C1(R;HP.T.) as equation

1.7. We use the convention that the same symbol is used to represent the same vector as it

appears in different representations of the same Hilbert space, with the representation being

distinguished by the argument of the vector, i.e. if a vector in the abstract space is written as

φ ∈ H then

[ÛÂφ](α) = φ(α). (7.6)

We will also write vectors in Hilbert spaces defined as direct sums, HA⊕HB, as column

vectors. The convention we use is that the top row of the column contains the vector in the

space on the left side of the sum, i.e.

ψ =

 ϕ

φ

 , ψ ∈ HA ⊕HB, ϕ ∈ HA, φ ∈ HB. (7.7)

1We use the term “symmetric” here as in the maths literature, to describe a property close to what physicists
generally call “Hermitian”. The term “Hermitian” is avoided to avoid confusion with the property of being “self-
adjoint”; the usual physics vocabulary does not distinguish between the two properties.
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7.1.2 A Representation of HS.T. in which the Dirac Hamiltonian is

Diagonal

We use equation 7.4 to construct the generalised eigenbasis of Ĥ
in/out
m - or, more precisely, to

construct the representation of the Hilbert space of spatial bispinor profiles, HS.T., in which

Ĥ
in/out
m is diagonal. This is possible because Π̂in/out is Hermitian, so we can use the spectral

theorem on it. It is worth noting that Ĥ
in/out
m is itself Hermitian if m is real. However, we

must also consider the possibility that m is imaginary, in order for the solutions to provide a

complete basis of spacetime profiles, as explained in section 7.1.3.

This diagonal representation allows us to do two important things. First, because at times

t < tin and t > tout the Hamiltonian is constant, it commutes with the time-translation operator

and so we can use its diagonal basis to define a time-translation operator for the spacetime

Dirac equation with mass m at times t < tin and t > tout. Second, we can define a bipartition

of HS.T. between positive and negative energy states for every mass. This allows us to define

the “Feynman boundary condition” for any m as spacetime bispinor profiles that have only

positive-energy component at tin and negative-energy component at tout.

Both of these tasks reveal how the existence of imaginarym complicates matters. Introducing

imaginary m means introducing complex energy values, which means time-translation is no

longer unitary and we have to be careful about excluding the possibility of exponential growth.

Also, the bipartition between positive and negative energy subspaces is only orthogonal if m is

real.

7.1.2.1 Construction of the Representation

As discussed in section 7.1.1, we can define a direct integral representation of HS.T. on which

Π̂in/out is represented by a multiplication operator,

Hin/out,Π̂ :=

∫ ⊕

σ(Π̂in/out)

dµin/out(Π) HΠ
in/out. (7.8)
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Because γ0 is a bounded operator that anticommutes with Π̂in/out, it can be represented

as a transformation between the generalised subspaces, written in the form,

(γ0ϕ)(Π) = γ̂0in/out(−Π)ϕ(−Π), (7.9)

where γ̂0(Π) : HΠ
in/out → H−Π

in/out. Since (γ0)2 = 1,

γ̂0in/out(Π)γ̂
0
in/out(−Π) = 1. (7.10)

Since this is an invertible unitary transformation, we know from its existence that Π is

in the point spectrum if and only if −Π is, that Π is in the continuous spectrum if and only if

−Π is, and that dim(HΠ
in/out) = dim(H−Π

in/out). We can therefore choose the measure to be such

that we can define a new representation Hin/out,|Π̂|,

Hin/out,|Π̂| :=

∫ ⊕

σ(Π̂in/out)>0

dµin/out(Π) HΠ
in/out ⊕H−Π

in/out

+ µin/out({0})H0
in/out.

(7.11)

We write Û
in/out

|Π̂| for the unitary transformation from HP.T. to Hin/out,|Π̂|, and (a, b)Π⊕−Π

for the product on the generalised subspaces. Note that we can write H0
in/out as a true subspace

as we only need to include it if 0 is in the point spectrum. If 0 is in the continuous spectrum

then we can neglect it from consideration, since two sections that differ on a region of measure

0 are equivalent as elements of the Hilbert space. We write sections in this representation as

ϕin/out(Π), with the superscript included to distinguish the representation since in this case the

usual practice of distinguishing by the argument would be ambiguous.

Now consider the operators on HΠ
in/out ⊕H−Π

in/out for m ̸= 0, m ̸= ±iΠ,

P̂±
in/out,Π,m :

 a

b

 7→ 1

2

 a±
√
m2+Π2

m−iΠ γ̂0in/out(−Π)b

b±
√
m2+Π2

m+iΠ
γ̂0in/out(Π)a.

 (7.12)

and on H0
in/out,

P̂±
in/out,0,m : a 7→ 1

2

(
1± γ̂0(0)

)
a. (7.13)
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We neglect the Π ̸= 0, m = ±iΠ case, where the operator Ĥ in/out
m is not diagonalizable.

We argue in section 7.4.3 that the assumption that this will not affect our overall argument

amounts to a minimal assumption on the spectrum of ĤP.T. and Π̂in/out. These operators

obey (P̂±
in/out,Π,m)

2 = P̂±
in/out,Π,m and

∑
± P̂±

in/out,Π,m = 1. They are therefore a complete set of

projection operators, and we can define their target spaces as HΠ,m,±
in/out , with HΠ

in/out ⊕H−Π
in/out =

HΠ,m,+
in/out ⊕ HΠ,m,−

in/out . Therefore, for every m ∈ C, there exists a decomposition of every element

ϕ ∈ HS.T., ϕ
in/out(Π) ∈ HΠ

in/out ⊕H−Π
in/out,

ϕ(Π) =
∑

± ±ϕ(Π)m,
[
Ĥ in

m ϕ
]
(Π) =

∑
±E

in
± (m,Π) ±ϕm(Π) (7.14a)

ϕ(Π) =
∑

±
±ϕm(Π),

[
Ĥ out

m ϕm

]
(Π) =

∑
±E

out
± (m,Π) ±ϕm(Π), (7.14b)

where

±am := P̂±
in,Π,ma,

±am := P̂±
out,Π,ma (7.15)

E
in/out
± (m,Π) := ±

√
m2 +Π2 + eA

in/out
0 . (7.16)

7.1.2.2 The Time-Translation Operator

We can define a time-translation operator for the homogeneous spacetime Dirac equation with

mass m on Hin/out,|Π̂|,

[T̂m(t, t
′)ϕ]in(Π) =

∑
±

±ϕm(Π)e
−iEin

± (m,Π)(t−t′), t, t′ ≤ tin (7.17a)

[T̂m(t, t
′)ϕ]out(Π) =

∑
±

±ϕm(Π)e
−iEout

± (m,Π)(t−t′), t, t′ ≥ tout. (7.17b)

When acting on the domain of Ĥ in
m in HS.T. it returns the unique solution for the

spacetime Dirac equation with massm in C1((−∞, tin];HS.T.) or C
1([tout,∞);HS.T.) that equals

the input state at t′. The fact that it returns a solution of the Dirac equation with mass m and
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leaves it invariant if t = t′ is clear from inspection. That the solution it gives is unique and

that it is necessarily in the Hilbert space is shown in Appendix G. If m is real then T̂m(t, t
′) is

unitary.

7.1.2.3 The Bipartition of HS.T. and the “Feynman Boundary Condition”

Define ±P̂
m/±P̂m as the operators on HS.T. induced by the P̂±

in/out,Π,m operators on the gener-

alised subspaces: ±P̂
m : ϕ(Π) 7→ P̂±

in,Π,mϕ(Π) and ±P̂m : ϕ(Π) 7→ P̂±
out,Π,mϕ(Π). We can then

define the target spaces of ±P̂
in as ±Hm

S.T., and the target spaces of ±P̂m as ±Hm
S.T., such that

HS.T. = +Hm
S.T. ⊕ −Hm

S.T. =
+Hm

S.T. ⊕ −Hm
S.T.. (7.18)

Note that this bipartition is orthogonal if m is real, and

±ϕm ∈ ±Hm
S.T.,

±ϕm ∈ ±Hm
S.T.. (7.19)

Definition (Feynman boundary condition): An element of C(L;HS.T.), where tin, tout ∈

L ⊆ R is said to obey the “Feynman boundary condition (with mass m)” if and only if it has

0 component in +Hm
S.T. at tin and 0 component in −Hm

S.T. at tout.

The name is chosen as the boundary condition is a natural generalisation of that dis-

cussed by Feynman for the free particle causal propagator [11]. It is a straightforward conse-

quence of the linearity of the boundary condition that it uniquely determines a solution to the

inhomogeneous spacetime Dirac equation if and only if there exists no nontrivial solution to the

homogeneous spacetime Dirac equation that satisfies the boundary condition. A closely related

condition is discussed by FGS (in Ref. [12], chapter 2.4). They demand that the determinant of

the transformation matrix between the basis of negative energy in-states and negative energy

out-states is non-zero. This would be the case if and only if there are no vectors in the space

of negative energy in-states which transform to vectors with no components in the negative

energy out-space - i.e. there are no nontrivial solutions to the homogeneous spacetime Dirac
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equation which satisfy the Feynman boundary condition. FGS introduce this as a condition

for the Fock spaces formed by the action of the creation operators on the in and out vacua to

coincide. The physical implications of this condition being violated are unclear, but probably

significant: it seems to correspond to a situation where the vacuum states at the in and out

times are too radically different to be described in terms of particle perturbations of each other,

and hence the whole approach to external-field QED that thinks in terms of perturbative parti-

cle processes expanded about the transition from vacuum to vacuum breaks down. Therefore,

in physical situations where any of the approaches to external-field QED being considered in

this chapter are appropriate, this condition ought to be satisfied.

7.1.3 A Representation of HP.T. in which ĤP.T. is Diagonal

We construct the representation of the Hilbert space of spacetime bispinor profiles, HP.T., in

which ĤP.T. (the proper-time Hamiltonian) is diagonal. To do this we use the fact that Ĥ2
P.T. is

Hermitian. This also means we know that the spectrum of Ĥ2
P.T. is entirely real, and hence the

spectrum of ĤP.T. is restricted to the real and imaginary axes.

The spacetime Dirac equation can be written as (ĤP.T. +m)ψ = 0. This means that eigen-

states of ĤP.T. with eigenvalues λ are solutions of the Dirac equation with mass m = −λ. The

reason we must consider imaginary masses can therefore be stated in the following terms. We

want to represent any arbitrary square-integrable spacetime bispinor profile in terms of a sum

(or integral) of solutions of the Dirac equation with different masses. This is what it means

to use the eigenbasis of ĤP.T., and it is clearly assumed to be possible by Schwinger. We do

not, though, have any good reason to think that any square-integrable spacetime profile can be

decomposed as a sum of solutions of the Dirac equation with real masses. In general, it seems

that for Dirac equation solutions to provide a complete basis for HP.T., we require m to range

over both the imaginary and real axes.

As discussed in section 7.1.1, we can define a direct integral representation of HP.T. on

which Ĥ2
P.T. is represented by a multiplication operator,
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HĤ2
P.T.

:=

∫ ⊕

σ(Ĥ2
P.T.)

dµĤ2
P.T.

(λ2) Hλ2

Ĥ2
P.T.
. (7.20)

Consider the representation of ĤP.T. on this space. Since it commutes with Ĥ2
P.T., it

must be able to be represented by an operator ĤP.T.(λ
2) on every Hλ2

Ĥ2
P.T.

space, and since

(ĤP.T.(λ
2))2 = λ2, we know that if λ ̸= 0 then ĤP.T.(λ

2)/λ is defined everywhere on this

space [231]. We can therefore define the operators, for λ2 ̸= 0,

P̂λa :=
1

2

(
1 +

ĤP.T.

λ

)
a. (7.21)

These obey (P̂λ)
2 = P̂λ and 1 = P̂λ + P̂−λ. They are therefore a complete set of

projection operators, and we can define their target spaces as Hλ
ĤP.T.

such that

Hλ2

Ĥ2
P.T.

= Hλ
ĤP.T.

⊕H−λ
ĤP.T.

. (7.22)

This bipartition is orthogonal if λ is real. Define also P̂0 := 1. We can then define

HĤP.T.
and ÛĤP.T.

: HP.T. → HĤP.T.
by

HĤP.T.
:=

∫ ⊕

σ(ĤP.T.)

dµĤP.T.
(λ) Hλ

ĤP.T.
, [ÛĤP.T.

ϕ](λ) = P̂λ[ÛĤ2
P.T.
ϕ](λ2), (7.23)

where µĤP.T.
is the push-forward2 of µĤ2

P.T.
by λ = sign(λ)

√
λ2. (Considering λ2 as an

independent variable.) Note that since (σ(ĤP.T.))
2 = σ(Ĥ2

P.T.), σ(ĤP.T.) is confined to the real

and imaginary axes of the complex plane. It directly follows from equations 7.21 and 7.23 that

ĤP.T. is represented in HĤP.T.
as a multiplication operator,

ĤP.T. : ϕ(λ) 7→ λϕ(λ). (7.24)

To derive the representation of the Hilbert-space product in HĤP.T.
, first define

φ̄(λ) :=
1

2

(
1 +

Ĥ†
P.T.

λ∗

)
φ(λ2), (7.25)

2The “push-forward” of a measure µ on a space V by a transformation T : V → U is the measure ν on U
obtained by ν(a) = µ(T−1(a)).
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This gives

(φ, ϕ)P.T. =

∫
σ(Ĥ2

P.T.)

dµĤ2
P.T.

(λ2)
∑
±

(φ̄(±
√
λ2), ϕ(±

√
λ2))±

√
λ2

=

∫
σ(ĤP.T.)

dµĤP.T.
(λ) (φ̄(λ), ϕ(λ))λ,

(7.26)

where (a, b)λ is the inner product of Hλ
ĤP.T.

, In the last equality we have moved the sum

over ± outside the integral, which we must assume to be possible, as discussed in section 7.4.3.

7.1.4 Generalised Eigenvectors of ĤP.T.

Properly speaking, unbounded Hermitian operators do not have a complete eigenstate basis,

and may not even have any eigenvectors. In regular Schrödinger mechanics, this is clear when

considering the momentum and position operators: neither plane waves nor delta functions are

square-integrable functions, so they are not vectors in the Hilbert space, never mind eigen-

vectors. We consider, instead, “generalised eigenvectors”, which in general may be defined as

functionals on some subset of the Hilbert space. As discussed in the last section, these gener-

alised eigenvectors of ĤP.T. are solutions of the Dirac equation. It is clear that solutions of the

Dirac equation with real mass are not in general states in HP.T., since they do not reduce in

size in the infinite future and past, so do not have finite norm. In this section we discuss the

properties of these Dirac equation solutions, some of which we derive, some we must assume.

In particular, it is clear that a true eigenstate of ĤP.T. must decrease exponentially in both the

future and past, and it seems a reasonable assumption that the generalised eigenstates cannot

exponentially increase (but can stay at constant magnitude, as a plane wave).

Consider a vector in one of the generalised subspaces that makes up the direct integral

HĤP.T.
, a ∈ Hλ0

ĤP.T.
. If λ0 is in the point spectrum, then a is a true eigenvector of ĤP.T.. If λ0 is

in the continuous spectrum, though, then this “generalised eigenvector” is not a vector in the

Hilbert space proper. Whether λ0 is in the continuous or point spectrum, it can be seen as a

representation-independent object by its action as a linear functional,
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⟨φ, a⟩ := (φ̄(λ0), a)λ0 . (7.27)

This functional action is well-defined on any φ ∈ HĤP.T.
for which φ̄ is of finite mag-

nitude at λ = λ0. This includes the whole Hilbert space if and only if λ0 is in the point

spectrum.

These generalised eigenvectors are functional solutions of the homogeneous spacetime

Dirac equation with mass m = −λ0. We assume that they are able to be chosen to have

some desirable properties. First, we assume that they are classical solutions at t ≤ tin and

t ≥ tout. Specifically, for every a ∈ Hλ
ĤP.T.

, there exists a(t ≤ tin) ∈ C1((−∞, tin];HS.T.) and

a(t ≥ tout) ∈ C1([tout,∞);HS.T.), such that if ⟨φ, a⟩ exists then,

lim
n→∞

⟨δ(n)t φ, a⟩ = (φ(t), a(t))S.T, t ≤ tin or t ≥ tout, (7.28)

where δ
(n)
t is a sequence of C-valued functions that act as a nascent delta function

centred on t as n → ∞. This means that we can define a mapping from every Hλ
ĤP.T.

to HS.T.

for every time t ≤ tin or t ≥ tout, a 7→ a(t), and that for times t, t′ ≤ tin or t, t′ ≥ tout these are

related by a(t) = T̂−λ(t, t
′)a(t′) as defined by equation 7.17.

We need two other results. First, it follows straightforwardly from equation 7.17 and

(a, a)P.T. =
∫∞
−∞ dt (a(t), a(t))S.T. that for a ∈ Hλ

ĤP.T.
to have finite HP.T.-norm, Ein

± (λ,Π)

must have positive imaginary component for every non-zero ±a−λ(Π; tin), and E
out
± (λ,Π) must

have negative imaginary component for every non-zero ±a−λ(Π; tin). A true eigenstate of ĤP.T.

cannot have a component of real energy. We want a similar though less strict restriction on

the generalised eigenstates, which we assume rather than demonstrate. We assume that the

generalised eigenvectors a ∈ Hλ
ĤP.T.

do not grow exponentially. This would necessarily be true

if the external field is smooth with all derivatives polynomially bounded, as then ĤP.T. leaves

the Schwartz class invariant, and hence we could use the nuclear spectral theorem to determine

that our eigenstates are tempered distributions3 [232].

3The “Schwartz class” are smooth functions that, at large distances, decay faster than any polynomial.
“Tempered distributions” are functionals with the Schwartz class for their domain. The “nuclear spectral
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7.1.5 Projecting a Vector in HP.T. onto a Vector in HS.T.

This section describes mathematical preliminaries needed for the main results in section 7.1.6.

Broadly, we want to use Fourier analysis, and to do this, we need to be able to construct Fourier

representations of states in HP.T. from their representations in the eigenbasis of ĤP.T.. We do

so by first projecting HP.T. states onto single times, which is a natural generalisation of the

projection of generalised eigenvectors discussed in the last section. Then, this projection onto

an HS.T. state at a single time can be extended to Fourier representations valid on all times

t < tin and t > tout using the time-translation operators (7.17).

There are details of the procedure we do, though, which will seem arbitrary until their

application in section 7.1.6. In particular, our choice of how to label the components of the mass

eigenstates gives desirable complex-analytic qualities to the spectral functions (7.39) considered

as functions of the complex energy, important to the contour integration techniques used in

section 7.1.6. Also, although it would be possible to write actual Fourier representations (by

replacing gu/l(E) → gu/l(p) in equation 7.60), we choose not to, but instead write a sum of a

Fourier representation and decaying plane waves in equation 7.45. This is, again, to get a simple

complex-analytic form of the function which is in the integral: it allows us to preserve the simple

analytic structure assumed in equation 7.41 in the integrand in equation 7.45.

Since HP.T.
∼= L2(R;HS.T.), for any ϕ ∈ HP.T. we can assign, for every t ∈ R, ϕ(t) ∈

HS.T.. This means of projecting a Hilbert-space state onto a time must be consistent with the

projection of the generalised eigenvectors just discussed. Therefore,

theorem” is a version of the spectral theorem appropriate to unbounded self-adjoint operators that leave a
“nuclear class” invariant. The definition of a “nuclear class” is technical, but suffice to say that the Schwartz
class is an example of a nuclear class. In regular quantum mechanics, the position and momentum operator
both leave the Schwartz class invariant, and hence their generalised eigenfunctions, the delta function and plane
wave, are tempered distributions.
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lim
n→∞

(φδ
(n)
t , ϕ)P.T. = (φ(t), ϕ(t))S.T. =

∫
σ(ĤP.T.)

dµĤP.T.
(λ) lim

n→∞
⟨φ(λ)δ(n)t , ϕ(λ)⟩

=

∫
σ(ĤP.T.)

dµĤP.T.
(λ) (φ̄(t), ϕ(λ; t))S.T..

(7.29)

Working in the Hin/out,|Π̂|,∫
σ(Π̂in/out)≥0

dµin/out(Π) (φ(Π), ϕ
in/out(Π; t))Π⊕−Π =∫

σ(ĤP.T.)

dµĤP.T.
(λ)

∫
σ(Π̂in/out)≥0

dµin/out(Π) (φ(Π), ϕ
in/out(Π;λ; t))Π⊕−Π.

(7.30)

Assuming that we can change the order the integrals and the implicit sum over the

basis sections of Hin/out,|Π̂|, this gives

ϕin/out(Π; t) =

∫
σ(ĤP.T.)

dµĤP.T.
(λ) ϕin/out(Π;λ; t). (7.31)

The primary aim of this subsection is to convert the RHS of this equation into an

inverse Fourier transform for times t ≤ tin and t ≥ tout. Define the open vertical half-lines in

the complex plane that meet the real axes at eA
in/out
0 ,

I±in/out := {z ∈ C | ∃x ∈ R±, z = eA
in/out
0 + ix}. (7.32a)

and the whole line

Iin/out := I−in/out ∪ {0} ∪ I+in/out. (7.32b)

Call iR the imaginary axis, and iR± the open positive/negative imaginary axes. Extend

the measure µĤP.T.
to the whole imaginary and real axes by stipulating µĤP.T.

(ρ) = 0 if ρ ∩

σ(ĤP.T.) is empty. Then we can use equation 7.17 to write equation 7.31 as

ϕin(Π; t) =
∑
ξ=±

∫
R∪iR

dµĤP.T.
(λ) ξϕ−λ(Π;λ; t

′)e−iE
in
ξ (λ,Π)(t−t′) (7.33a)



130 Chapter 7. Causal Propagators of the Dirac Equation

ϕout(Π; t) =
∑
ξ=±

∫
R∪iR

dµĤP.T.
(λ) ξϕ−λ(Π;λ; t

′)e−iE
out
ξ (λ,Π)(t−t′), (7.33b)

where we assume it is possible to bring the sum over ± outside of the integral. Define

λin/out(E,Π) :=

√
(E − eA

in/out
0 )2 − Π2, (7.34)

and

ϕin,±
ξ (Π;E; t) := ξϕ∓λin(E,Π)(Π;±λin(E,Π); t) (7.35a)

ϕout,±
ξ (Π;E; t) := ξϕ∓λout(E,Π)(Π;±λout(E,Π); t) (7.35b)

such that

ϕin,±
ξ (Π;Ein

ξ′ (Π, λ); t) = ξϕ−λ(Π;λ; t), λ ∈ R± ∪ iR± (7.36a)

ϕout,±
ξ (Π;Eout

ξ′ (Π, λ); t) = ξϕ−λ(Π;λ; t), λ ∈ R± ∪ iR±. (7.36b)

Then, splitting the integrals in equation 7.33 in half, we use equation 7.36 to write them

in a form amenable to a change of variables,

∫
R±∪iR±

dµĤP.T.
(λ) ϕ

in/out,±
ξ (Π;E

in/out
ξ (Π, λ); t′)e−iE

in/out
ξ (Π,λ)(t−t′) =∫

[Rξ+{eAin/out
0 }]∪Iξ

in/out

dµ
in/out

Ê,Π
(E) ϕ

in/out,±
ξ (Π;E; t′)e−iE(t−t′),

(7.37)

where µ
in/out

Ê,Π
is the push-forward of the measure µĤP.T.

using the mappingE
in/out

sign(E−eAin/out
0 )

(Π, λ),

where sign(x) returns ± if x ∈ R± ∪ iR±. Therefore

ϕin(Π, t) =

∫
R∪I+in

dµin
Ê,Π

(E)

(
[sign(E−eAin

0 )]ϕ−λin(E,Π)(Π;λ
in(E,Π); t′)

+ [sign(E−eAin
0 )]ϕλin(E,Π)(Π;−λin(E,Π); t′)

)
e−iE(t−t′)

(7.38a)
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ϕout(Π, t) =

∫
R∪I−out

dµout
Ê,Π

(E)

(
[sign(E−eAout

0 )]ϕ−λout(E,Π)(Π;λ
in(E,Π); t′)

+ [sign(E−eAout
0 )]ϕλout(E,Π)(Π;−λout(E,Π); t′)

)
e−iE(t−t′),

(7.38b)

where we have used our assumption, discussed at the end of section 7.1.4, that gen-

eralised eigenvectors cannot exponentially grow to eliminate half the integral over the vertical

line. Define

λu(E,Π) :=


sign(E − eAin

0 )
√
(E − eAin

0 )
2 − Π2, (E − eAin

0 )
2 ≥ Π2√

(E − eAin
0 )

2 − Π2, (E − eAin
0 )

2 ≤ Π2

(7.39a)

λl(E,Π) :=


sign(E − eAout

0 )
√

(E − eAout
0 )2 − Π2, (E − eAout

0 )2 ≥ Π2

−
√

((E − eAout
0 )2 − Π2, (E − eAout

0 )2 ≤ Π2,

(7.39b)

where the “u” and “l” superscript refer to the fact that λu/l can be taken as an analytic

function of E on the whole upper/lower half complex plane. Define also

±ϕ(Π;E) := [sign(E−eAin
0 )]ϕ∓λu(E,Π)(Π;±λu(E,Π); tin) (7.40a)

±ϕ(Π;E) := [sign(E−eAout
0 )]ϕ∓λl(E,Π)(Π;±λl(E,Π); tout), (7.40b)

such that

ϕin(Π, t) =
∑
±

∫
R∪I+in

dµin
Ê,Π

(E) ±ϕ(Π;E)e
−iE(t−tin), t ≤ tin (7.40c)

ϕout(Π, t) =
∑
±

∫
R∪I−out

dµout
Ê,Π

(E) ±ϕ(Π;E)e−iE(t−tout), t ≥ tout. (7.40d)

We proceed, in the rest of this subsection, to convert the integral over imaginary energies

to one over real energies, possible by virtue of the assumption that exponential increase is
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forbidden. This completes the conversion of the RHS of equation 7.31 into an inverse Fourier

transform. We need quite a general result, for which we assume that we can express ±ϕ(Π;E)

and ±ϕ(Π;E) in the form

±ϕ(Π;E) = gu(E) ±θ(Π;E),
±ϕ(Π;E) = gl(E) ±θ(Π;E), (7.41)

where gu/l(E) is a complex-valued mereomorphic function on the upper/lower half-

planes which is bounded on Iin/out ∪ R and as |E| → ∞. Note that gu/l(E) could depend on

± and Π, but since this possible dependence does not affect the following manipulations, we

neglect it here. Define

Ru/l(p, t)[g] :=
∑

E0∈poles

Res(g(E0))

E0 − p
exp (−iE0t) , (7.42)

where the sum runs over poles of g(E) in the upper/lower half plane. Then, by the

residue theorem and Jordan’s lemma,

gu(p)e−ip(t−tin) =

∫
R
dE

gu(E)

2πi(E − p)
e−iE(t−tin)

−Ru(p, t− tin)[g
u], Im{p} > 0

(7.43a)

gl(p)e−ip(t−tout) = −
∫
R
dE

gl(E)

2πi(E − p)
e−iE(t−tout)

−Rl(p, t− tout)[g
l], Im{p} < 0,

(7.43b)

by closing the E integral in the upper plane for the “in” case and the lower plane for

the “out” case. Assuming that we can exchange the order of the integrals along the “vertical”

lines, i.e.

∫
I+in

dµin
Ê,Π

(p)

∫
R
dE

gu(E) ±θ(Π; p)

2πi(E − p)
e−iE(t−tin) =∫

R
dE

∫
I+in

dµin
Ê,Π

(p)
gu(E)±θ(Π; p)

2πi(E − p)
e−iE(t−tin)

(7.44a)

and
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∫
I−out

dµout
Ê,Π

(p)

∫
R
dE

gl(E) ±θ(Π; p)

2πi(E − p)
e−iE(t−tout)

=

∫
R
dE

∫
I−out

dµout
Ê,Π

(p)
gl(E)±θ(Π; p)

2πi(E − p)
e−iE(t−tout).

(7.44b)

This allows us to write

ϕin(Π, t) =
∑
±

∫
R
dE gu(E) ±θ̌(Π;E) exp (−iE(t− tin))

−
∫
I+in

dµin
Ê,Π

(p) Ru(p, t− tin)[g
u] ±θ(Π; p), t ≤ tin

(7.45a)

ϕout(Π, t) =
∑
±

∫
R
dE gl(E) ±θ̌(Π;E) exp (−iE(t− tout))

−
∫
I−out

dµout
Ê,Π

(p) Rl(p, t− tout)[g
l] ±θ(Π; p), t ≥ tout,

(7.45b)

where,

±θ̌(Π;E) := ρin(Π;E) ±θ(Π;E) +

∫
I+in

dµin
Ê,Π

(p)
±θ(Π; p)

2πi(E − p)
(7.45c)

±θ̌(Π;E) := ρout(Π;E) ±θ(Π;E) −
∫
I−out

dµout
Ê,Π

(p)
±θ(Π; p)

2πi(E − p)
(7.45d)

and

dµ
in/out

Ê,Π
(E) = dEρin/out(Π;E) (7.45e)

for real E, where ρin/out(Π;E) ∈ [0,∞). This expression for the measure is possible

since we know that true eigenvectors of ĤP.T. cannot have components with real energy, hence

µ
in/out

Ê,Π
for real E must be absolutely continuous with respect to the Lebesgue measure.
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7.1.6 The Differential Equations

There are two parts to our main mathematical result. The first, given in section 7.1.6.1, is that

the retarded solution to the inhomogeneous proper-time Dirac equation, when the source profile

is a plane wave in proper time with mass me, has, at any finite proper-time, a spacetime profile

which provides a solution to the spacetime Dirac equation. This follows quite straightforward

calculations in the diagonal basis of ĤP.T., though with some formal subtleties needed to properly

define a “retarded” response to an infinite-duration driving source. Then, in section 7.1.6.2, we

show that the retarded boundary condition in proper-time corresponds to the Feynman boundary

condition in spacetime. The work that shows this is a slightly involved piece of complex Fourier

analysis and contour integration. Equation 7.62 is a novel solution form of the inhomogeneous

spacetime Dirac equation with Feynman boundary condition at times t < tin and t > tout.

7.1.6.1 The Relationship between Solutions of the Inhomogeneous Spacetime and

Proper-Time Dirac Equations

The inhomogeneous proper-time Dirac equation (1.7) can be written in HĤP.T.
as

(i∂τ − λ)ψ(λ; τ) = −J(λ; τ). (7.46)

Suppose that the Fourier transform of J(τ) with respect to proper-time is well-defined

and finite on the positive imaginary axis, and denote it

J̃(m) :=
1

2π

∫
R
dτ J(τ)eimτ , m ∈ C. (7.47)

Consider
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ψ(λ; τ) =



∫ ∞

−∞
dm

1

λ−m
J̃(λ;m)e−imτ + 2πiJ̃(λ;λ)e−iλτ , Im{λ} > 0

P

∫ ∞

−∞
dm

1

λ−m
J̃(λ;m)e−imτ + πiJ̃(λ;λ)e−iλτ , Im{λ} = 0∫ ∞

−∞
dm

1

λ−m
J̃(λ;m)e−imτ , Im{λ} < 0.

(7.48a)

Using the Sokhotski-Plemelj theorem this can be rewritten,

ψ(λ; τ) = lim
η→0+

∫ ∞

−∞
dm

−1

m+ iη − λ
J̃(λ;m)e−imτ + 2πiΘ(Im{λ})J̃(z;λ)e−iλτ , (7.48b)

where we understand the step-function to mean

Θ(x) =


1, x > 0

0, x ≤ 0.

(7.48c)

ψ(λ; τ) is clearly a solution to the inhomogeneous proper-time Dirac equation if both

it and λψ(λ; τ) exist and are in C1(R;HP.T.). We call it the retarded solution. To show why,

consider the case where J(τ) is supported only on τ > T1, T1 < 0. Then we can use equation

E.19 to perform the m integrals in equation 7.48b, looking at τ < T1. This gives

ψ(λ; τ < T1) = 0. (7.49)

The term “retarded solution” of course implies that this is the unique solution that

satisfies this condition, which seems likely but which we do not have a proof for, due to the

awkward properties of ĤP.T., and hence how little knowledge we have of its spectrum. This does

not strictly affect our argument, though, since we do not use this condition as our definition.

We want to consider the response to a plane wave driving source. The solution, though,

is not a well-defined section at λ = −me, and it cannot be directly defined as being zero before

the source acts, since a plane-wave source acts forever. We therefore have to define it as a

functional solution of the Dirac equation, reached as a limit of a sequence of HP.T. solutions.
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Specifically, we say:

Definition (retarded response to a plane wave): Say J(τ) = Jeimeτ . The retarded

response to this source is given by the functional limit of the sequence of solutions given by

equation 7.48 to the inhomogeneous proper-time Dirac equation with source profile

Jϵ(τ) = Aϵ(me; τ)J

as ϵ→ 0+, where

Aϵ(me; τ) := e−ϵ|τ |+imeτ .

Aϵ(me; τ) is a nascent delta function in Fourier space, i.e. Ãϵ(me;m) → δ(me + m)

as ϵ → 0+. Define ψϵ(λ; τ) as the retarded solution to the inhomogeneous proper-time Dirac

equation with source Aϵ(me; τ)J . Using equation 7.48b,

ψϵ(λ; τ) = − lim
η→0+

∫
R
dm

Ãϵ(me;m)J(λ)

m+ iη − λ
e−imτ +O(ϵ). (7.50)

As ϵ → 0+ this does not have a well-defined value for λ = −me, but it does have a

well-defined action as a functional. If J(λ) and φ̄(λ) are bounded and continuous at λ = −me,

⟨φ, ψ(τ)⟩ = lim
ϵ→0+

(φ, ψϵ(τ))P.T. = lim
η→0+

∫
σ(ĤP.T.)

dµĤP.T.
(λ)

(φ̄(λ), J(λ))λ
me + λ− iη

eimeτ

=

[
P

∫
σ(ĤP.T.)

dµĤP.T.
(λ)

(φ̄(λ), J(λ))λ
me + λ

+ iπ⟨ϕ, J(−me)⟩
]
eimeτ ,

(7.51)

where it is possible to bring the ϵ limit into the integral, once the η limit has been

brought outside. (Strictly, “continuous” should be interpreted as “Hölder-continuous” for the

principal value to be well defined [233].) Therefore, the retarded response to a plane wave

source J(τ) ∈ HĤP.T.
, of frequency −me, which is continuous at λ = −me, is a functional,
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ψ(τ), with a defined action on all φ ∈ HĤP.T.
for which φ̄ is also continuous at λ = −me. This

solution can also be seen as the limit of the HP.T. states

ψη(λ) :=
J(λ)

me + λ− iη
, (7.52)

as η → 0+. Using this,

⟨φ,−(ĤP.T. +me)ψ(τ)⟩ = lim
η→0+

(φ,−(ĤP.T. +me)ψη)P.T. = −(φ, J)P.T.. (7.53)

Therefore ψ(τ), the retarded response to a plane wave of proper-time frequency −me,

is a functional solution to the inhomogeneous spacetime Dirac equation (1.3b) with mass me

and source profile J . This is the fundamental result that reflects Schwinger’s operator relation

(1.6).

7.1.6.2 The Retarded Response to a Plane Wave Obeys the Feynman Boundary

Condition

The functional solution to the inhomogeneous proper-time Dirac equation projects onto a func-

tional on some subset of HS.T. at a particular time. By equation 7.31 this can be written,

ψin/out(Π; t) = lim
η→0+

∫
σ(ĤP.T.)

dµĤP.T.
(λ)

J in/out(Π;λ; t)

me + λ− iη
, (7.54)

with t ≤ tin or t ≥ tout. Use equation 7.40c,d to write

ψin
η (Π; t) =

∑
±

∫
R∪iI+in

dµin
Ê,Π

(E)
±J(Π;E)e

−iEt

me ± λu(E,Π)− iη
, t < tin (7.55a)

ψout
η (Π, t) =

∑
±

∫
R∪iI−out

dµout
Ê,Π

(E)
±J(Π;E)e−iEt

me ± λl(E,Π)− iη
, t > tout, (7.55b)

Define
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g
u/l
η,±(E,Π) := 1/(me ± λu/l(E,Π)− iη), (7.56)

which is a meromorphic function in the upper/lower plane and uniformly bounded as

|E| → ∞. We can therefore use equation 7.45c,d with gu/l(E) = 1 to write

J in(Π; t) =
∑
±

∫
R
dE ±J̌(Π;E)e

−iE(t−tin) (7.57a)

Jout(Π, t) =
∑
±

∫
R
dE ±J̌(Π;E)e−iE(t−tout) (7.57b)

and with gu/l(E) as defined in equation 7.56,

ψin
η (Π; t) =

∑
±

∫
R
dE guη,±(E,Π) ±J̌(Π;E)e

−iE(t−tin)

−
∫
I+in

dµin
Ê,Π

(p) Ru(p, t− tin)[g
u
η,±] ±J(Π; p)

(7.58a)

ψout
η (Π; t) =

∑
±

∫
R
dE glη,±(E,Π)

±J̌(Π;E)e−iE(t−tout)

−
∫
I−out

dµout
Ê,Π

(p) Rl(p, t− tout)[g
l
η,±]

±J(Π; p).

(7.58b)

We know that J in(Π, t) is supported only on t > tin and Jout(Π, t) is supported only

on t < tout. It is shown in Appendix F that both ± components in the sum on the RHS of

equation 7.57a,b also independently satisfy this condition. Therefore, we can use equation E.19

to carry out the integrals,

∑
±

∫
R
dE guη,±(E,Π) ±J̌(Π;E) exp (−iE(t− tin)) =

2πi
∑

±,E0∈poles

Res(guη,±(E0,Π)) ±J̌(Π;E0)e
−iE0(t−tin)

(7.59a)

∑
±

∫
R
dE glη,±(E,Π)

±J̌(Π;E) exp (−iE(t− tout)) =

−2πi
∑

±,E0∈poles

Res(glη,±(E0,Π))
±J̌(Π;E0)e

−iE0(t−tout),

(7.59b)



7.1. The Inhomogeneous Proper-Time Dirac Equation 139

where the sum runs over poles in the upper/lower half plane in equation 7.59a/b. This

gives

ψin
η (Π; t) = 2πi

∑
±,E0∈poles

Res(guη,±(E0,Π))ρ(Π;E0) ±J(Π;E0)e
−iE0(t−tin) (7.60a)

ψout
η (Π; t) = −2πi

∑
±,E0∈poles

Res(glη,±(E0,Π))ρ(Π;E0)
±J(Π;E0)e

−iE0(t−tout). (7.60b)

Note that the integral over p in equation 7.58a/b has cancelled with that in the definition

of J̌ in equation 7.45c/d. g
u/l
η,±(E,Π) has poles at

E0 = ∓
√
m2
e +Π2 + A

in/out
0 ± iη√

1 + (Π2/m2
e)

+O(η2), (7.61)

with residues ±me/
√
m2
e +Π2 + O(η). Therefore in the “in” case we capture the

negative energy pole, and in the “out” case we capture the positive energy pole. Taking η → 0+

ψin(Π; t) =
2πimeρ(Π;E

in
− (me,Π))√

m2
e +Π2

−J
in
me

(Π;−me; tin)

· exp
(
−i
[
−
√
m2
e +Π2 + eAin

0

]
(t− tin)

) (7.62a)

ψout(Π; t) =
2πimeρ(Π;E

out
+ (me,Π))√

m2
e +Π2

+Jout
me

(Π;−me; tout)

· exp
(
−i
[√

m2
e +Π2 + eAout

0

]
(t− tout)

)
,

(7.62b)

where we have used equation 7.40 to write the RHS. It is clear that this is in HS.T. as

a direct consequence of our assumption that the generalised eigenvectors projected onto times

t ≤ tin and t ≥ tout take values in HS.T. (7.28). It is also clear from equation 7.19 that it obeys

the Feynman boundary condition.
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7.2 The “Causal Propagator” of Fradkin, Gitman & Schvarts-

man

In this section it is shown that if we interpret FGS’s “causal propagator” (2.19) as a solver of

the inhomogeneous Dirac equation (as in equation 1.3), then it returns solutions of the inho-

mogeneous Dirac equation which satisfy the Feynman boundary condition. The relationship

between this result, and that given in section 6, is that between the use of the same Green’s

function to solve the homogeneous and inhomogeneous equation.

Define the “causal” solution to the inhomogeneous spacetime Dirac equation,

ψc(x) :=

∫
d4x′ Sc(x, x′)J(x′). (7.63)

Take the HS.T.-product of some f ∈ HS.T. with the causal solution at tin,

(f, ψc(tin))S.T. = −i
∑
l

∫
d4y Jl(y) ⟨0, out| ˆ̄ψH|l(y)

[
(f, ψ̂H(tin))S.T.

]
|0, in⟩

= −i
∑
l

∫
d4y Jl(y) ⟨0, out| ˆ̄ψH|l(y)Û(0, tin)

[
(f, ψ̂S)S.T.

]
|0, tin⟩

= 0 if f ∈ +Hme
S.T.,

(7.64)

where in the second line we have injected two pairs of 1 = Û †(0, tin)Û(0, tin) and in the

last line we have used equation 6.6a. At tout,

(f, ψc(tout)) = i
∑
l

∫
d4y Jl(y) ⟨0, out|

[
(f, ψ̂H(tout))S.T.

]
ˆ̄ψH|l(y) |0, in⟩

= i
∑
l

∫
d4y Jl(y) ⟨0, tout|

[
(f, ψ̂S)S.T.

]
Û(tout, 0)

ˆ̄ψH|l(y) |0, in⟩

= 0 if f ∈ −Hme
S.T..

, (7.65)

where in the third line we have used equation 6.6d. Due to the orthogonality of the

subspaces for real me, these are equivalent to the Feynman boundary condition.
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7.3 Three Other Equivalent Solution Forms

This section lists three other propagators and show that they return solutions of the inhomo-

geneous spacetime Dirac equation which obey the Feynman boundary condition

7.3.1 Schwinger’s Proper-time Propagator

Use equation 7.52 and the mathematical relation

1

x− iη
= i

∫ ∞

0

ds e−i(x−iη)s, x ∈ R, η > 0 (7.66)

to get

ψη(λ) = i

∫ ∞

0

ds e−i(me−iη)se−iλsJ(λ) =

[(
i

∫ ∞

0

ds e−i(me−iη)se−iĤP.T.s

)
J

]
(λ). (7.67)

The term in round brackets is Schwinger’s expression for his Green’s function (1.6)

in the diagonal basis, with an infinitesimal negative imaginary number inserted. Schwinger

inserted the infinitesimal negative imaginary number during calculations that would otherwise

explicitly return a divergence. Later authors [69] formalised this procedure, and say that the

expression is defined for negative imaginary mass, with the prescription that solutions for the

real mass are to be derived by then taking the limit of the imaginary component to zero,

perhaps after appropriate integrations. In this work this procedure is understood as returning

a functional solution to the Dirac equation with a domain smaller than HP.T., with action

⟨ϕ, ψ⟩ = lim
η→0+

(ϕ, ψη)P.T.. (7.68)
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7.3.2 The m2
e − iϵ Prescription and Continuation from Euclidean

Time

Consider a solution to the inhomogeneous spacetime Dirac equation with mass me that takes

values in HS.T. for t ≤ tin and t ≥ tout, before and after the source acts. At these times they are

just solutions to the homogeneous spacetime Dirac equation, so we can write, in the Hin/out,|Π̂|

representations according to equation 7.17,

ψin(Π; t) =
∑
±

±ψme(Π; t
′) exp

(
−i
[
±
√
m2
e +Π2 + eAin

0

]
(t− t′)

)
(7.69a)

ψout(Π; t) =
∑
±

±ψme(Π; t
′) exp

(
−i
[
±
√
m2
e +Π2 + eAout

0

]
(t− t′)

)
. (7.69b)

Now consider that we demand that these solutions are each analytic functions of me

in some open region, confined to the lower half complex plane, which has me as a limit point.

Further, we demand that in this region, no component grows exponentially. Theme dependence

in the ±ψme(Π; t
′) and ±ψme(Π; t

′) terms are here insignificant, so we can focus on the mass-

dependence in the exponential, which is in fact a dependence onm2
e. Specifically, we can enforce

this demand by asking that there exists an ϵ > 0 such that for all masses m2(δ) := m2
e − iδ, for

all δ ∈ (0, ϵ], the expression 7.69 does not grow exponentially as t→ ±∞. This is true iff

+ψme(Π; t ≤ tin) ≡ −ψme(Π; t ≥ tout) ≡ 0. (7.70)

Next, consider making the same demand, that the solution does not grow exponentially,

if we enact the replacement

t→ e−iϕt, ϕ ∈ (0, π/2]. (7.71)

So long as |eAin/out
0 | < me, this enforces exactly the same requirement. This is a version

of the idea that the causal solutions are to be derived by analytic continuation of solutions

for “Euclidean time” [234]. Both these requirements are therefore equivalent to imposing the
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Feynman boundary condition.

We have chosen to treat the Green’s function as a mapping from source profiles to solu-

tions of the inhomogeneous equation. That this is a reasonable approach is discussed in section

7.4.3.1. To show that our specific demands on the solutions with complex mass - that there is

no exponential growth - are equivalent to other author’s demands on the analytical properties

of Green’s functions would have to be done case-by-case. It is worth mentioning two of the

most common approaches here, though. First, less mathematically rigorous works that use the

“m2
e − iϵ prescription” often implicitly assume that the Green’s function can be represented

in Fourier space. This certainly implies that the homogeneous equation solutions it gives have

Fourier representations, which necessarily requires them to not have exponential growth. Sec-

ond, as specifically discussed in section 7.4.3.1, in more mathematically rigorous works based

on Euclidean time, Green’s functions are defined such that they must return tempered distri-

butional solutions to the inhomogeneous Dirac equation. Again, a lack of exponential growth

is a necessary condition for being a tempered distribution.

There is cause for caution here. To get the same boundary condition, we have needed to

demand that the actual solutions for imaginary mass or imaginary time obey certain constraints

on growth at infinity, not the terms of a perturbative series. If we were to demand that each

of the solutions that form the asymptotic series approximation to the correct solution do not

exponentially grow at infinity, then this would be neither necessary nor sufficient for their sum

to not exponentially grow at infinity. This explains Gitman’s observation [52] that FGS’s causal

propagator does not equal that derived by applying the m2
e− iϵ prescription to the perturbative

series expression of the propagator. In Feynman-diagrammatic terms, the important thing for

the m2
e− iϵ or Euclidian-time prescriptions to give the Feynman boundary condition is that the

“leg” connecting the input and output particles to infinity is treated as propagation under the

external field, not as a free propagator.
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7.4 Discussion

7.4.1 The Result

The principal result of this chapter is the demonstration that, for a broad class of external fields

(those satisfying the form (7.1)) and under reasonable mathematical assumptions, Schwinger’s

proper-time propagator, FGS’s causal propagator, and propagators derived by analytic con-

tinuation of the complexified mass or time all obey what we call the “Feynman boundary

condition”. This can loosely be stated as the requirement that they propagate positive-energy

solutions into the future and negative-energy solutions into the past. Under a further assump-

tion discussed in section 7.1.2.3, that there exists no solution to the homogeneous equation

which is wholly negative-energy at the initial time and wholly positive-energy at the final time,

this is a demonstration of the equivalence of all these propagators. To derive this result, we

have interpreted Schwinger’s operator relationship (1.6) as a statement relating the solutions

of two partial differential equations: the retarded solution to the inhomogeneous proper-time

Dirac equation (1.7) for a plane-wave driving source of proper-time frequency −me is a solution

of the inhomogeneous spacetime Dirac equation (1.3b) with mass me. When applied to fields

of form (7.1), this also gives a novel expression for this solution before the in-time and after

the out-time in terms of the decomposition of the source profile in the generalised eigenbasis

of ĤP.T. (7.62). This result might be of independent interest. We now discuss the two caveats

just mentioned, the class of external field and the mathematical assumptions made, in turn.

7.4.2 Conditions on the External Field

While Schwinger’s propagator and the proper-time method described in Section 7.1 have been

demonstrated to be wholly equivalent for any external field, the other three propagators consid-

ered have only been demonstrated as equivalent by their obedience of the Feynman boundary

condition. Their obedience of the Feynman boundary condition is contingent on the field satis-

fying the conditions (7.1), so equivalence has only been demonstrated for fields satisfying these

conditions. There are also some subtle distinctions in the conditions applied to some of the
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propagators, which we now discuss.

First, the continuation from Euclidean time and FGS’s causal propagator require |eAin/out
0 | <

me, such that the “negative energy” states genuinely all have negative energy and the “positive

energy” states all have positive energy. The proper-time method and the m2
e − iϵ prescription

do not. This is a technicality entangled with issues to do with the normalisation with respect

to the vacuum, and besides can be fixed by a partial gauge constraint.

More substantially, FGS’s causal propagator is only defined for times tout ≥ t ≥ tin.

Say the field used for FGS’s causal propagator is Aµ(x), and define

A′
µ(t,x; tin, tout) :=


Aµ(tout,x), t ≥ tout

Aµ(t,x), tout ≥ t ≥ tin

Aµ(tin,x), t ≤ tin.

(7.72)

A′
µ satisfies the conditions (7.1) if and only if A0(x) has no spatial variation at tin or

tout. Therefore, the solution derived using the proper-time method, the m2
e − iϵ prescription

and continuation from Euclidean time matches on this temporal region if we use the field

A′
µ(x; tin, tout) and A0(x) has no spatial variation at tin or tout. We can therefore, using equation

7.72, derive a solution using any of the former three methods that matches that derived using

FGS’s causal propagator on the region tout ≥ t ≥ tin with a field constrained only by a partial

gauge condition.

FGS derive a solution for all time by taking the limits tin → −∞, tout → ∞. We

therefore have

lim
tin→−∞, tout→∞

ψ[A′
µ(tin, tout)](x) = lim

tin→−∞, tout→∞
ψtin,toutFGS [Aµ](x), (7.73)

where ψtin,toutFGS [Aµ] returns the solutions to the inhomogeneous equation with the external

field Aµ(x) derived using FGS’s causal propagator with the given in and out times, and ψ[Aµ]

returns the solution derived by any other the other three methods. If Aµ(x) satisfies conditions

(7.1) for any finite tin and tout, then A
′
µ(x; tin; tout) = Aµ(x) for sufficiently large-magnitude tin

and tout, and hence we get equality of all four methods on all time,
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ψ[Aµ](x) = lim
tin→−∞, tout→∞

ψtin,toutFGS [Aµ](x). (7.74)

We have therefore demonstrated the equality of all four propagators for all fields that

obey the constraints (7.1) for all time. In this sense, equality has been proven for all “physical”

situations, in which we can confine the action of the external field to some finite time. The lim-

itation is important to state, though, since fields that do not obey condition (7.1) include such

important theoretical cases as the everywhere uniform electric field considered by Schwinger [6].

FGS prove equivalence in this specific case by direct calculation [12], though, so there is some

reason to suspect that the proper time and FGS propagators are equivalent in all cases. This

chapter’s result could be extended to cover this general case if we knew that the mapping from

external field profiles to inhomogeneous spacetime Dirac equation solutions, with fixed source

profile, was continuous, and hence

lim
tin→−∞, tout→∞

ψ[A′
µ(tin, tout)](x) = ψ[Aµ(x)]. (7.75)

7.4.3 Mathematical Assumptions

7.4.3.1 The Green’s Function is Well-Defined as a Mapping from Compactly Sup-

ported Source Profiles

We assume that the ascription of a (functional) solution to the inhomogeneous equation for

every source profile that is compactly supported in time defines the Green’s function well. There

is no single mathematical result that justifies this, since we are demonstrating the equivalence

of Green’s functions as used in literature which does not share a strict definition of what

mathematical object the Green’s function is. Schwinger’s definition of Ĝ as an operator on

the Hilbert space is insufficient, as even when looking at our restricted class of source profiles,

the solutions returned are not necessarily in the Hilbert space. To give the idea plausibility,

consider that in axiomatic treatments of QFT [234] the Green’s functions are often treated as

tempered distributions on R3⊕1⊗R3⊕1. In this case, we can use the Schwartz kernel theorem to

prove an isomorphism between this class and continuous linear mappings from source profiles
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in the Schwartz class to tempered-distributional solutions of the inhomogeneous equation [235].

The continuity of this mapping ensures that defining it on the compactly supported functions

defines it well on the Schwartz class, since the compactly supported functions are dense in the

Schwartz class.

7.4.3.2 Neglecting the m = ±iΠ Case in Section 7.1.2

All uses we make of our HS.T. representations in which Ĥ in/out
m for imaginary m is diagonal

proceeds from equation 7.31. Suppose in this equation, we set ϕin/out(Π;λ; t) = 0 for λ = ±iΠ.

This would only alter the LHS of the equation if iΠ or −iΠ were in the point spectrum of

ĤP.T.. Assuming this to be the case, for this alteration of the LHS to affect the Hilbert space

state that ϕin/out(Π; t) represents, we require ϕin/out(Π; t) to be altered on a region of finite

µin/out-measure. Since the point spectrum of ĤP.T. covers a region of Lebesgue-measure 0, the

only way for this to be the case would be if Π were in the point spectrum of Π̂in/out. Therefore,

the neglect of the case where m = ±iΠ can only matter if there exists a real number α which

is in the point spectrum of Π̂in/out, and ±iα is in the point spectrum of ĤP.T.. We therefore

must assume this not to be the case.

7.4.3.3 Other Assumptions

There are three further classes of substantial mathematical assumptions made in this chapter.

The first class is that two operators which are known to by symmetric, Π̂ and Ĥ2
P.T., are self-

adjoint, as mentioned in section 7.1.1. Proving that Hamiltonians with various potentials are

self-adjoint is a known, difficult problem in the case of non-relativistic quantum mechanics [236].

The extension of this work to the proper-time case would be substantial. The second class is

that the relevant solutions to the homogeneous and inhomogeneous spacetime Dirac equation

are equal to HS.T. states at times t ≤ tin and t ≥ tout (7.28), and that they do not grow

exponentially in the future or past. The third class is that we can exchange the order of various

infinite sums and integrals, as done to derive equations 7.26, 7.31, 7.33 and 7.45c,d.

These are all the sorts of assumptions that are frequently made implicitly in calculations

performed in the bra-ket formalism, where, respectively, unbounded operators are treated as
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operating on the whole Hilbert space, their eigenvectors are treated as if in the Hilbert space,

and integrals and infinite summations over ket-vector bases are manipulated symbolically as

finite summations. A significant reason it has been necessary to make them is that we have

used very little knowledge of ĤP.T.: in particular its spectrum and the properties of its gener-

alised eigenstates are largely unknown. A substantial work of functional analysis of ĤP.T. as an

operator on HP.T. would be needed to validate our assumptions, which would probably neces-

sitate some regularity constraints on the external field Aµ(x). This would act as an extension

of some of the results derived from functional analysis for putting regular quantum mechanics

on a mathematically rigorous footing [31,237] to Schwinger’s proper-time quantum mechanics.4

We have not supplied the proofs needed for this extension. We believe it is clear, though, that

the assumptions made are no more egregious than are commonplace in physics literature that

uses the bra-ket formalism, and in making its assumptions explicit acts as a derivation of some

plausible sufficient conditions for the validity of the proper-time method. The validation of

these assumptions, or the derivation of fewer or less restrictive assumptions, is a substantial

area for future work.

4This extension is non-trivial because, as a differential operator, ĤP.T. has very different properties to the
Hamiltonians considered in regular quantum mechanics: in particular, it is hyperbolic rather than elliptic.
Very roughly speaking, it is in general harder to prove regularity properties for functions related to hyperbolic
operators than elliptic operators.
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Conclusion

In chapter 3 we used simple, empirical cross-sections to derive “correction factors” for collision,

ionisation, de-excitation and recombination from free-electron/ion collisions that account for the

effects of special relativity on the free electron motion. The correction factors are closed-form

algebraic combinations of special functions, dependent on both temperature and the “reaction

threshold”, the parameter on which the empirical cross-sections are dependent. This expands

on existing correction factors, dependent on the temperature only and independent of cross-

section, which are derived only from the ratio of partition functions.

In chapters 4 and 5, we examined particle creation in a black-body field using Breit-

Wheeler and external field methods in the kBT ≫ mc2 regime. For Breit-Wheeler we found

a simple expression for the largest-scaling two terms, which scaled with log(kBT/(mec
2))T 4

and T 4. The log term is the only term that retains a dependence on the electron rest mass.

Using external field methods is more novel. We derived the relevant formal expressions, and

outlined how to exploit them with a procedure of representative sampling of external field

profiles. We then gave explicit results from a numerical procedure that simplifies these sampled

external fields as an ensemble of spatial Sauter pulses, and found that the pair-production rate

scales with T 4, though significantly surpasses the Breit-Wheeler rate for all temperatures above

kB/(mec
2) in relevant regimes.

Treating the black-body field as one-dimensional spatial Sauter pulses, though, is not

an assumption that can be rigorously justified, and as such we cannot draw strong conclusions

about the actual particle-production rate in a black-body from our model. An approximation
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as extreme as ours was needed for an analytical result for particle production. To get a figure

that could be seen as a legitimate estimate of the true value, it would be necessary to use

a numerical method to calculate particle production of the sampled external field profiles.

Though the full four-dimensional external field calculation is intractable, we could simplify

external fields that are much more complicated than the 1D Sauter pulse, and would capture

much more relevant physics. The fields could vary in two spatial dimensions and time, extend

over a larger spatial region, and could include a magnetic field component. (Though there

would be a trade-off between the number of fields we could sample and the complexity of

the applied fields modelled, given finite computational resources.) The obvious choice for a

numerical method would be a numerical integration of the Dirac equation (which has been

applied to both two-dimensional spatial variation [139] and rotating fields [150, 151]), though

the numerical worldline technique [82] provides an alternative. We are restricted, of course, by

the inapplicability of semiclassical methods in our regime.

There would remain problems even if the particle-production rate for each external

field could be calculated with complete accuracy, though. Even our formal method assumes

that the black-body field is a free field. In terms of the real and imaginary time evolution

mentioned in section 2.5, imaginary time evolution has been carried out without interactions.

We made the same approximation for Breit-Wheeler and the external field method, but it

makes somewhat less sense in the latter case. To see why, consider that Breit-Wheeler is the

lowest-order perturbative approximation. To include particle interactions in the definition of

the black-body would, essentially, mean including fermion-mediated interactions in determining

the Boltzmann factors of photon states. To include these particle reactions in addition to the

reactions that lead to pair-creation means working to a higher-order in perturbation theory.

Neglecting them is part of the truncation to lowest order in perturbation theory. External

field calculations, though, can include processes from all orders of perturbation theory: it

is restricted only by being a single loop. However, in this case, it seems likely that virtual

fermion exchanges, which alter the photon equilibrium state, and particle-creating real-fermion

production, could well both occur together at the one-loop level, and therefore neglecting

virtual-fermion interactions is a much more arbitrary truncation.
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Incorporating interactions in the definition of equilibrium within the external-field pic-

ture would be a substantial, exciting, novel development of theory. Broadly, as fermion in-

teractions in the time-evolution of the external field to one loop are incorporated by solving

the Dirac equation in real time, it seems likely that including interactions in the definition of

equilibrium would involve solving the Dirac equation in imaginary time.

This could be accompanied by a more thorough investigation of the process by the more

standard techniques developed for the study of thermal particle production. As described in

Ref [47, 181], different approximation schemes are appropriate for different momentum scales.

The total pair creation rate will span momentum scales, so a calculation of total particle creation

rate would need to be sensitive to this: standard perturbation theory is good when all external

momenta are hard, “HTL resummation” when all are soft. Applying these methods to the

black-body field is, in principle, a straightforward application of well-studied methods. The

details would be very involved, though, and much would need to be done from scratch, since

the case of the photon and electron fields out of equilibrium has not been much studied in the

thermal QFT formalism. Since these techniques include “resummation” of infinite orders of

perturbation theory, it is not remotely clear a priori whether or not they would capture the same

physics as the methods based on treating the black-body as an ensemble of external fields. If all

this could be achieved, then the theoretical grounding of the external-field method of treating

the black-body field would be strong, and perhaps at a stage where it would be worth seeking

extensions to areas beyond QED, where particle production (and other effects) in plasmas with

temperatures beyond the rest mass of the relevant particles are of more widespread concern,

such as photon production in the quark-gluon plasma [182, 183] or dark matter production in

the early universe [184–187].

In chapter 6, we used the “Bogoliubov transformation” formalism (section 2.2) to show

how C-valued solutions of the “Feynman-Cauchy” problem for the homogeneous Dirac equation

fit into QED with a background field. This means solutions which have a given positive-energy

component in the past, and a given negative-energy component in the future. This includes

a concise “interpretation” of the bispinor profiles, by which is meant a mapping from the

bispinor profiles that satisfy the Dirac equation to quantum-mechanical states, as well as a
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proof that taking correct inner products with the Dirac equation solutions can provide the

correct probability amplitudes for electron scattering, positron scattering, pair annihilation or

pair creation.

Chapter 7 achieved two main aims. First, it demonstrated the equivalence of four

causal propagators in a very broad class of vacuum-destabilising external fields, for which

equivalence had previously only been demonstrated in special cases. Second, it provided a new

formulation of Schwinger’s proper-time quantum mechanics, which is both more mathematically

rigorous, and conceptually novel: it replaces formal operator relations with relations between

solutions of differential equations. This work could be expanded in two directions. First,

part of what it set out to achieve is manifestly incomplete. The work uses the language of

rigorous mathematics, and makes statements which are well-defined, but it has not rigorously

proven its results. This is because the extension of mathematically rigorous formulations of

quantum mechanics, which acknowledge the difficulties of working with unbounded operators

on a Hilbert space, do not straightforwardly generalise to proper-time quantum mechanics. The

problem is difficult because the proper-time Hamiltonian, considered as a differential operator,

has very different mathematical properties to the regular Schrödinger Hamiltonian. The nature

of its generalised eigenbasis and spectrum are therefore unknown. Completing this task, of

extending rigorous mathematical formulations of non-relativistic quantum mechanics to proper-

time quantum mechanics, is a well-defined incomplete mathematical exercise.

Excepting the possibility that this exercise would prove the negative, and invalidate

Schwinger’s result, it is really a task of more mathematical than physical interest. There is,

perhaps, a way in which developing the work of chapter 7 could lead somewhere with potential

novel physical application, though. Where something like Schwinger’s proper-time has had

success in application is in the worldline formulation of effective actions [73–75], generalisable

to applications beyond external fields by its relation to the quantum effective action (the “back-

ground field method” [38–41] discussed briefly in section 2.1). This has all been formulated

in terms of Euclidian path integrals, though, which is a starkly contrasting formulation to our

relations between real-time differential equations. Therefore, it seems likely that the way to

apply our rigorous formulation of the proper-time method in terms of differential equations to
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an actual physics problem would be to relate it to the effective action, which could provide al-

ternative evaluation methods to the Euclidean path integrals currently in wide use. Schwinger’s

expression for the effective action can be written

W (1) = i

∫ −mec

dλ Tr[Ĝλ]. (8.1)

In terms of inhomogeneous differential equations, Tr[Ĝλ] is calculated by taking the sum

of the inner product of some complete basis of source profiles {Ji(x)}i, with the corresponding

solutions of the inhomogenous proper-time Dirac equation, ψ[J ](τ ;x), (i∂τ − Ĥ)ψλ[J ](τ ;x) =

−J(x)e−iλτ obeying the correct (Feynman) boundary condition,

W (1) = i

∫ −mec

dλ
∑
Ji

(Ji, ψλ[Ji](τ = 0))P.T.. (8.2)

Could this expression be useful for calculations? We can only say “possibly”. If we knew

that some small number of source profiles dominated the sum, for instance, then it is likely that

some sort of numerical method or analytical approximation would work. It is also possible that

some natural expression in terms of differential equation solutions could be discovered without

the formal integration with respect to the mass. In general, this gives an entirely different

mathematical formulation of the effective action than the usual path integrals, with its own

possibilities of useful simplifications and estimates. It is, though, impossible ahead to time to

know what these possibilities might really be, or if they are practically realisable.
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Appendix A

The Quantum Effective Action in a

Background Field

This appendix derives equation 2.8. The argument used is a straightforward generalisation of

that given in Ref [40, 41], with adjustments to include explicit field profiles at the boundaries

at finite times. Consider the partition functionals between particular field profile ϕi(tin) at tin

and ϕi(tout) at tout. They can be written in the path-integral formalism, for the theories with

and without an external field, as, respectively,

Z[J ;ϕ′
out, ϕ

′
in] :=

∫ ϕ′(tout)=ϕout

ϕ(tin)=ϕ
′
in

Dϕ ei(S[ϕ]+J ·ϕ) (A.1a)

Z̃[B, J ;ϕout, ϕin] :=

∫ ϕ(tout)=ϕout

ϕ(tin)=ϕin

Dϕ ei(S[ϕ+B]+J ·ϕ). (A.1b)

where it is understood that J · ϕ :=
∫
d4x

∑
i Ji(x)ϕi(x). From these, we define the

generator of connected graphs, with and without the background,

W [J ;ϕ′
out, ϕ

′
in] :=− i lnZ[J ;ϕ′

out, ϕ
′
in] (A.2a)

W̃ [J ;ϕout, ϕin] :=− i ln Z̃[B, J ;ϕout, ϕin], (A.2b)

and the quantum effective action, the generator of 1PI graphs,
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Γ[ϕ̄;ϕ′
out, ϕ

′
in] :=W [J ;ϕ′

out, ϕ
′
in]− J · ϕ̄ (A.3a)

Γ̃[ϕ̃;ϕout, ϕin] :=W̃ [B, J̃ ;ϕout, ϕin]− J̃ · ϕ̃, (A.3b)

where

ϕ̄ =
δW

δJ
and ϕ̃ =

δW̃

δJ̃
. (A.4a)

We can, in equation A.3, imagine either that ϕ̄/ ϕ̃ are both functionals of J/J̃ , or that

J/J̃ are functionals of ϕ̄/ϕ̃. It is the standard assumption of the Legendre transform that these

functionals are invertible. We now set ϕ′
out/in = ϕout/in +B and shift the variable of integration

in equation A.2b from ϕ→ ϕ−B, such that

Z̃[B, J ;ϕout, ϕin] = Z[J ;ϕout +B, ϕin +B]e−iJ ·B. (A.5)

Taking a logarithm of this equation gives

W̃ [B, J ;ϕout, ϕin] = W [J ;ϕout +B, ϕin +B]− J ·B. (A.6)

Differentiating this with respect to J gives

ϕ̃[B, J ;ϕout, ϕin] = ϕ̄[J ;ϕout +B, ϕin +B]−B. (A.7)

Because, for fixed B and in and out fields, the functionals ϕ̃[J ] and ϕ̄[J ] are invertible,

we can write this relation instead as

J̃ [B, ϕ̃;ϕout, ϕin] = J [ϕ̃+B;ϕout +B, ϕin +B]. (A.8)
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Therefore

Γ̃[B, ϕ;ϕout, ϕin] = Γ[ϕ+B;ϕout +B, ϕin +B]. (A.9)

Summing over in and out states formed as linear superpositions of field eigenstates gives

the desired result (2.8).



Appendix B

A Toy Model for the Correction Factor

This appendix explains, using a toy model, why the inverse ratio of two partition functions of

two systems can form an estimate for the ratio of the expectation values of a thermodynamic

quantity measured in the two systems. Consider measuring the expectation value of a quantity

v in two thermodynamic systems, A and B. Both of these systems can be in any of a set of

microstates, labelled i = 1, ..., N , with value v = vi, with Boltzmann factors pA/B,i. Call their

partition functions

ZA/B =
N∑
i=1

pA/B,i. (B.1)

Suppose that pA,i = pB,i if vi ̸= 0. Then, the ratio of expectation values for v measured

in system A over system B is

R =
Z−1
A

∑N
i=1 pA,ivi

Z−1
B

∑N
i=1 pB,ivi

=
ZB
∑N

i=1 pA,ivi

ZA
∑N

i=1 pA,ivi

=
ZB
ZA

.

(B.2)

The ratio of the thermodynamic quantity in the two systems will therefore precisely

equal the inverse ratio of partition functions if the non-normalised Boltzmann factors for mi-

crostates in the two systems are equal for all microstates with non-zero values of the quantity.

It will form an approximate estimate of the true ratio if this is approximately true. In the case

where system A describes the relativistic physics of a system, while B describes the classical

physics, the inverse ratio of partition functions will form a good estimate of the correction
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factor if the states that contribute most to the thermodynamic quantity all have energy in the

non-relativistic regime.



Appendix C

Pair-Production in a Temporal Sauter

Pulse

Adorno et al. [102] find, for an electric field with profile

E(t) = E0 sech2(ωct), (C.1)

that the pair-creation rate for a given mode of momentum px in the direction of the

applied field is

N cr
n =

sinh{πcℏ−1ω−1
c [eE0ω

−1
c + 1

2
(ω+ − ω−)]} sinh{πcℏ−1ω−1

c [eE0ω
−1
c − 1

2
(ω+ − ω−)]}

sinh(πcℏ−1ω−1
c ω+) sinh(πcℏ−1ω−1

c ω−)
(C.2)

where

ω± :=
√

(px ∓ ω−1
c eE0)2 + p2⊥ +m2c2. (C.3)

We now define

κ =
pxωc
eE0

, Ω± =
√

(κx ∓ 1)2 + κ2⊥ + γ2

γ =
mcωc
eE0

, λ =
cπeE0

ℏω2
c

.

(C.4)

Note that N cr
n = N cr

n (κ, γ), such that we can write the total pair production per unit

160



161

spatial volume,

n =
m3

4π2
γ−3

∫ ∞

0

d(κ2⊥)

∫ ∞

−∞
dκx N

cr
n (κ;λ, γ). (C.5)

This can be rewritten, for ease of computation,

n =
m3

4π2
γ−3

∫ ∞

γ2
dΩ+

∫ √
4+4

√
Ω2

+−γ2+Ω2
+√

4−4
√

Ω2
+−γ2+Ω2

+

dΩ− Ω+Ω−N
cr
n (λ,Ω+,Ω−). (C.6)

The inner integral can be computed analytically and the outer numerically. The locally-

constant field approximation to the total particle production rate can be written

nLCFA =
(eE0)

2

4π3cℏ2

∫ ∞

−∞
dt sech4(ωct) exp

(
−πES
E0

cosh2(ωct)

)
=

(eE0)
2

4π3cℏ2ωc

(
πES
E0

)2 ∫ ∞

πES/E0

du
1√

u− πES/E0 u5/2
e−u

=
m3c3

3π2ℏ3
λ−1γ−3

[
1 +O

(
πES
E0

)]
,

(C.7)

where the last line can be demonstrated using the first term of a Taylor expansion of

e−u, noting that its remainder ∼ −1 for large u. Putting in parameters appropriate to the

black-body, using equations 5.1 and 5.2, we find that γ → 0 as as kBT grows much larger than

mec
2, and

λ =
πceEbb

ℏω2
c,bb

=
π

β̃2
c

√
8π3α

15
. (C.8)

This is constant with temperature and of order of magnitude ∼ 1. The ratio of equation

C.6 over equation C.7 for γ = 0 is plotted in figure C.1. We can see, first, that large λ

corresponds to the locally-constant limit, and second, that the exact result only ever exceeds

the locally-constant approximation, n ≥ nLCFA for all λ when γ = 0.
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Figure C.1: Ratio of particle production rate in a temporal Sauter pulse external field over
the locally-constant field estimate for γ = 0. Note that the the x-axis is logarithmic while the
y-axis is not. The ratio approaching one as λ grows corresponds to the locally-constant field
approximation being accurate in this limit.



Appendix D

The Feynman-Cauchy Problem from

FGS

In this appendix we show that equation 6.15 agrees with FGS’s results [12]. We restrict attention

to electron scattering and pair annihilation for brevity; the method for positron scattering and

pair creation is very similar. We first note that FGS’s G( ξ| χ) matrices (2.24) act as solvers

of the advanced and retarded Dirac equation in the following sense. First, consider a general

bispinor profile fl(x), and denote its components in FGS’s in and out bases as

fl(x) =
∑
α,±

±fα(t) ±φα(x) (D.1a)

=
∑
α,±

±fα(t)
±φα(x). (D.1b)

If we write ±fα and ±fα as column vectors, and assembled the matrix

G =

G(+|+) G(+|−)

G(−|+) G(−|−)

 , (D.2)

then we have the relations
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+f

−f

 = G

+f

−f

 ,

+f

−f

 = G†

+f

−f

 , (D.3)

i.e. G can be used to solve the advanced and retarded Dirac equation, with components

in two different bases at the in and out times. Now take fl(x) to be fin defined in equation

6.13, with components { ±fin,α(t)}±,α or { ±fin,α(t)}±,α. Equations D.3 and 2.25 give

+f(tin) = G(+|+) +f(tout) +G(+|−) −f(tout) (D.4a)

−f(tin) = G(−|+) +f(tout) +G(−|−) −f(tout) (D.4b)

but since −fin ≡ 0,

+fin(tout) = G−1(+|+) +fin(tin)(tin) (D.5a)

−fin(tin) = G(−|+) +fin(tout) = G(−|+)G−1(+|+) +fin(tin)(tin). (D.5b)

Write an output electron profile as +gl(x). Then we have

( +g, fin(tout)) = ( +g, +P̂mfin(tout))

=
∑
αβ

+g∗βG
−1(+|+)βα +fin,α(tin).

(D.6)

Write an input positron profile as −gl(x). Then we have

( −g, fin(tin)) = ( −g, −P̂
mfin(tin))

=
∑
αβ

−g
∗
β

[
G(−|+)G−1(+|+)

]
βα +fin,α(tin).

(D.7)

Relating these to FGS’s expressions 2.26a,c, we see that 6.15a,b is equivalent to FGS’s

expression, though in a basis-independent form.



Appendix E

Complex Fourier Analysis

The methods in this subsection are guided closely by Ref. [238], chapter 19. Following its

notation, we label the real-variable we are transforming in this section t, the real Fourier

variable x, and the complex variable z = x + iy. We can write the complex Fourier transform

as

f(z) =

∫
R
dt eiztF (t). (E.1)

We write a real Fourier transform and its inverse as

Fx,t[G(t)] =

∫ ∞

−∞
dt eixtG(t) (E.2)

F−1
t,x [g(x)] =

1

2π

∫ ∞

−∞
dx e−ixtg(x). (E.3)

Suppose F l(t) is supported only on (−∞, A), and F u(t) only on (B,∞), with A > 0,

B < 0. fu/l(z) is the complex Fourier transform of these functions. Both functions are square-

integrable, and by the Placherel theorem,

∫ ∞

−∞
dt |F u/l(t)|2 =

∫
R
dx |fu/l(x)|2 = C > 0. (E.4)

By the Paley-Weiner theorems, we know that fu/l(z) is analytic on the upper/lower half

complex plane. Now, define the inverse Fourier transform along some horizontal line defined
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by y constant as

f̃y(t) =
1

2π

∫ ∞

−∞
dx e−ixtf(x+ iy) = F−1

t,x [f(x+ iy)] (E.5)

and write

f(x+ iy) =

∫ ∞

−∞
dt ei(x+iy)tF (t) = Fx,t[e

−ytF (t)] (E.6)

to give

f̃y(t) = F−1
t,x [Fx,t[e

−ytF (t)]] = e−ytF (t). (E.7)

Now consider

∫ ∞

−∞
dx|fu/l(x+ iy)|2 =

∫ ∞

−∞
dt |F−1

t,x [f
u/l(x+ iy)]|2

=

∫ ∞

−∞
dt |f̃u/l

y (t)|2 =
∫ ∞

−∞
dt e−2ty|F u/l(t)|2

≤


e−2AyC, l case, y < 0

e−2ByC, u case, y > 0,

(E.8)

where in the first line we have used the Plancherel theorem, in the second we have used

equation E.7 and in the third we have used the known support of F u/l(t) to extract a maximum

value of e−2ty and used equation E.4. Now write

∫ ∞

−∞
dx |fu/l(x+ iy)e−it(x+iy)|2 = e2yt

∫ ∞

−∞
dx |fu/l(x+ iy)|2

≤


e2(t−A)yC, l case, y < 0

e2(t−B)yC, u case, y > 0.

(E.9)

Next, write the interval Iuy = [y, 0], with y < 0 assumed, and I ly = [0, y], with y > 0

assumed. Then define the positive integral

Λu/l(α; y) :=

∫
I
u/l
y

du |fu/l(α + iu)e−it(α+iu)|2. (E.10)
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Now consider

∫ ∞

−∞
dα Λu/l(α; y) =

∫
I
u/l
y

du

(∫ ∞

−∞
dα |fu/l(α + iu)e−it(α+iu)|2

)
, (E.11)

where Fubini’s theorem allows us to change the order of the integral. We can now use

equation E.9 to get

∫ ∞

−∞
dα Λl(α; y) ≤ C

∫
Ily

du e2(t−A)u =
C

2(t− A)

(
1− 2e2(t−A)y

)
(E.12)∫ ∞

−∞
dα Λu(α; y) ≤ C

∫
Iuy

du e2(t−B)u =
C

2(t−B)

(
1− e2(t−B)y

)
. (E.13)

Therefore for every fixed y, Λu/l(α, y) is an integrable function of α on the real line.

This means that there exists a sequence, {γj ∈ R}j, such that as j → ∞ [?],

γj → +∞, Λu/l(γj, y) = 0. (E.14)

Define Γu
α,β as the anticlockwise rectangular contour with corners at (±α, 0), (±α, β),

α, β ∈ R+, which does not include the real line. Define, similarly, Γl
α,β as the clockwise contour

with corners at (±α, 0), (±α,−β) which does not include the real line. Also suppose the

function hu/l(z) has bounded absolute value |hu/l(z)| as |z| → ∞ on the upper/lower complex

plane, and is meromorphic on the upper/lower complex plane. Then we can write

∫
Γl
γj,β

|dz| |hl(z)f l(z)e−izt|2 ≤ SupΓl
γj,β

(
|hl(z)|2

)
·(∫ γj

−γj
dx |f l(x− iβ)e−it(x−iβ)|2 + Λl(γj,−β) + Λl(−γj,−β)

) (E.15)

∫
Γu
γj,β

|dz| |hu(z)fu(z)e−izt|2 ≤ SupΓu
γj,β

(
|hu(z)|2

)
·(∫ γj

−γj
dx |fu(x+ iβ)e−it(x+iβ)|2 + Λu(γj, β) + Λu(−γj, β)

)
.

(E.16)

If we take j → ∞, then the second two terms in the brackets vanishes by equation E.14.
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If we then take β → ∞ then the first term vanishes by equation E.9, so long as t < B in the

“u” case and t > A in the “l” case.. Sup
Γ
u/l
γj,β

(
|hu/l(z)|2

)
stays finite by assumption, and hence

lim
β→∞

lim
j→∞

∫
Γ
u/l
γj,β

|dz| |hu/l(z)fu/l(z)e−izt|2 = 0. (E.17)

Therefore, there exists a way of taking Γu/l to be an infinite rectangular contour in the

upper/lower half plane excluding the real line, such that

∫
Γu/l

dz hu/l(z)fu/l(z)e−izt = 0, (E.18)

and hence, by the residue theorem,

∫
R
dz hu/l(z)fu/l(z)e−izt = ±2πi

∑
z0∈poles

f(z0)Res(h
u/l(z0)), (E.19)

if t < B in the “u” case and if t > A in the case “l” case. ± = +/− in the “u/l” case,

and the z0 sum runs over poles in the upper/lower half plane.
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The ± Components of a Source

Supported on Finite Time

Consider equation 7.57a. Define

±J
in(Π; t) :=

∫
R
dE ±J̌(Π;E)e

−iE(t−tin), (F.1)

and define ±J(t) as the t-dependent vectors in HS.T. for which ±J
in(Π; t) are represen-

tations. In this appendix we argue that if the support of J(t) is in the interval (tin,∞), then

the same is true of both ±J(t) individually. Consider

ĤP.T. : ±J
in(Π, t) 7→ ±J

′in(Π, t) =±
∫
R∪I+in

dµin
Ê,Π

(E) λu(Π, E) ±J(Π;E)e
−iE(t−tin)

=±
∫
R
dE λu(Π, E) ±J̌(Π;E)e

−iE(t−tin),

(F.2)

where in the first line we have used the notation of equation 7.40, and in the second line

that of equation 7.45, with gu(E) = λu(Π, E). A Paley-Wiener theorem says that a function’s

Fourier transform is of exponential type tin in the upper half-plane if and only if its support is

within (tin,∞) [238]. λu(Π, E) is of exponential type 0, so λu(Π, E)
∑

±± ±J̌(Π;E) is of the

same exponential type as
∑

±± ±J̌(Π;E), and hence [ĤP.TJ ](t) is supported in (tin,∞) if and

only if
∑

±± ±J(t) is.
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If J(t) = 0 at some t, then +J(t) = −−J(t), and therefore
∑

±± ±J(t) = 2 +J(t) =

−2 −J(t). Therefore if J(t) = 0 and either +J(t) ̸= 0 or −J(t) ̸= 0 at a particular t, then∑
±± ±J(t) ̸= 0. Therefore, if J(t) is supported in (tin,∞), and +J(t) or −J(t) is not, then

[ĤP.T.J ](t) is also not supported in (tin,∞). But if ĤP.T. acts on a profile that equals zero in

some open interval that includes t, it must return zero, since it is a local differential operator

of finite order. Therefore, if J(t) = 0 in any open region, both its ± components must also,

±J(t) = 0. Applied to the open interval (−∞, tin), this gives the desired result. The result for

the “out” representation proceeds analogously.



Appendix G

The Time-Translation Operator of the

Dirac Equation

We here prove that the classical initial value problem for the Dirac equation with an complex

mass is well-posed: any initial value gives one and only one classical solution. To do this, we

write the Dirac equation in the form

∂tψ = (Â+ B̂)ψ (G.1a)

Â := −γ0Π̂in/out − iA
in/out
0 , B̂ := −imγ0, (G.1b)

and use known results from semigroup operator methods for solving evolution equations,

specifically as presented in Ref. [239], chapter 12.1-2. The classical initial-value problem gives

a unique classical solution if Ĉ := Â+ B̂ is an infinitesimal generator for a strongly continuous

semigroup, T̂m(t). We write of such an operator,

Ĉ ∈ G(M,ω) iff ||T̂m(t)|| ≤Meωt, M, ω ∈ R. (G.2)

Any operator that is skew-adjoint is in G(1, 0). This is true of Â always, and Â+ B̂ iff

m is real. If m is not real, we can use the result that if Â ∈ G(1, ω) and B̂ is bounded, with

||B̂|| = |m|, then Â+ B̂ ∈ G(1, ω + |m|), or in this case, Â+ B̂ ∈ G(1, |m|).
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production in oscillating electric fields with double-pulse structure. Phys. Lett. B, 793:85–

89, 2019.

[136] M. Jiang, W. Su, Z. Q. Lv, X. Lu, Y. J. Li, R. Grobe, and Q. Su. Pair creation enhance-

ment due to combined external fields. Phys. Rev. A, 85:033408, Mar. 2012.

[137] L. Wang, B. Wu, and B. S. Xie. Electron-positron pair production in an oscillating sauter

potential. Phys. Rev. A, 100:022127, Aug. 2019.

[138] X. X. Zhou, C. K. Li, N. S. Lin, and Y. J. Li. Electron-positron pair creation induced by

two sequential short pulses. Phys. Rev. A, 103:012229, Jan. 2021.

[139] I. A. Aleksandrov, G. Plunien, and V. M. Shabaev. Electron-positron pair production

in external electric fields varying both in space and time. Phys. Rev. D, 94:065024, Sep.

2016.
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[151] A. Wöllert, H. Bauke, and C. H. Keitel. Multi-pair states in electron–positron pair

creation. Phys. Lett. B, 760:552–557, 2016.

[152] A. Blinne and E. Strobel. Comparison of semiclassical and wigner function methods in

pair production in rotating fields. Phys. Rev. D, 93:025014, Jan. 2016.



BIBLIOGRAPHY 185

[153] E. Strobel and S. S. Xue. Semiclassical pair production rate for rotating electric fields.

Phys. Rev. D, 91:045016, Feb. 2015.

[154] S. P. Kim and D. N. Page. Schwinger pair production in electric and magnetic fields.

Phys. Rev. D, 73:065020, Mar. 2006.

[155] S. P. Kim and D. N. Page. Improved approximations for fermion pair production in

inhomogeneous electric fields. Phys. Rev. D, 75:045013, Feb. 2007.

[156] H. Kleinert, R. Ruffini, and S. S. Xue. Electron-positron pair production in space- or

time-dependent electric fields. Phys. Rev. D, 78:025011, July 2008.
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[170] C. Schneider and R. Schützhold. Dynamically assisted sauter-schwinger effect in inhomo-

geneous electric fields. J. High Energy Phys., 2016(2):164, Feb. 2016.

[171] G. Torgrimsson, C. Schneider, and R. Schützhold. Sauter-schwinger pair creation dynam-
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[220] M. Bluhm, B. Kämpfer, R. Schulze, and D. Seipt. Qcd equation of state: Physical

quark masses and asymptotic temperatures. Prog. Part. Nucl. Phys., 62(2):512–517,

2009. Heavy-Ion Collisions from the Coulomb Barrier to the Quark-Gluon Plasma.

[221] R. C. Bourret. Coherence properties of blackbody radiation. Nuovo Cimento, 18(2):347,

1960.

[222] C. L. Mehta and E. Wolf. Coherence properties of blackbody radiation. i. correlation

tensors of the classical field. Phys. Rev., 134:A1143–A1149, June 1964.

[223] L. Mandel and E. Wolf. Optical Coherence and Quantum Optics. Cambridge University

Press, 1995.



BIBLIOGRAPHY 191

[224] H. Gies and G. Torgrimsson. Critical Schwinger pair production. Phys. Rev. Lett.,

116(9):090406, 2016.

[225] H. Gies and G. Torgrimsson. Critical schwinger pair production. ii. universality in the

deeply critical regime. Phys. Rev. D, 95:016001, Jan. 2017.

[226] V.N. Baier and V.M. Katkov. Concept of formation length in radiation theory. Phys.

Rep., 409(5):261–359, 2005.

[227] M. D’Onofrio and K. Rummukainen. Standard model cross-over on the lattice. Phys.

Rev. D, 93:025003, Jan. 2016.

[228] O. Klein. Die reflexion von elektronen an einem potentialsprung nach der relativistischen

dynamik von dirac. Z. Phys., 53(3):157–165, Mar. 1929.

[229] A. Hansen and F. Ravndal. Klein’s Paradox and Its Resolution. Phys. Scripta, 23:1036,

1981.

[230] J. von Neumann. On rings of operators. reduction theory. Ann. Math., 50(2):401–485,

1949.

[231] M. H. Mortad. Unbounded operators: (square) roots, nilpotence, closability and some

related invertibility results, 2020.
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