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ABSTRACT 

Multiphysics Simulation of Fire inside a Cavity of a 

Flammable Facade 

by 

Benjamin KHOO Sheng Yeong 

Doctor of Philosophy in Mechanical Engineering 

Imperial College London, 2022 

Supervised by Prof. Guillermo Rein 

The facade system is highly complex and requires achieving multiple objectives to 

provide occupants with a safe and comfortable environment. Any attempt to improve these 

objectives, such as aesthetic, thermal or acoustic insulation, could potentially affect the fire 

safety of the facade system. This is especially true as novel materials were introduced over 

the last decades, resulting in an ongoing rise in facade fires. Researchers have observed 

that a narrow cavity in a facade system encourages rapid facade fire spread. Unfortunately, 

there is little knowledge of quantifying the impact of cavities on a facade fire. 

Computational Fluid Dynamics (CFD) fire simulation represents an excellent tool to 

complement experimental studies on fire inside a narrow cavity of a flammable facade. 

Cavity fire is a multiphysics phenomenon, and all physics, i.e. fluid flow, heat transfer, 

buoyancy, combustion and pyrolysis involved in the model must be coupled step-by-step for 

a narrow cavity fire scenario to ensure model reliability. This thesis provides a step-by-step 

development of a CFD simulation for a narrow cavity fire. We split the facade cavity fire 

into six different scenarios with increasing complexity and validated the model against 

experimental data in the literature to limit the compensation effect. The compensation 

effect is the concept where similar results could be obtained by varying two or more 

parameters. We studied how cavity barriers affect fire dynamics and performed parametric 

studies to quantify the impact of both material properties and cavity width on fire dynamics 

inside a cavity of a flammable facade. This work demonstrates that modelling represents a 

powerful tool to aid in understanding facade cavity fire to improve building fire safety. 
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PREFACE 

This thesis contains 7 Chapters. Chapter 1 provides an introduction and context to the 

thesis. Chapter 7 provides an overall conclusion to the thesis. The other chapters are either 

based on a published manuscript, submitted manuscript or partially completed manuscript 

that will be submitted for publication. 

 

Chapter 2 is based on the published article to SFPE magazine: 

B. Khoo, G. Rein, Building Fire Protection layers – How They Failed in the 1973 

Summerland Fire, Fire Protection Engineering, (93), (ISSN 1524-900X)   

 

Chapter 3 is based on a submitted paper to Fire Technology: 

B. Khoo, W. Jahn, M. Bonner, P. Kotsovinos, G. Rein, Step-by-Step Development of 

Multiphysics Simulation in a Narrow Cavity fire. 

 

Chapter 4 is based on a submitted paper to Fire Technology: 

B. Khoo, W. Jahn, M. Bonner, P. Kotsovinos, G. Rein, Step-by-Step Development of 

Multiphysics Simulation in a Narrow Cavity fire. 

 

Chapter 5 is based on a paper in progress: 

B. Khoo, W. Jahn, P. Kotsovinos, G. Rein, Effect of Cavity Barriers inside the Narrow 

cavity of a Facade. 

 

Chapter 6 is based on a paper in progress: 

B. Khoo, W. Jahn, P. Kotsovinos, G. Rein, Addition of Pyrolysis Model inside the Narrow 

Cavity of a Flammable Facade. 

 



1 

 

Chapter 1  

Introduction to Facade Cavity Fires 

1.1 Motivation and Background 

Building facades are often one of the most expensive and complex components in a 

building and can cost up to 25% of the total cost [1]. This is due to the multiple objectives it 

needs to achieve to provide an aesthetically pleasing, comfortable, and safe environment. 

Unfortunately, these objectives are not independent, and improving one objective can often 

negatively impact another. As a result, practitioners often struggle to optimise all objectives 

required of a facade design.  

A major concern for practitioners is the fire safety of a facade system. Fire can spread 

externally from one storey to another through the “leap frog” effect. The “leap frog” effect 

refers to a mechanism where a fully developed fire from lower storeys ignites combustible 

material behind the upper storey window. This would result in flame spreading to the 

upper storey, and once the fire is fully developed in the upper storey, the same mechanism 

repeats itself to spread fire to the next storey. However, as it takes time for the flame to 

develop and spread to the next storey, rapid flame spread via the ‘leap frog’ mechanism is 

often limited. Another mechanism for flame spread over the building facade is through 

combustible materials on the facade [2]. This occurs when flames ignite the combustible 

facade and can spread along the building facade. As a result, the fire could spread to 

multiple storeys simultaneously, severely compromising one of the six layers of building fire 

protection: compartmentation (limit fire spread from the room of origin), as shown in Figure 

1.1. The failure of compartmentation could endanger occupants in a high rise as the time 

available for the building to be evacuated and for the fire brigade to intervene is drastically 

reduced. 
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Figure 1.1 Example of two different external flame spread mechanisms. A combustible exterior enables 

secondary fires to spread rapidly across several storeys within a short time. (Source BRE [3])  

 According to Bonner et al. [4],  facade fires involving flame spread have increased in 

recent years, with an annual average of 4.8 fires worldwide. In addition, they have also 

found that these fires are often more severe in modern facades because facade systems are 

becoming more flammable [5]. Historically, flame spread via building exteriors is minimised 

by restricting combustible material on the exterior walls to only buildings below 18 m[6]. 

However, since the energy crisis in the 1970s, buildings have been encouraged to have high 

heat insulating value to improve energy efficiency. This has increased pressure on 

regulators to change the building code to permit better-performing but combustible 

insulations on the exteriors of highrise buildings. To accommodate combustible materials 

on the building exterior without compromising safety, building codes around the world 
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often require the facade system to pass relevant facade tests [7]. However, these tests can 

be unreliable and may not represent a realistic fire scenario as the test assumes the facades 

would be installed without mistakes and also does not require weak points such as vents 

and ducts to be evaluated [8]. 

It is not unusual that a building requires several facade configurations to achieve 

specific objectives, such as achieving a certain aesthetic or improving lighting comfort. In 

such cases, the fire safety of each configuration would need to be evaluated individually 

with a large-scale fire test, and the cost could run up to hundreds of thousands of pounds. 

To reduce the number of large-scale facade tests, approval for some configurations could be 

obtained via assessment using previously tested systems with a similar configuration. After 

the Grenfell Tower fire in 2017, there has been much discussion on the suitability of 

approving facade systems based on these assessments. These assessments, also known as 

“Desktop Studies”, are often performed based on expert judgment. These assessments are 

criticised because they lack clarity on when they can be used and who is qualified to make 

them [4]. Furthermore, details on those who made the assessment are often not made 

public, even to the relevant authority. After the 2017 Grenfell fire, an independent review 

of the building regulation in the UK resulted in no combustible materials and desktop 

studies allowed for  building facades for new buildings over 18 m containing flats, hospitals, 

and care premises in the UK [9, 10]   

One of the key reasons that desktop studies are unreliable is the lack of established 

theories on fire dynamics on building facades. Instead, experts had to rely on their 

experience, which has no rigorous scientific basis when making these assessments. As a 

result, achieving consistent assessments is challenging. The banning of desktop studies has 

stopped unsafe facades from being installed on newer buildings. However, the lack of 

scientific literature on facade fires remains an obstacle for practitioners to design safe 

facades consistently. Therefore, improving our understanding of facade fire dynamics may 

be essential in improving facade fire safety. In this work, the focus will be placed on 

understanding the fire dynamics on the rainscreen facades.  
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1.2 Difficulty in predicting  rainscreen facade flammability 

One popular facade system is the rainscreen facade, where the most basic build-up 

consists of cladding, cavity, and insulation, as shown in Figure 1.2. The cladding refers to 

the outermost layer of the rainscreen facade, which protects the insulation from 

environmental damage and provides aesthetics to the building. The cladding can be made 

up of various materials such as metal, composite, polymer or a combination of the three 

materials. Depending on the makeup of the panels, the cladding can sometimes be 

combustible and promote flame spread via the building’s exterior. An example of 

combustible cladding is the polyethylene aluminium composite panel (PE ACP), where 

polyethylene is sandwiched between two aluminium panels to provide a light and rigid 

structure.  

 

Figure 1.2 The most basic setup of the rainscreen facade consists of cladding, insulation and substrate. 

Weather-resistant barriers and vapour barriers may be introduced to improve lifespan and performance. [4] 

The cavity is essential in allowing air to ventilate and remove moisture from the 

insulations, prolonging the insulations’ lifespan by reducing degradation by water damage. 

However, a facade cavity may introduce an alternative path for spreading fire and smoke 

on a building [11–13]. Studies have also found that as flames enter a facade cavity, the 
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pressure difference inside and outside the cavity induces the chimney effect, which 

increases the upward buoyant flow. This process can extend the flame height by up to ten 

times, breaching building compartmentation even when the facade system is constructed 

with non-combustible materials [4, 14]. In addition, as the cavity width reduces, the heat 

flux on both cladding and insulation increases due to re-radiation, increasing fire spread 

risk. A cavity also allows fires to be concealed within it until it is well developed, reducing 

the time for occupants to evacuate, as observed in the Summerland Fire [15].  

The insulation is the facade system component that provides improved heat insulation to 

the building. As aforementioned, the 1970s oil crisis resulted in demands for more energy-

efficient buildings. This increased the drive to install insulation on newer buildings and to 

retrofit older ones with insulation. These insulations are typically made of minerals or 

polymers, of which the latter are combustible. Generally, mineral insulations are fire-safe 

but have lower insulation performance, resulting in a thicker construction which requires 

more building space [16]. The more efficient polymer-based insulations reduce the space 

needed, although they introduce fire hazards to the system. 

 As there are many possible facade configurations and various materials to choose from 

to construct a facade system, it is clear that predicting rainscreen facade flammability is 

not trivial [4]. The flammability of a facade system is a multiphysics problem where five 

physical phenomena, fluid flow, heat transfer, buoyancy, combustion and pyrolysis, are 

strongly coupled, as shown in Figure 1.3. For example, as cavity width reduces, heat flux on 

the cladding and insulation increases due to re-radiation. This, in turn, increases the 

pyrolysis rate, which potentially results in a more combustion facade system. However, as 

the pyrolyzate increases, more air entrainment into the cavity may be required to sustain 

combustion, which a narrow cavity, defined in this thesis as between 25 mm to 200 mm, 

may not be able to provide. Therefore, the cavity width effect on facade flammability does 

not exhibit a linear behaviour, as cavity width can drastically affect the fire dynamic within 

the facade system. Furthermore, different cladding and insulation materials could affect 

the heat release rate (HRR) and the total heat released (THR) during combustion, further 

complicating the task of predicting facade flammability. 
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Figure 1.3 Physical phenomena involved in a cavity fire, i.e. fluid flow, heat transfer, combustion, buoyancy and 

pyrolysis. These physical phenomena are strongly coupled and affect each other, creating a highly complex non-

linear behaviour. 

 It is clear that facade cavities introduce additional fire hazards to a building, especially 

when combustible materials are used. Without well-established theories to quantify the 

effect of cavity width on the facade cavity fire, it is difficult for practitioners to design a fire-

safe facade system that satisfies the many objectives a facade system needs to achieve. 

Hence, there is a need for further research into the fire dynamic within a facade cavity. 

1.3 Literature Review of Cavity Fires 

One approach to developing our understanding of the effect of cavities on fire dynamics 

is to perform experimental studies where multiple parameters such as cavity width, type of 

insulation and cavity barriers are tested. These experimental studies intend to understand 

how facade systems behave with different cavity widths and facade buildup materials. 

Practitioners can then incorporate this knowledge into the design of facade systems. Lie 

performed one of the first studies on facade cavities in 1972 [17]. He used a channel that 

was 2.34 m tall and 0.91 m wide. Three of the four walls within the cavity are inert, and 
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one is attached with combustible insulation. At the bottom of the channel, a furnace is used 

to simulate a fire source. In this study, he found that the rate of flame spread within the 

cavity is dependent on the insulation material. 

Further work on the effect of cavity width by Choi and Talyor found a critical width for 

continuous fire spread [18, 19]. The studies found that when the cavity width is sufficiently 

narrow, air entrainment into the cavity becomes insufficient, suffocating and preventing 

further combustion [19]. Experimental studies on rack storage mock-ups which are 

geometrically similar to a facade cavity were also investigated by several researchers [20–

22]. Their study found that the width between storage racks influenced flame height and 

highlighted that different fuels have an impact on the heat flux measured. 

Several researchers have also investigated the heat transfer mechanism in a cavity fire 

[12, 22–26]. Their studies found that heat transfer to cavity walls increases as cavity width 

reduces. They concluded that this is due to increased re-radiation between the cavity walls 

and increased convective heat transfer as a result of changes to the airflow into the cavity. 

Foley et al. [25] investigated the effect of cavity width with two parallel inert walls with 

open sides. They found that heat transfer becomes more sensitive to cavity width if only the 

base is sealed due to higher air entrainment velocity from the sides. The air entrainment 

from the side pushed the flames towards the centre, resulting in higher heat flux. They also 

found that the position of the burner between the walls affected the measured heat flux on 

the cavity walls, where it does not simply reduce when placed further from the measured 

wall. An investigation by Guillaume et al. [27] using an intermediate scale test found that 

combustible claddings can play a pivotal role in flame spread. They found that heat flux on 

the wall changes drastically depending on the combustibility of the claddings, and cavity 

barrier effectiveness reduces if the cladding panels are degraded or burnt away. 

More recently, Livkiss et al. [28] used two inert parallel walls with open sides to 

investigate the effect of narrow cavity width on flame height and incident heat flux on a 

non-combustible panel. In this study, the burner power per burner length, Q’, was varied 

between  16 kW/m to 40.4 kW/m, and the cavity width, W, was varied between 20 mm and 

100 mm. The experiments found that flame heights were relatively constant when Q’/W < 

300kW/m2. However, as Q’/W increases above 300kW/m2, flame height was observed to 
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have increased by up to 2.2 times compared to open fire. The study also showed that 

incident heat flux on the all increases as the cavity width decreases. 

While studies [12, 23–25, 28] suggest that reducing cavity width would increase incident 

heat flux on the facade cladding and insulations, a narrow cavity does not always result in 

the most severe fire. For example, a study by Jamison et al. found that a facade system 

with combustible insulation produces a more severe fire when the cavity is wider [29]. In 

this study, Jamison et al. experimented with a parallel panel with insulation installed on 

one panel with the HRR of the burner set to 323 kW/m2 of the sand burner’s surface area. 

The experiment is conducted with a cavity width of 51 mm or 102 mm with open sides. The 

result suggests that a wider cavity results in a higher peak HRR in the facade system due 

to increased air entrainment to support more combustion in the cavity. 

These experimental studies suggest that the facade cavity fires problem is complex, and 

fire dynamics within the facade cavity do not behave linearly with increasing cavity width. 

Therefore, more experiments are needed to improve our understanding of how cavity width 

affects fire dynamics. However, one of the main challenges in conducting these experiments 

is the high cost and the time needed to set up the experiment. While predicting fire 

scenarios using a different smaller-scale experiment is a plausible option [30, 31], scaling 

methods requires great care, as perfectly preserving all dimensionless groups across scales 

is unlikely. However, with sufficient experimental data and a good understanding of the 

main phenomena in a given scenario [32], hand-calculated methods using scale modelling 

can estimate a specific fire effect using empirical correlations to yield good results. For 

example, McCaffrey, Quintiere and Harkleroad (MQH) method was developed from 

experimental observations that allow users to calculate the temperature increase in a pre-

flashover room [33]. These methods are time efficient, and engineers can use these methods 

as preliminary calculations. However, hand-calculated methods are unsuitable for time-

dependent analysis where highly coupled physical phenomena are present. However, the 

lack of empirical correlation and large-scale experimental data for facade fire makes scale 

modelling unsuitable for studying the fire dynamics within the facade cavity. 

An alternate method to studying the effect of facade cavities is to use numerical methods 

to supplement experimental studies. Numerical studies can help to reduce the cost 

substantially when studying multiple parameters without substantially increasing 
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additional costs. Indeed, numerical methods have long been used to model fire behaviour 

for engineering purposes. Among the first models are zone models, where compartments are 

broken up into several zones or control volumes. Calculations were made between these 

zones to predict the overall fire effect in these volumes [34]. These models are transient and 

are suitable for probabilistic studies where zone-averaged output is sufficient to study a 

specific scenario. However, if the local effect of fire is of interest, zone models are unsuitable 

due to the large control volume used and the assumption that each zone’s properties are 

uniform. These assumptions could lead to prediction errors, especially in facade cavity 

where fires are highly dynamic. One of the first models to study cavity-like fire was a two-

dimensional zone model developed by Ingasson to study rack storage fire [21]. In this study, 

A simple 2D model was developed to predict flow velocity, flame height and temperature. 

While reasonable prediction for flow velocity and the temperature was obtained, the 

simplification and assumptions used in the model, such as a large control volume and no 

heat transfer to the wall, whilst allowing faster computation, have also affected the 

accuracy of flame height prediction due to poorer mass flow rate prediction. 

A more suitable numerical method to investigate the fire dynamics within a cavity width 

is the field model, more widely known as computational fluid dynamics (CFD). In a CFD 

model, a computational domain is broken up into thousands or millions of small control 

volumes instead of just a few, as employed in zone models. The governing equations that 

describe mass, momentum, and energy transport via convection and diffusion are solved in 

each control volume, otherwise known as grids. In a large-scale fire such as a facade fire, 

heat transfer via the diffusive process can play a significant role, especially near a solid 

surface. Direct Numerical Simulation (DNS) can be used to fully resolve the fire near the 

solid surface without invoking any model to capture the small-scale diffusive process [35]. 

However,  this technique requires a very fine spatial and temporal resolution that will 

require computational power that is often beyond the capabilities of a modern computer.  

An alternative to DNS is RANS and LES, where subgrid-scale models are employed to 

predict small-scale diffusive processes smaller than the grid size. The RANS approach 

relies on averaging both spatial and temporal scales. As a result, the simulation requires 

significantly fewer computational resources than the DNS model. However, it is thought 

that the degree of time averaging by RANS may not allow for an accurate description of the 



10 

 

fire dynamics [36]. A study by Yan et al. [37] developed and validated a 3D RANS model for 

cavity fire. The model could reasonably reproduce the cavity width effect, although it 

underpredicts heat fluxes at the higher locations due to the poorly predicted buoyancy effect 

by the RANS turbulence model. In addition, the RANS model used in the study may not be 

suitable for cavity fire with combustible material as the time-averaged demanded by RANS 

does not allow for a good description of the fire dynamics.  

On the other hand, LES employs only spatial averaging within the simulation. This 

allows for a more realistic-looking flow field than the time-averaged RANS model [35]. 

While LES is computationally more expensive than the RANS model, it is within the 

capabilities of modern computers. The LES model was first proposed by Smagorinsky in 

1963 to predict atmospheric flow [38]. In fact, the early development and application of LES 

were made by the meteorological field to study atmospheric flow [39–41]. The first 

validation of the LES model for engineering application was performed by Deardorf in 1970, 

where he studied high Reynolds turbulent flow in a channel [42]. However, the 

development of the LES model at the time was slow due to limited computing power. As 

computing power increased over the years, LES development began to pick up in various 

fields, and in 1994, McGrattan et al. [43] provided a foundation for LES fire modelling by 

developing a 2D LES model using finite difference and vorticity stream function formula. 

While the 2D model is unsuitable for predicting turbulence, the model laid a foundation for 

the fire community to improve the model further to handle more complex phenomena. The 

model was eventually developed into the well-known Fire Dynamic Simulator (FDS). As 

computing power increases, the use of LES models to study fire dynamics has become more 

common in the literature [13, 44–46].  

 LES could be a vital tool in investigating facade cavity fire where RANS temporal 

averaging may not be able to capture the potentially fast fire spread in a cavity fire. 

Examples of the LES model used for investigating cavity fire are the various numerical 

studies on smoke spread within the facade cavities [13, 47]. Their research focused on 

smoke spread within a large-scale double-skin facade with a cavity width of 0.5 m to 2.0 m. 

However, these models were not validated against experiment results and were only used 

to study the effect of varying cavity width qualitatively. More recently, Drean et al. used 

LES models to complement previous experimental findings on an intermediate-scale facade 
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cavity fire [48]. The model shows good overall agreements, but thermal degradation was 

modelled by assigning a specific burning rate when the material reaches a specified 

temperature. As a result, the model is only suitable for investigating material with poor fire 

performance that degrades rapidly, as it could not simulate the charring effect of the 

burning materials. Lastly, Livkiss et al. compared their LES simulation to their cavity fire 

experiment [49]. In this work, Livkiss et al. developed a guide for simulating facade cavity 

fire in FDS. The model shows a good agreement in flame height and velocity prediction, 

although combustion and radiation effects on the wall were not considered. 

The development of these models is essential in creating a simulation to study the effect 

of cavity width on fire dynamics in cavity fire. However, as cavity fire is a multiphysics 

process, all relevant physical phenomena must be validated for a narrow cavity fire 

scenario to ensure the model is robust for extrapolation for different facade configurations. 

Current cavity fire models validate these physical phenomena all at once, creating a model 

that might not be reliable due to the compensation effect. The compensation effect is widely 

recognised in chemical kinetic studies where similar results could be obtained by varying 

two or more parameters [50]. This creates a perception that the model is robust when a 

combination of two or more wrongly set model parameters results in a fortuitous prediction. 

It is important to note that while the compensation effect in the chemical kinetic studies 

may refer to a strict linear correlation between the logarithm of the preexponential factor 

and activation energy, the effect of achieving fortuitous prediction by varying other model 

parameters is also observed on various scenarios. For example, Bal and Rein explored the 

effect of inverse modelling in pyrolysis with various parameters [51]. Their study 

demonstrated that the same set of experimental pyrolysis data could be achieved by 

calibrating various model parameters, including but not limited to density, thermal 

conductivity, activation energy, order of reaction and preexponential factor. 

This concept could also be used to explain the challenge of predicting the fire dynamics 

within a facade cavity. In a facade cavity fire, each physical phenomenon involved could 

interact and affect each other. For example, the combustion process is affected by fluid flow 

as it affects the rate of fuel mixing. This, in turn, affects the heat flux on the combustible 

materials and therefore affects the rate of pyrolysis. Lastly, the amount of pyrolysis 

released into the cavity will affect the amount of combustion, affecting the fluid flow due to 
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changes in the temperature and pressure in the cavity. From a modelling point of view, the 

compensation effect can be applied to cavity fire as each physical phenomenon present in 

the cavity could act as a model parameter. The same experimental data could be 

fortuitously predicted with multiple wrongly predicted physical phenomena due to their 

strong coupling. Therefore, validating all the submodels at once on a given experimental 

data may give false confidence in the model as the prediction can be obtained through 

multiple wrongly predicted physical phenomena 

1.4 Aim and Objectives 

This research aims to understand the potential danger of facade cavity fire and study 

how different parameters could affect fire dynamics in the cavity and the limitation of 

current CFD models in predicting facade fire. To achieve this goal, several objectives were 

set: 1) Perform a case study on the Summerland fire [52] to understand how a combination 

of cavity fire and poor fire safety strategy resulted in a loss of life, 2) Develop a numerical 

methodology to limit compensation effect during the simulation of facade cavity fire. 

3) Perform validation of fluid flow, heat transfer and buoyancy in a cavity scenario, 4) 

Perform validation of combustion model in narrow cavity fire scenarios, 5) Extrapolate the 

model to study the effect of cavity barrier on fire dynamics in a cavity, and 6) Explore the 

current limitation of the pyrolysis model when simulating a cavity fire scenario and study 

the effect of different facade configuration on fire dynamic in a cavity.  

1.5 Layout of Thesis 

Chapter 2 presents a case study on the Summerland Fire. In this chapter, I looked into 

the shortcomings of Summerland’s fire protection layers and drew parallels between some 

of the failures still found in the building industry. The findings in this chapter will help 

form an understanding of how a combination of cavity fire and failure of building fire safety 

layer could endanger occupants 

Chapter 3 presents the methodology that is developed for validating the physical 

phenomena in a facade cavity fire. In this chapter, I have laid out the methodology to 

ensure the CFD model will be robust to study the effect of cavity width in a facade fire. The 

methodology involves validating one physical phenomenon at a time using experimental 
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data found in the literature to reduce the model’s compensation effect. In this chapter, 

validation of fluid flow, heat transfer and buoyancy of FireFoam for a narrow cavity 

scenario is performed. The validation of these physical phenomena in a cavity scenario 

helps limit the number of degrees of freedom in subsequent chapters by validating one 

physical phenomenon at a time, hence allowing greater confidence in the model when it is 

extrapolated to study the effect of facade configuration. 

Chapter 4 presents the validation of the combustion model of FireFOAM in a narrow 

cavity scenario. This chapter discusses the addition of combustions to the previously 

validated physical phenomena in a cavity fire scenario. The validation compared results on 

heat flux, flow velocity and flame height to ensure the model can accurately predict the fire 

dynamic within the cavity. 

Chapter 5 presents a parametric study on the effect of cavity width, closed cavity sides to 

reduce air entrainment and partially closed cavity barrier using FireFoam. The results 

from these numerical studies are used to understand how facade cavity with closed sides 

and poorly installed cavity barriers would affect fire dynamics in a cavity. 

Chapter 6 presents the limitation of the current CFD model on predicting facade fire. 

This chapter explores the limitations of the current pyrolysis model and how it affects the 

prediction of facade cavity fire. The study also explores the difficulty in modelling a realistic 

facade system due to the gaps between cladding. Finally, a parametric study was also used 

to explore the potential effect of varying cavity width on fire dynamics. 

Chapter 7 presents the conclusion of this thesis and suggestions for future work. The 

chapter will discuss how numerical models could help understand fire dynamics in a cavity 

and the importance of improving the numerical models for cavity fire scenarios to help 

practitioners design a safer facade system. 
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Chapter 2  

Building Fire Protection layers – How they failed in the 

1973 Summerland Fire  

Summary1 

On the 14th of June 2017 in London, a devastating fire broke out in Grenfell Tower, 

killing 72 people. The incident is the deadliest building fire in modern times. However, this 

was not the first facade fire that resulted in fatalities in the British Isles; the Summerland 

fire on the Isle of Man killed 50 people on the 2nd of August 1973 shares many similarities 

with the Grenfell fire. The Summerland building was a single, large, transparent structure 

with limited compartmentation. During the fire, the building lost five of the six fire 

protection layers: prevention, detection, evacuation, compartmentation and suppression, 

with only structural resistance not compromised. These layers were meant to work with 

each other to keep building users safe during a fire. Investigation into the incident found 

that these failures were primarily due to negligence resulting from the use of flammable 

materials, unauthorised modification of the building, and lack of staff training to deal with 

emergencies. As a consequence, the evacuation process was severely delayed, and fire 

brigades did not have much time to intervene to prevent the high death toll. The lessons 

from the past disaster must be learnt to avoid similar disasters in the future. Similar 

tragedies have repeated themselves and will continue to happen if lessons are not learnt 

from previous disasters. 

2.1 History 

Over the past decades, facade fire around the globe has been steadily increasing, as 

shown in Figure 2.1. Table 2.1 shows some of the high-rise fires taken from news outlets 

 
1 This chapter is based on the published article: B. Khoo, G. Rein, Building Fire Protection 

layers – How they failed in the 1973 Summerland Fire, Fire Protection Engineering, (93), 

(ISSN 1524-900X)   
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and literature from 1990 to 2020 by Bonner et al. [53]. The increase in high-rise fires has 

raised concern about the possible breach of compartmentation of high-rise buildings. 

Compartmentation, one of the six layers of fire protection, aims to contain the fire to its 

room of origin until the emergency service are able to arrive and extinguish it [54].  

However, it is important to note that facade fires do not always result in fatal incidents. 

For example, previous incidents, such as the Lacrosse fire in Australia and The Marina 

Torch in Dubai, involved quick flame spread across the facade and had zero reported 

fatalities [55, 56]. This suggests that while compartmentation in the Lacrosse building and 

the Marina Torch failed, fatality due to facade fire may require the collapse of multiple 

layers of fire protection. 

Indeed, one of the deadliest facade fires in the British Isles prior to the Grenfell Fire was 

the Summerland Fire in 1973. The incident started with a discarded match that resulted in 

50 fatalities and 80 injured. A commission was appointed to investigate the incident, and it 

was found that multiple failures in building design had led to the massive loss of lives. 

Unfortunately, some of these defects can still be found in buildings built after the incident 

[57].  

This chapter intends to describe the shortcomings in Summerland’s fire protection layers 

and draw parallels between some of the failures still found in the building industry. 

 

Figure 2.1. Plot of facade fires reported by the media. The numbers represent large fires that warrant reporting 

and do not represent all facade fires. 1990–2019[4] 
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Table 2.1 The list of high-rise facade fires from 1990 to 2020. This is a partial list that Bonner compiled by 

searching through news reports and research literature [53]. The incidents may therefore be more biased 

toward large fires. 

Building Location Date 

393 Kennedy St Winnipeg, Canada 10/01/1990 

Knowsley Heights Liverpool, UK 05/04/1991 

Mercantile Credit Building Basingstoke 01/01/1991 

Sun Valley Poultry Factory Hereford, UK 01/09/1994 

Motomachi Appartments Hiroshima, Japan 28/10/1996 

Eldorado Hotel Reno, USA 30/09/1997 

Palace Station Hotel and Casino Las Vegas, USA 20/06/1998 

Garnock Court Irvine, Scotland 11/06/1999 

Parque Central Complex Caracas, Venezuela 17/10/2004 

Windsor Tower Fire Madrid, Spain 12/02/2005 

Water Club Tower, Borgata Casino Hotel Atlantic City, USA 23/09/2007 

MGM Monte Carlo Hotel Las Vegas, USA 25/01/2008 

CCTV Tower Beijing, China 09/02/2009 

Lakanal House London, UK 03/07/2009 

Al Kuwait Tower Sharjah, UAE 06/07/2010 

Grozny-City Towers Chechnya, Russia 03/04/2013 

Lacrosse Building Melbourne, Australia 25/11/2014 

Torch Tower Dubai, UAE 21/02/2015 

Ajman One Complex Ajman, UAE 28/03/2016 

Grenfell Tower London, UK 14/06/2017 

Torch Tower Dubai, UAE 04/08/2017 

Zen Tower Dubai, UAE 15/05/2018 

Commercial Building Luoyang, China 29/05/2019 

The Cube Student Housing Bolton, UK 16/11/2019 
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2.2 Timeline 

The Summerland Leisure Centre was a new and innovative concept in the 1960s when it 

was first proposed. The concept can be traced to the reduced travel time from the UK to 

mainland Europe, which reduced the number of UK tourists to the Isle of Man. The Isle of 

Man, a country that relies heavily on tourism from the UK, was desperate to reattract 

tourists [58]. To achieve this, the government of Manx commissioned a leisure centre with a 

single, large and transparent structure that mimics the Mediterranean weather by 

admitting as much light into the building as possible, a popular tourist destination for the 

British at that time. The building was designed to hold 5000 people, and it was among the 

first buildings that contained different recreational activities, including but not limited to 

swimming pools, amusement areas, bars, and discos [59]. 

The construction of the Summerland building began in 1968. Throughout the 

construction process, financial issues contributed to several modifications to the building 

plan and project delays. The building was finally completed on the 25th of May 1971, when 

it opened its door to its first customer. 

On the 2nd of August 1973, at 7:40 p.m., three Liverpool schoolboys were smoking near a 

dismantled kiosk. The boys discarded a lit match and caused a section of the kiosk to catch 

fire. The kiosk and its contents burned intensely within minutes, and flames started 

impinging onto the building’s facade at the location, as shown in Figure 2.2 [60]. After 

around 20 minutes,  an extensive fire was established on both the facade and within the 

building. At around 8.06 p.m., the first fire appliances arrived to suppress the fire [61]. 

Unfortunately, by this time, the fire was too well developed, and the fire brigade could only 

prevent further spread to other parts of the building. The fire was eventually extinguished 

around 9.00 a.m. 
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Figure 2.2 The red arrow represents the area where the fire was believed to first start (left) [62]. Extensive fire 

on the facade of Summerland after around 20 minutes. (right) [63] 

2.3 How Did This Happen? 

After the incident, the blame for the rapid flame spread was quickly assigned to the poor 

choice of construction materials. However, as aforementioned, failure of such magnitude is 

often caused by the collapse of multiple protection layers. In building fire safety, there are 

six layers of fire protection [64]:  

1. Prevention 

2. Detection 

3. Evacuation 

4. Compartmentation 

5. Suppression  

6. Structural Resistance  

Each layer plays a role in preventing or reducing the severity of an incident. For 

example, Figure 2.3 shows how these layers work together to prevent cataphoric failure 

during a fire. 
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Figure 2.3. A simplified Swiss-cheese model shows how each fire protection layer works. These layers might not 

all be present in a building, but the presence of multiple layers improves overall fire safety [65]. 

Of these six layers of protection, all but the structural resistance layer failed in the 

Summerland building. These failed layers will be explored to understand how they are 

meant to prevent a fire disaster and how they failed in the Summerland disaster.  

2.3.1 Prevention Layer 

The prevention layer is responsible for ensuring that no self-sustaining fire can take 

place in the building. This is often achieved by using non-flammable materials or removing 

ignition sources in vulnerable areas. In the Summerland building, the prevention layer was 

compromised due to the presence of a fuel source near an extremely flammable facade. 

Months before the fire, a storm damaged a kiosk outside the golf terrace near the 

building facade. The standard procedure by management was to disassemble the kiosk and 

store it safely [60]. However, although the kiosk was dismantled, it became a fuel source 

near the facade because it was not stored away. 
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Nevertheless, fuel alone was not enough to cause a fire of this magnitude. The use of 

flammable material as facades allowed the flame to spread quickly. The Summerland 

facades can be broken down into three different materials:  

1. Oroglass (PMMA) 

2. Galbestos (corrugated steel sheet coated in a mixture of asbestos and bitumen)  

3. Decalin (a sound-absorbent fibreboard) 

All three materials are extremely flammable and cover the building extensively, as 

shown in Figure 2.4 and Figure 2.5. 

After the incident, questions were raised about the choice of materials and how they 

were approved under building regulations. Under the Isle of Man’s Local Government 

(Building Bye-Laws) Act 1950, three Bye-Laws would have restricted the use of these 

materials, as shown in Table 1 [61].  

Table 2.2 Bye-laws of Interest and the Materials Each Would Have Restricted 

Bye-laws Requirement Affected Materials 

Bye-law 39 Requires external walls of any building to be non-

combustible and fire resistant for two hours 

Oroglas, Galbestos 

Bye-law 47 Cavity wall with combustible material shall be fire-

stopped. 

Galbestos, Decalin 

Bye-law 50(1) The roof should have adequate protection against the 

spread of fire. 

Oroglas 



21 

 

 

Figure 2.4 Oroglas and Galbestos were used extensively across Summerland’s facade [58]. 

Oroglas 

The use of Oroglas, a relatively new material at that time, was granted for use after the 

relaxation of the regulations. The relaxation was given on the basis that Oroglas was 

believed to be non-combustible although not fire resistant after passing the BS 467 Part 5 

test (since withdrawn).  

To pass this test, the material is held vertically and is subjected to a small flame at the 

centre for 10 seconds. The material passes the test if the sample ceases to burn within 10 

seconds after the flame is removed. However, this test is inappropriate as almost all dense 

combustible material with more than 4 mm (0.04 in) thickness would pass [15]. The lack of 

understanding of the test result meant that the authority granted the relaxation without 

knowing the weakness they imposed on the building. Despite later evaluation by the Chief 

Fire Officer making clear that the Oroglas was combustible, he fell short of objecting to the 

relaxation as he believed the building had a generous fire evacuation strategy based on its 

initial building plan [61]. 

Galbestos 

Galbestos was initially not included in the building plan and was introduced later as a 

substitute for reinforced concrete due to financial reasons [61]. The designer was aware 

that Galbestos would not comply with the regulation as it is both combustible and not fire 

Galbestos Oroglass 
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resistant. However, he believed the material would still be adequate to prevent rapid flame 

spread. The proposal to replace the reinforced concrete with Galbestos was then submitted 

without making clear that Galbestos required further relaxation of the regulation. The 

authority thought the application was to reconfirm the waiver for Oroglas and approved the 

submission without seeking further advice. The approved submission made no mention that 

the waiver was only for Oroglas, leading to a misunderstanding that both materials were 

approved.  

Lastly, the 0.3 m gap formed between the Galbestos and Decalin allowed the fire to 

develop with great intensity from within without being visible to the outside, as shown in 

Figure 2.5 [15]. When the fire finally breached into the building compartment, it was 

already well-developed and quickly spread to the rest of the building. This gap was 

technically not considered a cavity under Bye-Law 47. However, from a fire engineering 

standpoint, it behaves similarly to a cavity and would still need to be fire-stopped as a 

matter of good practice [61]. The severity of the fire in the cavity was made worse with the 

use of Decalin. The decision to replace the plasterboard with Decalin was made hastily after 

the designer was introduced to it [61]. Under time pressure to find a sound-insulating 

board, the designer found that Decalin fit the requirements and replaced the less-

combustible plasterboard without further investigating Decalin’s fire properties. 

 

Figure 2.5 Two types of façade on the Summerland building, Oroglas and Galbestos/Decalin (Decalin not always 

present) (left). Note that the cavity formed between Galbestos and Decalin encouraged fire spread (right) [52] 
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As a result of all the novel flammable materials introduced into the cavity, the 

flammability of the overall system is very high and would allow flame to spread within the 

building quickly. 

2.3.2 Detection Layer 

Whenever a building’s prevention layer fails, it relies on its detection layer to inform its 

occupants and emergency services of a fire. This is typically achieved by installing detection 

systems such as building fire alarms. 

At Summerland, the fire was discovered almost immediately, but the detection layer was 

breached as the detection measures failed to inform the occupants and fire service of the 

fire until the fire was too well-developed. The fire service was informed of the fire by a 

passerby instead of Summerland staff or its automated system. This resulted in the fire 

service arriving at the scene about 21 mins after the fire was discovered [61]. 

To understand how the detection layer in Summerland failed, it is essential first to 

understand the detection systems available in the building. In essence, the detection 

system in Summerland was split into two systems: one accessible by the public and another 

accessible only by staff members. Both systems will immediately inform the fire brigade of 

the fire when activated. However, the difference between the systems was that siren would 

sound immediately if the staff’s alarm were triggered, whereas the public alarm would not 

cause sirens to sound. During the incident, at least two public fire alarms were found to be 

activated. 

Investigation into the matter found that building management tampered with the public 

alarm mechanism to delay the call to the fire brigade to allow more time for staff to 

investigate false alarms. The Chief Fire Officer was not informed of this change and told 

the public inquiry that he would have disapproved of the changes had he been informed of 

it [61]. Summerland staff members were also not trained to react to an emergency. This 

resulted in staff not triggering the alarms and announcing the fire to the public via a public 

speaker. 
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2.3.3 Evacuation Layer 

The purpose of the evacuation layer is to enable the safe abandonment of the building by 

all users when a fire is detected. The failure of this layer in Summerland can be attributed 

to two factors: 1) the ill-defined responsibilities within management and 2) the poorly 

thought-out building layout. 

The evacuation process is a complex procedure that cannot be improvised during an 

emergency. A well-executed evacuation procedure requires coordination between staff that 

is worked out well in advance and requires fire drills to be conducted periodically. 

Summerland management had a guidance document for all future general managers that 

showed all evacuation exits, outlined staff responsibilities, evacuation drill routines, and 

other best practices during an emergency. The inquiry committee believed this document 

would have helped prepare Summerland employees for the fire [61]. 

Unfortunately, as different general managers assumed the job, the lack of handover 

caused newer general managers not to be aware of this document. This resulted in 

management assuming that the responsibility to organise fire drills fell on other staff 

members, and no emergency procedures were in place. Consequently, during the 

emergency, staff were unaware of their responsibility to guide occupants out of the building 

nor unlock emergency exits, as shown in Figure 2.6. Some staff also committed a mistake 

by cutting off the electrical supply, believing it was the correct procedure to ensure public 

safety. This reduced visibility within the building due to the blackout, and it worsened the 

evacuation process. 



25 

 

 

Figure 2.6 Photos taken after the fire show some exits are still locked and obstructed. (Source: Police 

Photographs, Isle of Man Public Record Office) 

In addition, the building plan was poorly designed to allow an orderly evacuation. 

Throughout the construction stages, several changes to the design plan were made. These 

include removing and reducing the width of stairways. No advice was sought from the Chief 

Fire Officer on these changes. When the building was completed, the Chief Fire Officer’s 

inspection revealed that many of these changes had created bottlenecks that would hinder 

evacuation. He required a few changes to improve this, but some areas were still 

inadequate to allow safe evacuation. 

Furthermore, the building lacked exit and directional signs, which caused sheep 

syndrome among the occupants. Sheep syndrome is a condition where people instinctively 

choose to leave from the same entrance they entered. Therefore, buildings must have 

enough signs to direct the occupants out of the building from all possible exits. It was found 

that many exits in Summerland were not marked as emergency exits apart, which slowed 

down the evacuation process. 

The Summerland building layout was also such that parents tended to be separated from 

their children [62]. This was due to the layout of the building, which had entertainment for 

children and adults located at different levels. As a result, some parents went against the 
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evacuation flow during the emergency to look for their children on different floors, slowing 

down the evacuation process. 

2.3.4 Compartmentation Layer 

The compartmentation layer of a building ensures that fire does not spread quickly 

throughout the building. This allows more time for emergency service and occupants to 

react to the fire. The nature of the Summerland building to have a single, large 

compartment meant that it could not be compartmentalised completely, as seen in Figure 

2.7. However, the designers could have reduced flame spread from one level to another by 

installing fire-resistant guard rails and fire-stops, as identified in the inquiry. The lack of 

fire-stops between each level and the external wall meant that fire could spread upward 

quickly via the chimney effect [58]. Furthermore, as the fire spread to the roof via the 

facade cavity, Oroglas at the ceiling melted to vent the fire below and spread fire across the 

building via burning droplets.  

 

      

Figure 2.7 Summerland was designed to have a single, large space with limited compartmentation [58]. 

Lastly, stairways are normally compartmentalised to ensure the safe evacuation of the 

building users. When the Summerland building was first designed, some stairways were 

compartmentalised to facilitate an emergency evacuation. Unfortunately, when the 

reinforced concrete was replaced with Galbestos, the northeast service stair, as shown in 

Figure 2.8, was surrounded by combustible walls. A further breach of this 

compartmentalised stairway was made by an unauthorised doorway to allow easier 
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movement of goods into and out of a bar. The unauthorised doorway was responsible for a 

huge amount of smoke entering the stairway, which may have resulted in 12 people dead 

just 3 meters from the exit [61]. 

      

Figure 2.8 The northeast service stairs, one of the supposedly compartmentalised stairways, was surrounded by 

Galbestos (orange line), which is flammable (Source: Report of the Summerland Fire Commission) 

2.3.5 Suppression Layer 

The suppression layer acts to suppress or slow down the spread of fire to buy more time 

for building users to evacuate the building. Fire suppression can be achieved either 

automatically by using sprinklers or manually by using fire extinguishers by trained staff. 

After Summerland construction was completed, its insurance company offered a large 

reduction in premium if sprinklers were installed in the building. While installing 

sprinklers might not have suppressed the fire completely, the sprinklers could have helped 

offset the limited compartmentation and allowed more time for evacuation [66]. 

Unfortunately, the management deemed the sprinklers unnecessary and was not installed. 

Additionally, the lack of staff training meant that available firefighting equipment was not 

used correctly. This, together with the lack of sprinklers in the building, caused the 

suppression layer in Summerland to fail. 
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2.4 Has The Lesson Been Learned?  

Ten years after the Summerland Incident, Dennis Harper, part of the three-man 

commission that investigated the incident, noted that many lessons from Summerland were 

not learned [57]. Indeed, after the 2017 Grenfell incident, an independent review into 

building regulations and fire safety chaired by Dame Judith Hackett found the building 

industry was “an industry that has not reflected and learned from itself, nor looked to other 

sectors.” [9]. 

The reason the Summerland fire spread so quickly was due to the failure of both the 

prevention and compartmentalisation layers. The failure of both layers can be attributed to 

the lack of understanding of the fire properties of innovative materials, failure to follow 

good practices when constructing the building, and failure to consider the effect of 

modifying building components on the system’s overall flammability. A similar failure was 

seen in the 2017 Grenfell incident, where the cavity barrier was found to be poorly fitted, 

and the building refurbishment allowed a kitchen fire to develop into a disastrous fire [67]. 

2.5 Conclusion 

The 1973 Summerland disaster was due to the collective failure of five of the six fire 

protection layers: prevention, detection, evacuation, compartmentation, and suppression; 

only the structural protection layer remained intact. As a result, the tragedy took 50 lives 

and seriously injured 80.  

While the high death toll was not solely due to human error, such as unauthorised 

alteration of the fire alarm and inadequate staff management, the lack of awareness by the 

senior management of their responsibility to provide training to staff to deal with fire 

emergencies contributed to the death toll. In addition, the management’s poor building 

layout and the lack of emergency exit signs also delayed the evacuation process due to 

bottlenecks at key areas of the evacuation path. 

However, a large portion of the blame can be assigned to using flammable materials as 

the facade and having a fuel source near the facade. This resulted in a severe breach of the 

prevention layer, causing rapid fire spread on the building’s facades. The choice to use these 
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materials was driven by the need to achieve building facade objectives. However, the failure 

to understand the fire properties of these new materials and the poor communications 

between authorities and designers compromised the fire safety of the building. The 

prevention layer breach could have potentially been avoided if the procedures to remove 

any fuel source from flammable sections of the building had been followed, and the 

consequence of the regulation waiver on new materials had been fully understood. 

Unfortunately, the use of combustible material coupled with the cavity width allowed the 

fire to develop out of sight until it was too well developed. As a result, when the fire 

breached into Summerland, it became too large to put out quickly, allowing rapid fire 

spread throughout the building. 

Forty-seven years later, the Summerland fire still echoes, with many similar failures to 

be found in modern building fires, especially flammable facades and cavities, which are 

poorly fire-stopped. The lessons from the Summerland fire should and must be learned, for 

if they are not, a similar disaster will repeat itself. 
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Chapter 3  

Step-by-Step Development of Thermofluids Simulation 

inside a Narrow Cavity 

Summary2 

CFD fire modelling is an excellent tool to complement experimental studies on fire in a 

narrow cavity. However, the current CFD fire models are validated for building 

compartment fires and not narrow cavity fires. To ensure robust CFD modelling of a facade 

cavity fire, all physical phenomena involved in a facade cavity fire need to be validated.  

This chapter validates step-by-step the physical phenomena of fluid mechanics, heat 

transfer and buoyancy that create a non-linear and complex behaviour inside a narrow 

cavity on FireFOAM.  The numerical methodology developed is split into three different 

scenarios of increasing complexity and is compared individually against experimental data 

from the literature. The results show that the model can accurately predict fluid flow and 

convective heat transfer with an average error of around 20%. Furthermore, the model 

could predict the effect of buoyancy and heat flux over different cavity widths, with an 

average error of between 14% - 50%. The limitations of the current model were also 

discussed. Finally, results show that the model can include more submodels to predict the 

cavity fire with a significant degree of credibility.  

 
2 This chapter is based on a submitted paper: B. Khoo, W. Jahn, M. Bonner, P. Kotsovinos, 

G. Rein, Step-by-Step Development of Multiphysics Simulation in a Narrow Cavity fire. 
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3.1  Introduction 

In the previous chapters, I have stated that cavity fires can be hazardous as they allow 

the breach of building compartmentation and could allow the fire to be hidden away from 

sight. Additionally, facade cavity fire is a multiphysics problem that involves five different 

physical phenomena: 1) Fluid Flow, 2) Heat Transfer, 3) Buoyancy, 4) Combustion, and 5) 

Pyrolysis. These physical phenomena are strongly coupled, and inaccurate predictions of 

any physical phenomenon may impact the overall results due to compensation effects. 

Therefore, a numerical methodology that validates one physical phenomenon at a time is 

necessary to reduce compensation effects. To the best of my knowledge, current facade 

cavity simulations are sparse and mostly validated with all physical phenomena at once. It 

is important to note that the initial advancement of fire modelling, mainly in open fire and 

compartment fires, was validated with one physical phenomenon at a time. However, the 

assumption that these models are valid for narrow cavity fire is yet to be tested. 

The first CFD fire model appeared in the late 1970s, where it was used to predict flows 

within a rectangular enclosure representing a building compartment [68]. Further 

developments in CFD fire modelling occurred in the late 1980s and early 1990s to study 

and understand the King’s Cross fire in the London Underground station. The simulations 

during this period were limited in computational power and were inevitably simplified 

models. For example, the fire was modelled using a heat source term instead of a 

combustion model, and turbulence was modelled using the RANS approach. Buoyant force, 

however, was simulated, and its effect was essential in allowing engineers to understand 

how air and smoke flow was altered within a compartment. These models were crucial in 

discovering the trench effect in the King’s Cross fire and allowed engineers to study smoke 

movement within a building. 

As facade cavity fire becomes more frequent due to the use of innovative materials and 

facade designs, understanding the fire dynamics of a cavity fire becomes essential for 

practitioners to design a fire-safe facade. However, the high cost of facade fire experiments 

and the large number of experiments required can be prohibitively expensive. This makes 

CFD simulations an attractive tool for researchers to study the fire dynamics in a facade 

cavity. Unfortunately, numerical methodologies developed for narrow cavity fire scenarios 
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remains limited [48, 49], and most methodologies assume that fire models validated for 

compartment fire or open-air fire can be extended to narrow cavity fire scenario. 

This chapter validates the first three physical phenomena involved in a narrow cavity.  I 

will show that FireFoam, an open-source CFD code is capable of predicting the fluid flow, 

convective heat transfer and buoyant flow in a narrow facade cavity. Then, I will discuss 

some limitations of the FireFoam code in predicting each of these physical phenomena in a 

narrow cavity. The validation of the remaining physical phenomena will be discussed in 

Chapter 4 and Chapter 6. 

3.2 Methodology 

As aforementioned, facade cavity fire is a multiphysics process strongly coupled to five 

physical phenomena, i.e. fluid flow, heat transfer, buoyancy, combustion, and pyrolysis. 

Each of these physical phenomena could significantly impact the simulation’s overall 

results. This section explains the importance of accurately predicting each physical 

phenomenon and the methodology developed to achieve this. 

  The fluid flow physical phenomenon in a narrow cavity needs to be accurately predicted 

because the boundary layer represents a significant portion of the fluid flow profile in a 

narrow cavity. Accurate prediction of the boundary layer is essential as they affect the heat 

transfer to walls. In addition, accurate prediction of fluid flow is essential for predicting 

turbulent viscosity near walls which also affects the calculation of the rate of combustion 

near walls [45, 69].  

Secondly, the model also needs to accurately predict the heat transfer within a narrow 

cavity to study the fire dynamics reliably. Inaccurate heat flux predictions could 

underestimate the severity of the condition in a facade system. For example, if the heat flux 

needed for the piloted ignition is underpredicted [70], the model cannot predict the flame 

spread on the material, therefore, cannot predict the fire dynamic in the narrow cavity.   

Similarly, buoyancy prediction is essential in predicting the fire dynamic in a cavity. 

Buoyancy allows hot gas to rise and plays a critical role in facade fire, where the chimney 

effect, a movement of air in a cavity due to buoyancy, allows for rapid fire spread in a cavity 
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fire [71]. It was found by Markatos et al. [72] that in a buoyancy-driven flow, a satisfactory 

prediction of buoyancy is essential in predicting fluid flow. 

Additionally, an accurate combustion model is essential for predicting a facade fire. This 

is important as the rate of combustion affects the temperature and radiative heat transfer 

to the facade panel or insulation. As a result, the robustness of the combustion model used 

for a narrow cavity fire scenario directly affects the heat transfer prediction and, therefore, 

impacts fire dynamics in a facade cavity [73].  

Lastly, an accurate prediction of pyrolysis, an endothermic process due to a solid’s 

degradation, is also essential. The process releases pyrolyzate, a combustible gas which 

combusts to release more heat energy onto the degrading solid. Therefore, from a modelling 

perspective, an erroneous prediction of the pyrolysis rate will result in an inaccurate heat 

release rate (HRR) in the cavity, jeopardising the accuracy of the simulation. 

As discussed above, accurately predicting all five physical phenomena is essential in 

predicting the fire dynamics within a narrow cavity. However, as all five physical 

phenomena are strongly coupled, it is difficult to validate all models at once, as any tweak 

to one parameter will affect the predictions of multiple physical phenomena. An approach of 

splitting facade cavity fire into five different scenarios with increasing complexity, as shown 

in Figure 3.1, was taken to reduce this effect. The rationale behind this approach is to limit 

the degree of freedom and hence the compensation effect model when modelling a cavity 

fire. With each scenario validated, the model parameters used in each scenario are fixed 

and are carried forward to the following scenario to limit the model’s degree of freedom. It 

is important to note that various researchers have extensively studied the first three 

scenarios, Scenario 1, Scenario 2 and Scenario 3, where fluid flow, heat transfer and 

buoyancy physical phenomena are involved [74, 75, 84, 85, 76–83]. The approach to validate 

these scenarios is not to further the understanding of these phenomena but to establish 

model parameters that will be then used to simulate more complex narrow cavity fire 

scenarios.  

One of the main challenges of validating a CFD model is defining the criteria by which 

the model is considered validated. Validation of a model cannot be mathematically proven 

and has to be assessed for individual scenarios, i.e. validation of one scenario does not imply 
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the codes are validated for all scenarios. Many researchers have tried to establish the 

activity required for CFD validation and what the validation process activity implies. One 

of the reasons for the difficulty in establishing a general validation criterion is that the 

model’s ability to predict the experimental results becomes weaker as the complexity of the 

problem increases. Establishing a general validation criterion is difficult and remains an 

active research topic, especially for models involving multiple physical phenomena [86]. The 

current work does not attempt to solve and define the metrics required for validating the 

cavity fire scenario. Instead, the validation process will compare the global features to first-

order statistical moments and, if experimental data is available, the second-order statistical 

moments.  These comparisons are made by  evaluating the mean relative error and 

bounded relative error between the experimental data and simulation prediction [87], as 

shown in (1)  and (2) 

 
𝑅𝐸𝑚 =

1

𝑁
∑ (
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 𝑅𝐸𝑏 = ∑ tanh (
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𝐸𝑖
)

𝑖=𝑁

𝑖=1

× 100 (2) 

Where 𝑅𝐸𝑚  is the mean relative error, 𝑅𝐸𝑏 is the bounded relative error, M is the 

predicted value, and E is the experimental value. Uncertainty of the error is also calculated 

for experiments that provide information on experimental uncertainty. 

𝑅𝐸𝑏 was also used to avoid the large relative error when the measured value is close to 

zero.  

In this chapter, only Scenarios 1 to 3 are presented, as the integration of combustion and 

pyrolysis chemistry into the CFD model corresponds to a major leap in complexity. Scenario 

4, and 5, which validate combustion and pyrolysis chemistry, are presented in Chapter 4 

and Chapter 5. The experimental data used to validate these scenarios are found in the 

literature [28, 74, 76, 88]. While the validation cases are not in the range of actual fire 

conditions, the validation of these scenarios represents the first step in developing a robust 
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model that can be used to study various cavity fire scenarios. Mechanical failures could also 

be present in a facade fire but were not modelled, as the simulation of mechanical failures 

is not within the scope of this thesis. 

 

Figure 3.1 The different physical phenomena involved in a cavity fire validated in 5 scenarios. Each physical 

phenomenon interacts with the other in the facade cavity to create a non-linear fire behaviour. 

3.3 Experimental Setup 

The experimental setup of each scenario will only be discussed in brief, and the reader is 

referred to the original research for a more detailed setup of Scenario 1 [76], 

Scenario 2 [74], and Scenario 3 [88]. A simplified schematic of the experiment is shown in 

Figure 3.2. 

For Scenario 1, the experiment consists of a narrow horizontal channel that is 14.630 m 

long, 1.143 m wide and has a cavity width of 0.0635 m. The channel is enclosed such that no 

inflow or outflow is induced spanwise.  The airflow through the channel has a bulk velocity, 

defined as the volume flow rate over a cross-section area, of 5.77 m s-1
 and a Reynolds 

number, Re = 13,800, and the velocity profile of the developed flow was measured using an 

anemometer.  
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Scenario 2’s setup is similar to that of Scenario 1, except its length, width and cavity 

width are 3.962 m, 0.3048 m, and 0.0178 m, respectively. The air is blown through the 

cavity at a bulk velocity of 4.66 m s-1
 and Re = 9370. The ambient air temperature is 37 °C, 

and the bottom and the upper plate temperature are 30 °C and 46 °C, respectively. 

Anemometers and thermometers are used to measure the velocity and temperature profile 

of the developed flow. 

In Scenario 3, a parallel channel of 4.98 m in height and 1.03 m in width was constructed 

with a single vertical plate with uniform heat generation placed between two polycarbonate 

plates. The experimental result showed that the temperature gradient near the 

polycarbonate plates is minimal; therefore, the panel is assumed to be adiabatic. Similarly, 

the channels are enclosed to prevent spanwise airflow. The distance between the heated 

plate and adiabatic plates is identical and separated by distance W, where W = 50 mm, 100 

mm, and 200 mm. The generated wall heat flux investigated in the paper was 104 W m-2 

and 208 W m-2. For measurements, velocities are measured along the cavity at the height of 

0.82 m, 2.665 m and 3.865 m using laser doppler velocimetry (LDV) and temperatures are 

measured using a thermocouple along the heated wall.  
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Figure 3.2 Simplified Schematic of Scenario 1 to Scenario 3. Each scenario represents one of the multiple 

physical phenomena the model intends to validate. The bracketed term is hereby used to refer to each scenario. 

Dimensions are in mm 

Scenario 1 

Scenario 3 

Scenario 2 
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3.4 Numerical Modelling 

The numerical methodology developed was performed using FireFoam-dev [89], a solver 

based on the open-source framework, OpenFOAM. OpenFOAM provides numerical routines 

for solving partial differential equations by discretising them using the Finite Volume 

technique on both structured and unstructured meshes [90]. FireFoam is an unsteady 

solver for buoyancy-driven turbulent reacting flows. It is a LES-based solver that solves the 

spatially filtered Navier-Stokes equation using a fully compressible flow formulation. The 

decomposition of the filtered and unresolved part of any flow field 𝜙(𝑥, 𝑡) is: 

 𝜙(𝑥, 𝑡) = �̅�(𝑥, 𝑡) + 𝜙′′(𝑥, 𝑡) (3.3) 

where 𝜙 is the unfiltered term, �̅� is the filtered functions with spatial variation, which are 

resolved by the LES computation and 𝜙′′ is the unresolved spatial variation, x is a vector 

and t is time. 

The following mathematical expression is the filtering operation used to filter any given 

flow field: 

 �̅�(𝑥, 𝑡) = ∭ 𝜙(𝑥, 𝑡)𝐺(𝑖 − 𝑖′, ∆)𝑑3𝑥
∞

−∞

′ (3.4) 

where G is the kernel and ∆ is the filter’s cut-off width with the following expression 

𝐺(𝑖 − 𝑖′, ∆) = {
1

∆3
, |𝑖 − 𝑖′| ≤

∆

2
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

∆= √∆𝑖∆𝑗∆𝑘3
 

where ∆𝑖, ∆𝑗, ∆𝑘 are the cell sizes along the corresponding axis. 

To avoid generating additional terms for continuity equations, the Favre filtering such that 

𝜌𝜙̅̅ ̅̅ ≡ �̅��̃� is introduced to separate the terms [91]. Therefore the mass, momentum, species 

and energy conservation equation are expressed as follows: 

• Conservation of mass 
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𝜕�̅�

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅��̃�𝑖) = 0 (3.5) 

where 𝜌 is the density, ui is the flow velocity at direction i.  

• Conservation of Momentum 

 
𝜕�̅��̃�𝑖

𝜕𝑡
+

𝜕

𝜕𝑥𝑗
(�̅�𝑢�̃�𝑢�̃�) = −

𝜕�̅�

𝜕𝑥𝑖
−

𝜕�̅�𝑖𝑗

𝜕𝑥𝑗
−

𝜕𝜏𝑖𝑗
𝑆𝐺𝑆

𝜕𝑥𝑗
+ �̅�𝑔𝑖  𝑗 = 1, 2, 3 (3.6) 

where p is the pressure, τ𝑖𝑗 is the viscous stress tensor, 𝜏𝑖𝑗
𝑆𝐺𝑆 is the subgrid-scale (SGS) 

stress and g is the gravitational acceleration. 

• Conservation of Species: 

 
𝜕

𝜕𝑡
(�̅�𝑌�̃�) +

𝜕

𝜕𝑥𝑖
(�̅�𝑌�̃�𝑢�̃�) =

𝜕

𝜕𝑥𝑖
 [�̅�(𝑢𝑖𝑌�̃� − �̃�𝑖𝑌�̃�)] + �̇�𝑘

̅̅ ̅̅ ,       𝑘 = 1, … , 𝑛 (3.7) 

where �̇�𝑘 , is the reaction source term of gaseous species k  that is simulated. 

• Conservation of Energy: 

 
𝜕(�̅�ℎ̃)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(�̅�ℎ̃𝑢�̃�) =

𝜕

𝜕𝑥𝑖
[�̅�(ℎ�̃�𝑖 − ℎ̃�̃�𝑖)] +

𝜕𝑝

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(𝐽𝑖

ℎ̅ + 𝑢𝑖𝜏𝑖𝑗̅̅ ̅̅ ̅̅ ) + 𝑆ℎ
̅̅ ̅ (3.8) 

where h is the total enthalpy, and 𝐽𝑖
ℎ is the diffusion flux vector and Sh is the energy source 

term. 

In this thesis, gas is assumed to be ideal, and the density, temperature and pressure are 

defined by the following equation. 

 𝜌 =
𝑝

𝑅𝑇
 (3.9) 

Where R is the specific gas constant. 

The FireFOAM code assumes unity Lewis number for all species so that the thermal 

diffusivity is always equal to the mass diffusivity. The algorithm used by the code for 

pressure-velocity coupling is PIMPLE, a combination of PISO and SIMPLE, using three 

inner and outer corrections. 
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This work used a maximum Courant number of 0.8 to solve the time term to ensure 

numerical stability, following a second-order backward scheme. The convective terms are 

discretised using the LUST scheme, a scheme with a blending factor of 0.75 central 

differenced and 0.25 linear upwind scheme. The diffusive terms are discretised using the 

central differencing scheme with an explicit non-orthogonal correction. As for species mass 

transport, the terms are discretised using a second-order Total Variation Diminishing 

(TVD) scheme with Sweby limiter to ensure a bounded solution.   

FireFOAM provides several subgrid-scale (SGS) turbulence, combustion, and thermal 

radiation modelling options. In the section below, the models used in these scenarios are 

explained. 

3.4.1 Turbulence 

There are several turbulence LES models available in FireFoam, such as the 

Smagorinsky model, the k-equation eddy viscosity model (k-equation model), and the wall 

adapting local eddy-viscosity (WALE) model.  

In the present study, the SGS turbulence was modelled mainly with wall adapting local 

eddy-viscosity (WALE) model, as it predicts the SGS kinetic energy, 𝑘𝑠𝑔𝑠, and SGS eddy 

viscosity, 𝜈𝑠𝑔𝑠, better in the near-wall region compared to the default k-equation model used 

in FireFOAM [45, 92]. The WALE model computes the SGS eddy viscosity, 𝜈𝑠𝑔𝑠 as follows: 

 𝜈𝑠𝑔𝑠 = (𝐶𝑤𝛥2)
(𝑆𝑖𝑗

𝑑𝑆𝑖𝑗
𝑑)

3
2

(�̃�𝑖𝑗�̃�𝑖𝑗)
5
2 + (𝑆𝑖𝑗

𝑑𝑆𝑖𝑗
𝑑 )

5
4

 (3.10) 

where Cw is the model constant with a coefficient of Cw=0.55 based on [93]. 𝛥 is the LES 

filter size, 𝑆𝑖𝑗
𝑑  is the special tensor defined by Nicoud [92], and �̃�𝑖𝑗 is the resolved scale strain 

rate tensor. The SGS turbulent kinetic energy, 𝑘𝑠𝑔𝑠 and the rate of dissipation of SGS 

turbulent kinetic energy in WALE is expressed as: 

 𝑘𝑠𝑔𝑠 = (
𝜈𝑠𝑔𝑠

𝐶𝑘𝛥
)

2

 (3.11) 
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𝜀𝑠𝑔𝑠 = 𝐶𝐸

𝑘𝑠𝑔𝑠

3
2

𝛥
 

(3.12) 

Where Ck and CE are the model constants, where values are based on [93] (Ck= 0.29 and 

CE=1.048). These model constants were chosen based on work done by Ren et al., where 

single wall fire simulations were performed [93].   

 However, to ensure the implemented WALE model is suitable for cavity flow, both 

Smagorinsky and k-equation eddy viscosity models are used in Scenario 1 and Scenario 2 to 

compare the differences between the models.  

In the Smagorinsky model, 𝜈𝑠𝑔𝑠 is modelled as follows: 

 𝜈𝑠𝑔𝑠 = (𝐶𝑠Δ)2|�̃�| (3.13) 

where Cs is the model constant in the range of 0.1 to 0.25 [94]. In the present study, the 

coefficient Cs=0.1 used was based on the default model constant for fire scenarios [95]. |�̃�| =

√�̃�𝑖𝑗�̃�𝑖𝑗 is the strain rate tensor. To obtain 𝑘𝑠𝑔𝑠, the Smagorinsky model solves the balance 

equation shown in (3.14), with the value of 𝜀𝑠𝑔𝑠 obtained through (3.11) 

 
�̃�: 𝐵 +

𝐶𝐸𝑘𝑠𝑔𝑠

3
2

Δ
= 0 

(3.14) 

where “:” is the double inner product operator, 𝐵 =
2

3
𝑘𝑠𝑔𝑠𝐼 − 2𝐶𝑘√𝑘𝑠𝑔𝑠Δ�̃�𝐷 is the SGS stress 

tensor  with �̃�𝐷 being the deviatoric component of the strain rate tensor. The model 

constants Ck and CE have a coefficient of 0.05 and 1.048, respectively.  

For the k-equation model, the 𝜈𝑠𝑔𝑠 is calculated as: 

 𝜈𝑠𝑔𝑠 = 𝐶𝑘Δ√𝑘𝑠𝑔𝑠    (3.15) 
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where Ck is 0.05 To obtain the 𝑘𝑠𝑔𝑠, a transport equation is solved as shown: 

 

𝜕(�̅�𝑘𝑠𝑔𝑠)

𝜕𝑡
+

𝜕( �̅�𝑢�̃�𝑘𝑠𝑔𝑠)

𝜕𝑥𝑖
−

𝜕

𝜕𝑥𝑖
(�̅�(𝜈 + 𝜈𝑠𝑔𝑠)

𝜕𝑘𝑠𝑔𝑠

𝜕𝑥𝑖
)   

= −
2

3
(�̅�𝑘𝑠𝑔𝑠 + �̅�𝜈𝑠𝑔𝑠

𝜕�̃�𝑘

𝜕𝑥𝑘
)

𝜕�̃�𝑖

𝜕𝑥𝑖
+ 2�̅�𝜈𝑠𝑔𝑠

𝜕�̃�𝑖

𝜕𝑥𝑗

𝜕�̃�𝑗

𝜕𝑥𝑖
− �̅�𝜀𝑠𝑔𝑠 

(3.16) 

The closure expression for 𝜀𝑠𝑔𝑠 uses the same expression in (5) with CE =1.048, chosen 

based on the default model constant [96]. 

As mentioned previously, both Smagorinsky and k-equation eddy viscosity models have 

been shown to overpredict near-wall νsgs and ksgs. To mitigate this issue, the Van Driest wall 

damping function, as shown in (11), was used to suppress νsgs near the wall by altering the 

LES  filter size.  

 𝐷 = 1 − 𝑒
−

𝑦+

𝐴+ (3.17) 

 Δ = min (
𝜅𝑦

𝐶𝛿
𝐷, 𝛥𝑔) (3.18) 

 𝑦+ =
𝑢∗𝛥

𝜈
 (3.19) 

where y+ is the dimensionless wall distance calculated in each time step using (3.19), A+ 

= 26 and Cδ = 0.158 is the damping function constant,  κ = 0.41 is the von Karman constant, 

and Δg is the cubic root of the volume, u* is the friction velocity, 𝜈 is the kinematic viscosity 

and 𝛥 is the grid size at the normal to the wall. 

3.4.2 Wall Heat Transfer 

Coarse grid modelling for convective heat transfer has been developed in FireFoam for 

industrial-scale study [45, 97]. However, the model has a drawback where it has a specific 

grid size requirement and straying away from this value requires recalibration of multiple 

model parameters. Therefore, in the current work, a wall-resolved simulation is performed 
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where no wall model is used to estimate the convective wall heat transfer. The convective 

heat transfer is calculated as shown below.  

 𝑞𝑐
′′ = 𝑘𝑓

𝑑𝑇𝑓

𝑑𝑥
 (3.20) 

Where 𝑞𝑐
′′ is the convective heat flux, kf is the fluid thermal conductivity and, 

𝑑𝑇𝑓

𝑑𝑥
 is the 

thermal gradient of fluid and the wall surface temperature in the first cell next to the wall. 

3.5 Computational Domain and Boundary Conditions 

For all Scenarios, the meshes are hexahedra structured mesh generated using the 

OpenFOAM default utility. All cells are generated as cubic cells except those near the wall 

where cell direction is normal to the wall, Δy,  is halved.  In Scenario 1, the numerical 

domain was 200 × 100 × 63.5 mm3. The boundary condition of the simulation for both 

streamwise and spanwise was set as periodic boundaries. Note that while periodic 

boundaries are not suitable when a fire is introduced, the purpose of using periodic 

boundaries in this study is to validate the model capabilities in modelling fluid flow without 

increasing the required computational resources unnecessarily. For both the top and 

bottom of the domain, a no-slip boundary was applied. Lastly, the velocity in the domain is 

perturbed to generate the initial turbulent field, and the bulk velocity in the domain was 

set to 5.77 m/s. The perturbation of the turbulent field is performed using the boxTurb tool 

available in OpenFOAM, where divergence-free turbulence conforming to a given 

turbulence energy spectrum is created. 

For Scenario 1, the grid sensitivity was performed using three different grid sizes 

Δy=0.78 mm (Coarse), 0.62 mm (Medium), and 0.50 mm (Fine) with a total cell of 531,441, 

1,061,208 and 2,097,152 respectively. The analysis found that the difference between all 

gird sizes is almost negligible for the predicted mean velocity and velocity fluctuation, as 

shown in Figure 3.3. However, the log law velocity profile prediction shows an average error 

of 21.2% for Coarse mesh and 15.1% for Medium mesh and 11.7% for Fine mesh when 

compared to experimental results. As the improvement in accuracy reduces by almost 50% 

from Medium to Fine, the Medium mesh was chosen to investigate different turbulence 

models. 
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Figure 3.3 Grid sensitivity analysis for Scenario 1. The comparison shows the minimal difference between mesh 

sizes for predicted mean velocity and turbulent velocity fluctuation. A slightly more significant difference is 

observed for the log law profile between the mesh sizes. 

For Scenario 2, a similar numerical domain for Scenario 1 was used with the cavity 

width changed to replicate the experiment’s cavity width. The top and bottom walls were 

set with a fixed temperature of 46°C and 30°C, respectively. As for the bulk velocity, it was 

set to 4.66 m/s. Grid sensitivity was analysed using the same grid sizes as Scenario 1. The 

setup was found to be grid insensitive for the mean velocity and temperature, as shown in 

Figure 3.4. The log law profile was not compared as it was not measured in the experiment. 

As the results from Scenario 1 show that a Medium mesh is required to capture the log-law 

profile, the Medium mesh was also chosen for this scenario. 

1 10 100 1000
0

5

10

15

20

25

30

0.00 0.02 0.04 0.06 0.08 0.10

0.0

0.1

0.2

0.3

0.4

0.5

0.0 0.2 0.4
0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

M
e
a
n

 v
e
lo

ci
ty

, 
U

  
[m

 s
-2

]

Fractional distance, y/y0 y+

 Hussain et al [77]

 Fine

 Medium

 Baseline

U
/U

t

Fractional distance, y/y0



45 

 

 

Figure 3.4 Grid sensitivity analysis for Scenario 2. The comparison shows minimal differences between mesh 

sizes for predicted mean velocity and temperature predictions. 

Finally, for Scenario 3, the numerical domain is 600 x 6117 x 960 mm3. Due to the 

symmetrical setup of the experiment, only one cavity was simulated. The domain behind 

the adiabatic wall was also removed to reduce the computational resources required, as 

analysis found that the removal had a negligible effect on the result. The outlets were 

defined with an open boundary. A total of six different cases were investigated with cavity 

widths of W = 50 mm, 100 mm, and 200 mm for each wall heat flux of 104 W m-2 and 

208 W m-2. The convective heat flux at the heated wall was prescribed as 83.2 W m-2 and 

166.4 W m-2, respectively, as estimated in the experiment [88]. The boundary condition of 

the heated wall is as follows: 

 −𝑘𝑓

𝑑𝑇𝑓

𝑑𝑥
= 𝑞 + 𝑞𝑟 (3.21) 

where q is the prescribed heat flux and qr is the radiation heat flux. 

For setup where the wall heat flux is 104 W m-2, the heated wall temperature along its 

height was measured, while for configuration with 208 W m-2, the velocity along the cavity 

was measured. The grid sensitivity analysis was performed with grid sizes of Δy =4 mm 

(Coarse), 2 mm (Medium), and 1 mm (Fine) with a total cell number of 487,250, 3,898,000 
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and 13,155,750, respectively. As shown in Figure 3.5, the grid sensitivity analysis shows 

that when a coarse mesh is used, a significant difference in the predicted velocity is 

observed, where the average difference between Fine and Coarse mesh is 28.7%. 

Conversely, the difference between Fine and Medium mesh is only 4.0%. For the predicted 

temperature, the average difference between Fine and Coarse is 15.2%, while between Fine 

and Medium, it is 3.2%. Since the difference between Fine and Medium is small, the 

Medium mesh size was chosen for validation in this scenario. Figure 3.6 shows the final 

numerical setup and configuration of each scenario. 

 

Figure 3.5 Grid sensitivity analysis for Scenario 3. For Coarse mesh, simulation results show that huge 

differences are recorded when compared to both Medium and Fine mesh. The Medium mesh was chosen for 

validation due to negligible differences between the Fine mesh. 
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Table 3.1 Summary of the numerical settings for Scenario 1 – 3 and Reynolds number involved in each scenario. 

Note that Reynold numbers in Scenario 3 are not known as fluid flow is caused by buoyancy.  

Scenario  Grid size (mm) Reynolds number Total Numerical cell 

Scenario 1 0.62 13,800 1,400,000 

Scenario 2 0.62 9,370 480,000 

Scenario 3 2.00 - 3,898,000 

 

 

Figure 3.6 Setup of the simulations of the three Scenarios. Mesh refinement was present near the wall where 

cell size is halved in the normal direction. 
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Results 

3.5.1 Scenario 1 – Fluid Flow Validation 

The analysis shows that predictions of the three turbulence models’ mean velocity 

profile, friction velocity, and turbulent velocity fluctuation fit the experimental data with 

reasonable accuracy, as presented in Figure 3.7a. The results show that all models can 

predict the fluid flow to a high degree of accuracy found to be within 10% of the 

experimental measurement, as shown in Table 3.2. The results show that the k-equation 

and Smagorinsky model performs slightly better at predicting the log law velocity profile 

when compared to the WALE model, as shown in Figure 3.7b. This is attributed to the Van 

Driest damping function that helps to predict velocity gradient correctly and, therefore, 

better friction velocity prediction [98]. However, one slight disadvantage of this damping 

function is that it does not work well in a complex turbulent flow due to its global 

dependence on the dimensionless wall distance, which could differ in different areas of the 

domain.  

To ensure the turbulence quantity is captured with reasonable accuracy, the velocity 

fluctuation of different turbulence models is compared to the experimental measurement, 

as shown in Figure 3.7c and Figure 3.7d. The results found that the predicted velocity 

fluctuations by the three models at the centre of the channel and the peak fluctuation were 

similar to the experimental result. However, all three models overpredict at the near-wall 

region by an average of 30%, with both k-equation and Smagorinsky models predicting the 

fluctuations better than the WALE model initially before overpredicting the fluctuation 

closer to the centre of the channel. As aforementioned, using the Van Driest damping 

function for both k-equation and Smagorinsky models may have improved the prediction in 

a less complex flow. 
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Table 3.2 Mean Relative error and bounded relative error for Scenario 1 over the various measurements. 

Smagorinksy and K-equation model performs slightly better due to the Van Driest wall function. 

 

Mean velocity, �̅� 
Log law velocity, 

𝑼+

𝑼𝝉
 

Velocity intensity, 

√𝒖′𝟐̅̅ ̅̅ ̅

�̅�
 

𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 

WALE 6.4%  6.3% 12.4% 12.3% 24.8% 23.2% 

Smagorinsky 5.9% 5.9% 7.9% 7.8% 19.7% 18.2% 

K-equation 5.8% 5.6% 7.6% 7.6% 21.4% 19.7% 

 

  

Figure 3.7 Predicted a) wall normal variation of the mean velocity profile b) log law velocity profile c) 

Dimensionless velocity intensity profile d) Dimensionless velocity intensity profile near the wall of Scenario 1. 

The simulation result shows that all turbulence models accurately predict flow velocity in a narrow cavity.  
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3.5.2 Scenario 2 – Heat Transfer Validation 

For Scenario 2, all three turbulence models could accurately capture the velocity and temperature profile with a 

maximum error of approximately 20%, as shown in Figure 3.8a and  

Table 3.3. For the heat flux, the WALE model was able to predict the heat flux slightly 

more accurately compared to both k-equation and Smagorinsky. The wall heat flux, qw 

measured in the experiment is 150 W m-2. The WALE model predicted a heat flux of 102 W 

m-2, while k-equation and Smagorinsky both predicted 93 W m-2.  The reason for this 

discrepancy is that both k-equation and Smagorinsky models tend to take an incorrect 

value of νsgs near the walls as the model fails to eliminate νsgs near the wall, increasing 

substantially before a sudden reduction to zero due to the Van Driest damping function, as 

shown in Figure 3.8b. This meant that k-equation and Smagorinsky models might predict a 

more turbulent flow near the wall. This phenomenon was observed by Yuen et al. [69], who 

found that turbulent generation at the ceiling in a compartment fire is greater for models 

that require a damping function. In contrast, the WALE model could predict the vanishing 

value of νsgs near the wall without a damping function and hence a more accurate flow at 

the wall.  

 

Figure 3.8 Simulation results of Scenario 2 where a) All turbulence models captured the mean velocity and 

temperature profile with good accuracy. b) vanishing value of SGS viscosity at the wall was only predicted 

accurately by the WALE model 
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The simulation results were further non-dimensionalised and compared to the DNS 

results by Lyon et al.[82] to validate the accuracy of the fluctuating temperature prediction. 

DNS simulation result was used to validate the model due to the lack of reliable 

temperature measurement near the wall at high flow speed [99]. The two variables that are 

evaluated were the normalised temperature and the normalised r.m.s temperature 

distribution, described as (3.22) and (3.23) respectively: 

 �̅� + =
𝑇𝑤 − �̅�

𝑇𝜏
 (3.22) 

 𝜃′ + =
𝜃′

𝑇𝜏
 (3.23) 

 𝑇𝜏 =
𝑞𝑤

𝜌𝑐𝑝𝑈𝜏
 (3.24) 

where the superscript + denotes normalisation by wall variable i.e. friction velocity Uτ, 

and friction temperature, Tτ.  𝑇𝑤 is the wall temperature �̅� is the mean temperature, 𝜃 is 

the excess temperature, and the superscript ' denotes fluctuating component. 

 Figure 3.9 and  

Table 3.3 shows that when compared to DNS results, all three turbulence models show 

an accurate prediction of the mean temperature measurements with an error of within 20% 

at the centre, but when comparing the temperature fluctuation, the WALE model was 

observed to have a closer prediction to the DNS result with an average error of 6.7%. 

The simulation results in Scenario 2 show that the WALE model could predict νsgs more 

accurately near the wall and the fluctuation temperature, both of which are vital in the 

accurate prediction of near-wall combustions and wall heat flux [45, 69]. Hence, the chosen 

turbulence model is the WALE model for future scenarios. 
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Figure 3.9 Simulation results of Scenario 2 were a) dimensionless mean temperature distribution. b) non-

dimensional r.m.s temperature distribution model. The prediction shows that the WALE model performs 

slightly better near  

Table 3.3  Mean Relative error and bounded relative error for Scenario 2 over the various measurements. WALE 

model performs better likely due to better prediction of νsgs  near walls 

 

Mean 

velocity, �̅� 

Temperature, 

 𝑻 

Dimensionless Mean 

Temperature, 
�̅�+

𝑷𝒓
 

Dimensionless 

Temperature 

Fluctuation, 
𝜽′+

𝑷𝒓
 

𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 

WALE 4.6%  4.6% 0.6% 0.6% 14.7% 14.5% 8.8% 6.7% 

Smagorinsky 11.9% 11.7% 1.3% 1.3% 16.1% 15.8% 12.4% 9.6% 

K-equation 8.8% 8.8% 0.9% 0.9% 15.7% 15.5% 14.5% 11.2% 
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3.5.3 Scenario 3 – Buoyancy Validation 

When the wall heat flux is 208 W m-2, the results show that the model could capture the 

velocity profile due to buoyancy within an average of 30% error for all cavity widths, as 

demonstrated in Figure 3.10 and Table 3.4. The uncertainty of the convection heat flux 

generated from the heated wall may partially explain the differences, although it is 

unlikely that it is the main reason for the discrepancies.  

As for the 104 W m-2 case where the heated wall temperature was measured, the local 

maxima of the heated wall temperature were predicted to be slightly higher than the 

experiment errors within 20%, although the general temperature trend was captured, as 

shown in Figure 3.11. The simulation results showed that the convective heat transfer 

coefficient on the wall was in the range of 3 W m-2 K-1 to 20 W m-2 K-1. 

 

Figure 3.10 Comparison of experimental and predicted velocity profiles for cavity widths of W = 50 mm, 100 

mm, and 200 mm at the height of 3,865 mm for qw = 208 W m-2. The model could capture the general velocity 

profile, although velocity tends to be overestimated near the wall. 
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The turbulent characteristic for 104 W m-2 was also compared to the experimental result 

for cavity widths of 100 mm and 200 mm at Y = 3,840 mm. The result shows that it could 

predict both velocity and temperature intensity profile and temperature to a reasonable 

degree with errors within 35%, as shown in Figure 3.12 and Table 3.4. However, similar to 

the prediction of the velocity profile, the model tends to overpredict the vertical velocity 

intensity near the heated wall for the cavity width of 100 mm. At the centre of the cavity, 

the vertical velocity intensity was underpredicted for both cavity widths. As for the normal 

velocity intensity, the model overpredicts for 100 mm cavity width, while for 200mm cavity 

width, the simulation was found to be predicted accurately predicted. One potential reason 

for these errors was the simulation’s ability to predict the convective heat transfer at the 

laminar region, where mesh size is required to be very fine. Lastly, the temperature 

intensity prediction by the model was found to be accurately predicted throughout the 

cavity. 

 

Figure 3.11 Comparison of experimental and predicted heated wall temperature of a) 50 mm, b) 100 mm, and c) 

200 mm cavity for qw = 104 W. The model captured the general trend, but local maxima tend to be predicted 

slightly higher up 

These results indicate that the model could predict the general trend of both wall 

temperature and velocity profile in a cavity due to natural convection and buoyancy. 

However, the results show that the introduction of buoyancy significantly increased the 

complexity of the problem and the difficulty of predicting fluid dynamics in the cavity. 
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Therefore, it is essential to be aware that while the model can accurately predict the 

general trend, it should still be used with caution as local field predictions may be 

erroneous. 

 

Figure 3.12 Comparison of experimental and predicted velocity intensity profile for cavity widths of (a) 100 mm 

and (b) 200 mm velocity and (c) temperature intensity profile when qw = 104 W m-2  at the height of 3865 mm for 

a cavity width of 100 mm. The model was able to capture the general trend of the turbulent characteristic. 

Table 3.4 Mean Relative error and bounded relative error for Scenario 3 over the various measurements. After 

the addition of buoyancy, the relative error increased drastically. 

Cavity 

width, 

mm 

Mean velocity, �̅� 

(208 W m-2) 

Temperature,  𝑻 

(104 W m-2) 

Velocity 

intensity, (104W) 

Temperature 

intensity 

fluctuation, 
√�̅�𝟐

𝑻
 

(104 W) 

𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 

50 24.6 ± 8%  23.9 ± 8% 17.1 ± 10% 16.9 ± 10% N/A N/A N/A N/A 

100 28.4 ± 8% 27.3 ± 8% 16.8 ± 10% 16.6 ± 10% 40.3% 34.6% 23.4% 22.4% 

200 49.0 ± 8% 39.7 ± 8% 14.0 ± 10% 13.9 ± 10% 24.2% 22.3% N/A N/A 
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3.6 Conclusion 

I study the ability of the FireFOAM model to predict the cavity fire with varying widths 

and configurations here. As facade cavity fire is a multiphysics process where different 

physical phenomena interact with each other to produce a non-linear and complex problem, 

the present work proposed an approach to validate each physical phenomenon in a narrow 

cavity configuration. Current cavity fire models are validated with all physical phenomena 

involved at once, which may not be appropriate for a narrow cavity fire scenario. This is 

because the validated model may be affected by the compensation effect, where a fortuitous 

validation result could be obtained due to multiple wrongly predicted physical phenomena. 

To limit the compensation effect of the model, the current work performs a step-by-step 

validation to ensure each physical phenomenon is predicted accurately in a narrow cavity 

configuration. The present work includes fluid flow, heat transfer, and buoyancy models. 

Simulation results from Scenario 1 and Scenario 2 show that the presented model can 

simulate both fluid flow and heat transfer accurately. Analysis from both scenarios 

indicates that the WALE turbulence model is a more appropriate model for facade cavity 

fire due to the walls’ proximity in the cavity. The result shows that the WALE model can 

predict the temperature gradient, velocity profile, and fluctuating velocity and temperature 

in a turbulent flow more accurately than the k-equation and Smagorinsky models in a 

narrow cavity. In addition, the ability of the WALE model to predict the vanishing value of 

SGS viscosity and kinetic energy without relying on the damping function meant that it 

might be more suitable for predicting convective heat flux and combustion near the walls. 

The model’s ability to predict buoyancy was also validated. The simulation results show 

that the model slightly overpredicts the airflow in the cavity by an average of 30%. This 

overprediction could be due to applying a higher convective heat flux as a boundary 

condition due to the experimental convective heat flux uncertainty. The results also show 

that the model could predict the general trend of the heated wall temperature and 

turbulence characteristic with reasonable accuracy, indicating that the model is capable of 

predicting the overall effect of buoyancy in a narrow cavity. However, caution needs to be 

taken as local field predictions may be erroneous. 
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Lastly, the validated scenarios show that the model prediction of various fluid dynamics 

in a cavity was affected as more physical phenomena were introduced. This is expected as 

flow in a narrow cavity is a strongly coupled problem, and any additional physical 

phenomena may affect the overall predictions. The results from the numerical methodology 

developed show that a step-by-step validation can help to develop a robust and reliable 

model for a cavity fire scenario as it reduces the degrees of freedom when modelling a more 

complex scenario. The results show that the three physical phenomena simulated by the 

model show good agreement with the experimental result. 
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Chapter 4  

Addition of a Combustion Model inside the Narrow 

Cavity of a Facade  

Summary3 

This chapter studied the combustion physical phenomena for FireFOAM in a narrow 

cavity fire. The study of combustion inside a non-combustible facade cavity is an important 

first step in understanding the fire dynamics in a cavity, as modelling pyrolysis at the same 

time may result in compensating effects. Studying combustion in a non-combustible facade 

would also provide information on the effect of combustible materials in a cavity fire. A 

total of ten cases are studied with five different cavity widths and two different burner heat 

release rates (HRR). Eight of the ten cases were validated against experimental data from 

the literature. Simulation results show that the model accurately predicts the flame height 

decreases with increasing cavity width within an average error of 14.9%. However, for a 

higher burner HRR and narrower cavity width, the predicted flame height error increases 

to 30%. As for the maximum upward exit velocity, the model could predict it with an 

accuracy of 20%. The model also found that flame splits at the centre in a narrower cavity 

due to air entrainment from the sides, creating flow circulation that moves fuel laterally. 

The model predicts the overall incident heat flux to decrease with increasing cavity width. 

The results show that the model can study cavity fires with significant credibility.  

 
3 This chapter is based on a submitted paper: B. Khoo, W. Jahn, M. Bonner, P. Kotsovinos, 

G. Rein, Step-by-Step Development of Multiphysics Simulation in a narrow Cavity. 
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4.1 Introduction 

In chapter 2, I discussed the development of fire modelling and how fire modelling could 

help to improve our understanding of narrow cavity fire. I have also mentioned that the 

physical phenomena of current CFD models of fire-driven flow are validated step-by-step 

for open-air fire or compartment fire. Furthermore, I stated that the five physical 

phenomena involved in a cavity fire are strongly coupled, resulting in the need to validate 

the model step-by-step for each physical phenomenon in a narrow cavity. In the previous 

chapter, I demonstrated that the model could capture three of the five physical phenomena; 

fluid flow, heat transfer and buoyancy; with reasonable accuracy, and in this chapter, the 

ability of the model to predict combustion in a narrow cavity will be explored. 

The combustion process is a complex phenomenon that involves many stages. Early 

treatment to fire modelling is approached using a volumetric heat source where the source 

term in the energy equation is modified. This neglects the need to model combustion 

chemistry whilst allowing practitioners to study the buoyancy effect on fluid flows [100]. 

Unfortunately, this approach does not consider the flame's combustion products, fire 

development, or radiation heat transfer which could significantly affect temperature 

prediction near the wall [73]. As computation power increases, combustion and flame 

radiation models have been developed to overcome these shortcomings. The combustion 

process can be described as a single global exothermic reaction in its simplest form. 

However, such descriptions only define the energy released by fuel and do not describe the 

reaction rate. Hence, the challenge associated with modelling fire accurately is having an 

accurate expression of the mean reaction rate [101]. 

 The primary considerations in calculating the mean reaction rate are the air-fuel 

mixture time scale and chemical kinetics. Depending on the length scale of the fire we are 

investigating, the physical expression can be simplified without losing much accuracy [102]. 

Figure 4.1 shows the length and time scales of each of the processes present during a fire. 

Since the engineering length scale is of interest to our problem, the chemical kinetics 

involved in the fire need not be resolved to obtain an accurate result. This is due to the 

overall reaction rate of these fires being controlled primarily by the turbulent mixing time 

scale of fuel and oxidant at this length scale. Since the chemical reaction plays a lesser role, 

the combustion model can assume very fast chemistry to reduce the required computational 
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resources. Examples of combustion models developed for these fires are the eddy break-up 

model [103], the eddy dissipation model [104], and the conserved scalar approach based on 

the mixture fraction [105].  

Whilst these models have been validated rigorously against experimental data, 

validation of these combustion models in narrow cavity fire scenarios remains limited. In 

this chapter, validation of the model's capability to simulate fire in a narrow cavity will be 

performed over various cavity widths, and the model's limitations will be discussed in the 

following section. 

 

Figure 4.1 The time scales and length scale needed to resolve the required combustion phenomenon. As the 

engineering scale is of interest, there is no need for the model to resolve the chemical kinetics where a 

tremendous requirement is needed for both the time scale and length scale. (Source: [102]) 

4.2 Experimental Setup for Validation 

Similar to Chapter 3, the experimental setup of Scenario 4 will only be briefly discussed, 

and the readers are referred to the original research by Livkiss et al. [28] for a more 

detailed description of the setup. The experimental setup consists of two parallel non-

combustible vertical walls with a height of 1.8 m and a width of 0.8 m with the sides open to 
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induce flow spanwise. A propane gas burner with an 8 x 391 mm burner opening was placed 

at the centre of the cavity next to one of the non-combustible vertical walls. This wall is 

hereby referred to as the "near wall", whereas the other is referred to as the "far wall". The 

cavity width and burner heat release rate (HRR) tested in this experiment vary from 20 

mm to 100 mm and 6.5 kW to 15.8 kW, respectively. Measurements in this experiment 

consist of exit flow velocities at the top measured using bi-directional probes and heat flux 

on the near wall measured using a thin skin calorimeter (TSC). A simplified schematic of 

the fire is shown in Figure 4.2. For this study, the model is validated with a cavity width of 

40 mm, 50 mm, 60 mm, and 100mm with HRR of 6.5 kW and 12.9 kW.  

 

Figure 4.2 Simplified schematic of the experimental setup of Livkiss et al. used to validate the combustion 

model [28]. The model is validated with cavity widths of 40 mm, 50 mm,60 mm and 100 mm. 

Note that while the HRR is not as high compared to actual facade fire, this experimental 

setup was chosen to validate the model because three parameters of interest were 

measured for fire in a narrow cavity: flame height, heat flux and flow velocities, all of which 
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are essential in validating the robustness of the model. The validation of Scenario 4 

represents the first step in developing a robust numerical methodology that accurately 

predicts fluid flow, heat transfer, buoyancy and combustion in a narrow cavity fire scenario.  

4.3 Numerical Modelling 

 The numerical settings used in this study are similar to those described in Section 3.4, 

and readers are referred to that section for a detailed description. This section will describe 

only the new models introduced in Scenario 4. 

Combustion 

In FireFOAM, the energy released from combustion is introduced into the energy 

equation via the source term �́�𝑐
′′′. The heat release rate per volume is obtained by summing 

the lumped species' mass production rates times their respective heat of formation as:  

 �̇�𝑐𝑜𝑚𝑏
′′′ = − ∑ 𝑚𝛼

′′′Δℎ𝑓,𝛼

𝛼

 (4.1) 

where 𝑚𝛼
′′′ is the mass production per volume of the species, and Δℎ𝑓,𝛼 is the heat of 

formation of the respective species. However, while (4.1) provides the total heat released 

from the fuel involved in the combustion, the equation does not provide the reaction rate of 

the combustion. The combustion process often involves hundreds of intermediate reactions 

and species before becoming a final stable product. Therefore, it is no surprise that the 

combustion process is often severely simplified to just several or one critical reaction where 

the reaction rate is determined. As aforementioned, the rate of combustion is assumed to be 

controlled by a turbulent mixing timescale due to the fire length scale. Hence the 

combustion model chosen is infinitely fast.  

The modified eddy dissipation combustion model (EDM) proposed by Ren et al. [93] is 

one of the most commonly used combustion models for FireFoam and is used in the present 

study. The modified EDM expressed the fuel mass reaction rate as follows: 
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𝜔𝐹

′′′´ =
�̅�

𝑚𝑖𝑛 (
𝑘𝑠𝑔𝑠

𝐶𝐸𝐷𝐶𝜀𝑠𝑔𝑠
,

𝛥2

𝐶𝐷𝑖𝑓𝑓𝛼𝐷
)

𝑚𝑖𝑛 (ỸF ,
Ỹ𝑂2

𝑟
) 

(4.2) 

where �̅�  is the LES-filtered mass density, 
𝑘𝑠𝑔𝑠

𝐶𝐸𝐷𝐶 𝑠𝑔𝑠

 is the turbulent mixing timescale with 

model coefficient CEDC = 4, 
𝛥2

𝐶𝐷𝑖𝑓𝑓𝛼
 is the molecular diffusion timescale, model coefficient 

CDiff = 4, 𝛼𝐷 is the thermal diffusivity, Ỹ𝐹 is the fuel mass fraction, �̃�𝑂2
is the oxygen mass 

fraction, and r is the stoichiometric oxygen-to-fuel mass ratio. The combustion model 

coefficients are based on work done by Ren et al., where vertical wall fire is simulated [45]. 

The model assumes one-step complete combustion, infinitely fast, and considers 

irreversible chemical reactions. It assumes that in the turbulent region, the fuel-air mixing 

is controlled by turbulent mixing, while in the laminar region (i.e. viscous sublayer of the 

wall), it is controlled by molecular diffusion.  

All combustions are assumed to be complete combustion described as: 𝐶3𝐻8 + 5𝑂2 +

18.8𝑁2 → 3𝐶𝑂2 + 4𝐻2𝑂 + 18.8𝑁2. The heat of combustion of propane, Δ𝐻𝑐, is 46.35 MJ kg -1 

[106].  

Radiation Heat Transfer 

To calculate the radiative heat flux,  the radiative transport equation (RTE) was used. The 

expression of the simplified RTE where scattering is not considered and the grey gas 

assumption is used as follows: 

 
𝑑𝐼

𝑑𝑠
= 𝜅𝑃(𝐼𝑏 − 𝐼) (4.3) 

Where the 𝐼 is the radiation intensity, s is the unit vector along a direction of propagation of 

radiation, 𝜅𝑃 is the Planck mean absorption coefficient and 𝐼𝑏 is the black body radiation. 

The Finite Volume Discrete Ordinates Model (fvDOM) is used in the present work to 

solve the RTE in FireFOAM. The method solves the radiation problem by treating the 

radiation intensity as a function of spatial location and angular direction and is integrated 

over a sphere, as shown below: 
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 𝜵 ∙ 𝒒𝑹 = 𝜿𝑷 (𝟒𝝅𝑰𝒃 − ∫ 𝑰
 

𝟒𝝅

𝒅𝜴) = 𝜿𝒑𝟒𝝈�̃�𝟒 − 𝜿𝒑 ∑ 𝑤𝑖𝐼𝑖(𝒓, 𝒔)

𝑛

𝑖=1

 (4.4) 

where 𝐼𝑖(𝒓, 𝒔) is the radiation intensity at a given location indicated by position vector r, 

and direction s, and wi is the associated weights for basic discrete ordinates approximation 

for one octant. 

The radiation emission is modelled via the radiative fraction approach to avoid the 

uncertainty involved in modelling the turbulent radiation interaction (TRI), soot modelling 

and reducing the dependency of grid size to model radiation accurately due to filtered 

temperature,  �̃�4. The radiative fraction approach assumes that a portion of the HRR of fuel 

combustion is converted into thermal radiation, as shown below  

  𝛻 ∙ 𝑞𝑅
′′ = 𝜒𝑞𝑐𝑜𝑚𝑏

′′′  (4.5) 

Where 𝑞𝑅
′′ is the radiation heat flux, 𝜒 is the radiative fraction constant. The radiative 

fraction 𝜒 is 0.27, which is within the range found experimentally [107]. Sensitivity analysis 

performed using a radiative fraction of 0.27 and 0.35 was found to have a negligible 

difference in the current study. When comparing the total heat transfer on the near wall 

and heat flux to the near wall, the difference was found to be not more than 3 % and 6 % 

respectively, as shown in Table 4.1 Sensitivity analysis on the effect of radiant fraction.  

When comparing the heat flux on the near wall, wall, Finally, the number of solid angles 

used for the simulations is 112. Simulation results show that using a lower solid angle may 

result in an inaccurate prediction of wall heat flux due to the "ray effect", as shown in 

Figure 4.3. 
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Table 4.1 Sensitivity analysis on the effect of radiant fraction 

Radiant Fraction Heat Flux at 0.05 m[kW m-2] Total heat transfer [kW ] 

0.27 48.75 5.13 

0.30 47.43 4.96 

0.33 45.63 4.97 

0.35 46.23 5.11 

 

Figure 4.3 Ray effect on the far war when 32 solid angles are used (left) and 112 solid angles are used (right) 

In this study, the total incident heat flux on the wall is evaluated as: 

  𝑞𝑡𝑜𝑡𝑎𝑙
′′ = 𝑞𝑐

′′ + 𝛼𝑞𝑖𝑛
′′  (4.6) 

Where 𝛼 is the absorptivity coefficient of the material, modelled as 1 due to soot deposit 

on the wall and 𝑞𝑖𝑛
′′  is the incident radiation heat flux and 𝑞𝑐

′′ is the convective heat flux. 

Solid-Gas phase coupling 

The convective heat transfer is calculated similarly to those shown in Chapter 3. 

However, in this chapter,  radiative heat transfer and solid phase meshes are introduced to 

model the temperature behaviour of the non-combustible panel. The following equation 

describes the temperature change in the solid phase to couple the temperature between the 

solid and gas phases. 
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  𝑘𝑠

𝑑𝑇𝑠

𝑑𝑥
= 𝑞𝑐

′′ + 𝑞𝑟
′′ (4.7) 

Where 𝑘𝑠 is the thermal conductivity of the solid material, 
𝑑𝑇𝑠

𝑑𝑥
 is the solid thermal gradient, 

𝑘𝑓 is the thermal conductivity of the fluid, 𝑞𝑐
′′ is the convective heat flux and 𝑞𝑟

′′ is the 

radiative heat flux. 

The temperature calculation at the solid-gas interface is performed by first solving the 

convective heat flux and radiative heat flux at the gas phase, and the information is then 

transferred to the solid phase. The total heat flux, along with the initial temperature field 

in the solid phase, is then used to solve with Eq. (4.7) to obtain the temperature of the solid 

phase interface. Finally, the temperature at the solid phase interface is passed to the gas 

phase interface at the next time step.  

4.4 Computational Domain and Boundary Conditions 

The numerical domain of Scenario 4, as shown in Figure 4.5, is 1200 x Y x 2100 mm3, 

where Y is 240, 250, 260, and 300 for cavity widths W = 40, 50, 60, 80 and 100 mm, 

respectively. Note that there is no 80 mm width experiment, and the simulation of this case 

is just for analysis purposes. Grid sensitivity analysis was performed on grid sizes of 

Δy = 5.0 (Coarse), 2.5 (Medium), and 1.25 mm (Fine) with a total cell number of 185,420, 

850,216 and 2,942,916, respectively. The results show that the difference between the wall 

heat flux at the lower region for Coarse and Fine mesh is around 44%, whereas Medium 

and Fine mesh is only 12%, as shown in Figure 4.4. Hence, the Medium mesh size of 

Δy = 2.5 mm was chosen in this study to reduce the computational time required for the 

Fine mesh.  
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Figure 4.4 Comparison of incident heat flux between the three different mesh sizes. Results show that Coarse 

mesh underpredicts lower region significantly. Medium and Fine mesh was able to resolve the predicted heat 

flux more at this region. 

For the panel, 50 cells are generated across its thickness (0.1 mm cell thickness), where 

the interface between the solid and gas cell is mapped onto each other. Note that a high 

number of solid-phase cells is needed to ensure numerical stability at the interface between 

the solid and gas phases. The final numerical cell settings are shown in the table below: 
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Table 4.2 The total numerical cell for gas and solid phases at different cavity widths. 

Cavity Width Gas Phase cells Solid Phase cells 

 40 mm    862,900 5,760,000 

 50 mm 1,010,500 5,760,000 

 60 mm 1,116,340 5,760,000 

 80 mm 1,382,464 5,760,000 

100 mm 1,664,950 5,760,000 

 

The thermal properties of the panel are as defined in Livkiss et al. [28] with the 

temperature boundary conditions expressed as follows: 

 𝑘𝑠

𝑑𝑇𝑠

𝑑𝑥
= 𝑘𝑓

𝑑𝑇𝑓

𝑑𝑥
+ 𝛼𝑞𝑖𝑛 − 𝜀𝑞𝑒𝑚 (4.8) 

Where ks is the thermal conductivity of the solid, 
𝑑𝑇𝑠

𝑑𝑥
 is the thermal gradient in the solid, 

α and ε are the absorptivity and emissivity coefficients, both taken as one due to the 

reported soot,  and qem is the emitted radiation heat flux. 

As for the side outlet, an open boundary condition is prescribed where the outflow 

velocity is set to zero gradients, and the inflow velocity is calculated using the pressure 

difference between the ambient pressure and pressure at the interface. For the top outlet, 

both outflow and inflow velocity is set to zero gradient to ensure numerical stability. 

Finally, the HRR of the burner is adjusted by setting the mass flow rate of the propane. In 

this simulation, a mass flow rate of 0.14 g s-1 and 0027 g s-1 are used to simulate a HRR of 

6.5 kW and 12.9 kW, respectively. 



69 

 

 

Figure 4.5 Computational Domain of Scenario 4. The size and location of the mesh refinement are as shown 

with further refinement applied near the panel where cell size was halved in the normal direction. 

4.5 Results 

Flame Height 

The flame height obtained from the simulations was compared to the experimental and 

simulation result by Livkiss et al. [28, 49], where flame height was defined using visual 

analysis and cumulative HRR. Flame height was first compared with three criteria used in 

past literature: stoichiometric mixture fraction, 99% cumulative HRR and temperature 

difference of 550K with the surrounding air temperature, ΔT [108]. The median flame 

height between the 30th – 40th seconds was compared, as shown in Figure 4.6. The 

comparison showed minimal difference in flame height measured using stoichiometric 

mixture fraction and 99% cumulative HRR criteria. In contrast, flame height predicted 

using ΔT criteria is generally higher. However, using a temperature difference of 550 K for 

ΔT criteria is arbitrary, and it may not be a suitable indicator of flame height. The flame 

height criterion chosen in this work is the stoichiometric mixture fraction criteria, and it is 

compared to Livkiss’s, as shown in Figure 4.7. 
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Figure 4.6 Comparison of flame height using three criteria: Stoichiometric Mixture Fraction, 99% cumulative 

HRR and ΔT = 550 K. The comparison showed ΔT = 550 K tends generally predict a higher flame height, while 

stoichiometric mixture fraction and 99% cumulative HRR predict a similar flame height. 

The results show that for both burner HRRs, the model tends to underpredict the flame 

height. Results show that flame heights predicted by the model were more accurate for 

lower burner HRR, where underpredictions are around 4% - 15%  of the experimental flame 

height, as shown in Figure 4.7 and Table 4.3. In comparison, at higher burner HRR, the 

flame heights were underpredicted by about 10% - 30%, with the 40 mm case 

underpredicted by 30%. The present result is similar to the simulation by Livkiss, where 

flame heights of cavity width of 40 mm were simulated and underpredicted. One potential 

reason for the underprediction is the infinitely fast combustion model that may have 

resulted in an underprediction of flame height in a well-ventilated condition. This is due to 

fuel reacting with oxygen immediately at contact, which results in most combustions 

occurring in the first grid cell next to the burner [109]. The predicted flame height, whilst 

underpredicted for a narrower cavity, was observed to improve the cavity width became 

wider. 
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Figure 4.7 Comparison of Livkiss’s experiments and prediction for the flame height where burner HRR is a) 

6.5 kW and b) 12.9 kW. The model consistently underpredicts the flame height by an average of 14.9%, but the 

reduction of flame height with increasing cavity width is predicted well. 

However, while flame heights were underpredicted in both HRRs, the model captured 

the general trend of flame height reducing with an increasing cavity width. Figure 4.8 

shows the predicted flame height when compared to both Livkiss et al. and Karlsson et al. 

experimental measurements [20, 28]. The results show that the model could potentially be 

extrapolated to study different facade configurations. 
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Figure 4.8 Comparison of flame height with both Livkiss et al. and Karlsson et al. experimental measurements 

[8, 16]. The model prediction is within the measurement of both data sets,  suggesting that the model may be 

suitable for predicting flame height for different cavity configurations. 

Flame Shape 

One of the advantages of CFD simulation of fire in a narrow cavity is the ability to 

investigate the shape of the flame which is difficult in the experiment as the panel 

obstructs the camera. The current model predicts the flame to split into two peaks at a 

cavity width lower than 60 mm for HRR of 6.5 kW and a cavity with lower than 80 mm for 

HRR of 12.9 kW, as shown in Figure 4.9. 
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Figure 4.9 Instantaneous at t = 40 s (left) and average (right) flame shape for HRR of 6.5 kW for a cavity width 

of a) 40 mm and b) 60 mm. Simulation shows that the predicted flame shape is different as cavity width 

changes. 

One possible explanation for the flame splitting was air entrainment from the side that 

forces air circulation at the centre, where fuel is forced towards the side, as shown in Figure 

4.10. It is unsure whether this occurs in the experiments; however, as the mesh size is 

reduced, the flame was found to split at a higher point. The simulation result suggests that 

accurate prediction of laminar to turbulent transition is likely to affect the shape of the 

flame at a narrow cavity width. This is because the rate of fuel combustion is determined by 

the turbulent mixing of the air and fuel, which in turn determined where and how fuel is 

combusted. 
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One potential effect of the accurate prediction of flame shape is its effect on the heat flux 

prediction on the wall, which will be discussed in the following section. 

 

Figure 4.10 Streamline of average air entrainment from the sides for burner HRR of 12.9 kW for 40 mm and 

100 mm cavity width at the height of 0.4 m above the burner. The air entrainment creates a circulation at the 

centre that moves the fuel away from the centre. This resulted in the flame being observed as two peaks. 

Upward exit velocity 

Accurate prediction of upward velocity is essential as they may affect fire dynamics and 

convective heat transfer over the facade panel. Additionally, accurate prediction of the 

upward velocity by a model indicates that the model is robust and able to simulate fluid 

flow despite the addition of combustion. The upward exit velocity in the experiment is 

measured at 1800 mm above the burner. The predicted upward exit velocities for both 

burner HRRs were averaged over 10 seconds. The model predicted the general trend of the 

velocity profile, as shown in Figure 4.11. Note that the experimental result is not 
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symmetrical because the placement of the gas burner may not be at the centre resulting in 

an asymmetrical velocity profile, as reported by Livkiss et al. [28]. 

 

Figure 4.11 Comparison of Scenario 4 result and experimental upward exit velocity data at various locations at 

the cavity for a cavity width of 40 mm with Burner HRR of a) 6.5 kW and b) 12.9 kW. Although underpredicted, 

the simulation results capture the general trend of the experimental data. 

The model could predict the peak velocity with reasonable accuracy and was found to 

have an error of around 4% ± 10% for HRR 6.5 kW, while for HRR 12.9 kW, the error was 

found to be between 10% - 20% ± 10%. However, the velocity prediction at the side was 

found to be underpredicted with an average error of 51%, as shown in Table 4.3. These 

errors were likely due to bi-directional probes not being modelled, causing discrepancies as 

they may influence the airflow out of the cavity. Given the uncertainty in the 

measurements and the general trends captured by the model, the model’s capability to 

predict velocity in a facade cavity fire was satisfactory and could be extrapolated to study 

different scenarios. 
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Incident Heatflux to the near wall 

The comparison of total heat flux along the centreline of the near wall for both 6.5 kW 

and 12.9 kW HRR with varying cavity widths is shown in Figure 4.12 and Figure 4.13. The 

heat flux presented in these figures is defined similarly to Livkiss’s definition, where it is 

the sum of convective heat transfer and incident radiation heat flux. The simulation results 

show a good prediction for HRR 6.5 kW HRR with an average error of 37% ± 25%. In 

contrast, for HRR 12.9 kW, the predicted heat flux is less accurate, with an average error of 

45% ± 25% and a maximum error of 90% ± 25%. It is worth noting that the predicted heat 

flux at the 0.05 m height is all overestimated. This is because the chosen combustion model, 

an infinitely fast chemistry model resulted in most of the fuel combusting at the first grid.  

Combined with the radiation model used, the radiative heat flux at the lower region is 

generally overpredicted.  

 

Figure 4.12 Comparison of experimental total heat flux to Scenario 4 prediction of HRR = 6.5 kW for a cavity 

width of a) 40 mm b) 50 mm c) 60 mm and d) 100 mm. A good match to experimental data was found 

qualitatively and quantitatively for varying cavity widths.  
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For cases of burner HRR of 12.9 kW, the simulation could not capture the increasing 

heat flux from 0.05m to 0.25m. This is because the flame lift-off observed in the experiment 

for burner HRR of 12.9 kW could not be replicated in the model due to the infinitely fast 

chemistry combustion model used, which assumes the rate of combustion is governed solely 

by turbulent or laminar mixing timescale. 

 

Figure 4.13 Comparison of experimental total heat flux to Scenario 4 prediction of HRR = 12.9 kW for a cavity 

width of a) 40 mm b) 50 mm c) 60 mm and d) 100 mm. The prediction was found to match the experimental data 

less at lower elevations. 

The error could also be attributed to the model’s ability to predict laminar-turbulence 

transition and convective heat flux in the laminar accurately. Improvement to the accuracy 

of laminar-turbulence transition and convective heat flux could be made using a finer grid. 

The analysis found that when using Iso-contour of Q=1000 s-1 [45] to visualise the inception 

of turbulence spot for a cavity width of 0.4 m, the turbulence transition was found to occur 

around z = 0.5 m for a grid size of Δy = 2 mm at the centre of the cavity, as shown in Figure 
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4.14. When a finer mesh size of Δy = 1 mm is used, the transition occurs at z = 0.2 m, 

resulting in an increased convective heat flux prediction of the convective heat flux at 0.2 m 

< z < 0.5 m by up to 60%.  

 

Figure 4.14 Vortical structure of the flame using Iso-contour of Q, Q=1000 s-1- based on Ren et al. [45]. (Left) 

The iso-contour of Q using the Medium mesh shows turbulence inception occurs around 0.45 m. (Right) The iso-

contour of Q using the Fine mesh shows turbulence inception occurs around 0.20 m. 

Figure 4.15 shows the comparison of the present work with Livkiss’s FDS model [49], 

which calculates convective heat flux using the default FDS wall function. The result shows 

that the predicted convective heat flux is similar in the turbulent region but differs in the 

laminar region. The inaccuracy in the predicted convective heat flux at the laminar region 

was also previously observed by Ren et al. [45]. 

An accurate prediction of the laminar-turbulent transition point and laminar convective 

heat flux can be achieved by having a DNS-like grid, however, not pursued in the current 

setup due to the required computational resources. It is important to note that an accurate 

prediction of the laminar region may have affected the prediction of vertical fire spread on 

the facade. However, since the model's objective is to study a cavity's effect on the fire 

dynamic within the facade, a DNS-like grid was not used. The scenario used to study this 

will be similar to the facade fire test, where a gas burner is constantly present underneath 
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the cavity. As such, the size of the laminar region usually is small, and the current model 

can still be useful in studying scenarios where the fire is predominantly turbulent. 

 

Figure 4.15 Comparison of Convective Heat Flux predicted by different mesh sizes in Scenario 4 and simulation 

by Livkiss. Results show that a finer grid predicts the laminar convective heat transfer better. 

As aforementioned, the accurate prediction of the flame shape may affect the radiation 

heat flux on the panel. This is because the incident heat transfer is strongly dependent on 

the flame, which affects both convective and radiation heat transfer next to the wall. As 

shown in Figure 4.16, the incident heat flux at the centre is higher at lower elevations. As 

elevation increases, incident heat flux at the centre becomes lower than at the sides due to 

reduced radiation heat flux as the flame splits away from the. As elevation increases, the 

centre's heat flux becomes higher again as the radiative heat flux becomes less dominant 

away from the flame, and air entrainment from the side forces hot air towards the centre. 

This may explain the underprediction of the flame at the centre compared to the 

experiment. However, it is essential to note that the shape of the flame is not recorded in 

the experiment, and further study on the flame shape in a cavity is required. 

Lastly, when examining the effect of cavity width, the incident heat flux tends to reduce 

with cavity width, except for the incident heat flux at the centre of the panel. The 

simulation results show that radiation and convective heat flux reduce slightly as cavity 
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width increases. This reduction is likely due to reduced re-radiation from the far wall and 

reduced air temperature due to more air entrainment into the cavity. 

 

Figure 4.16 Incident heat flux for burner HRR of 12.9 kW at cavity widths of 40 mm, 50 mm, 60 mm, 80 mm 

and 100 mm. The results show that the height of the incident heat flux contour reduces with cavity width. 
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Table 4.3  Mean Relative error and bounded relative error for Scenario 4. Good accuracy was measured for 

flame height and velocity. However, relative errors for heat flux measurements are high.   

Cavity 

width, 

mm 

Flame Height Velocity Heat flux  

6.5 kW 12.9 kW 6.5kW 12.92kW 6.5kW 12.9kW 

𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 𝑅𝐸𝑀 𝑅𝐸𝑏 

40 14.4 

±11%   

14.3 

±11% 

30.3 

±12% 

29.4 

±12% 

51.2 

±10% 

43.5 

±10% 

39.0 

±10% 

35.1 

±10% 

50.1 

±25% 

44.8 

±25% 

61.5 

±25% 

54.0 

±25% 

50 9.6 

±12% 

9.6 

±12% 

19.0 

±8% 

18.8 

±8% 

N/A N/A N/A N/A 48.9 

±25% 

44.2 

±25% 

55.5 

±25% 

49.3 

±25% 

60 10.38 

±13% 

10.3% 

±13% 

14.7 

±9% 

14.6 

±9% 

N/A N/A N/A N/A 41.9 

±25% 

38.5 

±25% 

52.7 

±25% 

46.4 

±25% 

80 N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A N/A 

100 4.7% 

±15% 

4.7% 

±15% 

9.7 

±15% 

9.6 

±15% 

N/A N/A N/A N/A 23.3 

±25% 

22.6 

±25% 

35.7 

±25% 

31.6 

±25% 

 

4.6 Conclusion 

Simulation results from Scenario 4 show that the model successfully captures the 

general trend of the upward exit velocity and the decreasing flame height with increasing 

cavity width. The results show that the predicted error for maximum upward velocity for 

burner HRR of 6.5 kW has an average error of 4.7%, while for burner HRR of 12.9 kW has 

an average error of 18.1%. However, when comparing the velocity profile, the error becomes 

more significant, with an average error of 43.5% and 35.1% for HRR of 6.5 kW and 12.9 kW, 

respectively. These increased errors are likely due to a lack of probes modelling, which 

affects the predicted flow velocity. As for flame heights, the model was shown to 

underpredict the flame height consistently with an average error of 14.0%. Another 

observation from the simulation found that the flame tends to split into two peaks at 

narrow cavity width. As a result of the split, the radiative heat flux is reduced at the centre 

of the panel. However, it is unsure if the flame splits at the centre of the panel as the cavity 

width narrows in the experiment, and further investigation is required to understand if the 

flame shape is captured accurately. 
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The simulation results also showed that the model accurately predicts the trend of 

increasing incident heat flux with decreasing cavity width. This is due to re-radiation from 

the far wall and increased convective heat due to higher air temperature in the cavity. 

However, the main challenge in Scenario 4 was the accurate prediction of the incident heat 

flux due to the HRR from the burner. The results show that the incident heat flux at the 

near-wall predicted by the model is accurate for burner HRR of 6.5 kW with an average 

error of 37% ± 25%. However, for 12.9 kW, the predicted heat flux matches the 

experimental value less accurately, qualitatively and quantitatively, with a maximum error 

of up to 90% and an average error of 45% ± 25%. This is likely due to the inability of the 

model to simulate flame lift-off. Furthermore, without using a fine mesh which drastically 

increases the required computational resources, the prediction of convective heat transfer 

in the lower laminar region results in an average error of 40 %. However, it is worth noting 

that flame lift-off is an artefact of experiments and is unlikely to occur in real facade fire, 

and the lower laminar flame region of wall fire is generally small compared to the turbulent 

flame region, some of which are known issues in the field. For the specific scenario at hand, 

narrow cavity fire, computational modelling is not abundant, and the current work intends 

to highlight the complexity of the multiphysics process of narrow cavity fire.  

The results show that the current model can predict the general trend of the cavity fire 

with varying widths. While the model has predicted the heat flux at the laminar region and 

flame height less accurately, which could affect the flame spread prediction, the model's 

objective is not to predict flame spread within the facade cavity. The research aims to 

develop a model capable of studying the fire dynamics within a cavity in a facade fire test 

configuration. Therefore, while the model requires further development and research, the 

model is suitable to be extrapolated to study the effect of facade cavity in scenarios where 

most of the pyrolysis zone is in the turbulent flame zone and the flame is in a well-

ventilated condition.   
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Chapter 5  

Effect of cavity barriers inside the Narrow Cavity of a 

Facade 

Summary4 

Facade configuration often has a significant impact on the airflow within the cavity. This 

may indirectly affect the heat flux on the facade insulation and cladding, resulting in a 

more flammable facade system. In this chapter, the model is extrapolated to study the 

impact of a facade cavity with closed sides to simulate a restricted airflow condition and the 

effect of having a poorly installed cavity barrier where it is partially closed. Analysis 

showed that flame height increases by up to 10% when the sides are closed due to increased 

inlet upward velocity. The results also show an increase in incident heat flux by up to 

12 kW m-2  or approximately 100%  at the lower region of the near wall. For cases where the 

cavity barrier is partially closed, the simulation suggests that flame heights are generally 

reduced regardless of the gap between the cavity barrier and the near wall. However, the 

results show a non-linear relationship between the cavity barrier gap, flame height and 

incident heat flux. The simulation result shows that despite certain limitations of the 

model, which were discussed, the results show that facade configuration significantly 

affects the potential flammability of the facade system.  

  

 
4 This chapter is based on a paper in progress: B. Khoo, W. Jahn, P. Kotsovinos, G. Rein, 

Effect Of Cavity Barriers inside the Narrow cavity of a Facade. 
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5.1 Introduction 

In the previous chapters, I have performed validations for fluid flow, heat transfer, 

buoyancy and combustion in a narrow cavity fire scenario. I have shown that the current 

model can predict the aforementioned physical phenomena with good credibility. In this 

chapter, I intend to use the current model to study the effect of different facade 

configurations on fire dynamics. Furthermore, this chapter also intends to understand the 

limitations of the current model. 

As discussed in Chapter 1, facade configuration significantly affects how fire behaves in 

the cavity. For example, Foley et al. showed that airflow into the cavity significantly affects 

fire dynamics and heat transfer to the panel [25]. Various studies have also shown that 

different cavity widths with different facade configurations behave differently due to how 

air is entrained into the cavity [17–19]. Hence, it is essential to study how different 

configurations affect facade fire safety. Unfortunately, detailed studies on the effect of 

cavity width and different facade configurations are sparse due to the high experimental 

cost. Using CFD to extrapolate different facade configurations may provide some insight to 

complement experimental studies. 

Traditionally, extrapolation is performed using reduced-scale experiments to understand 

how fires would behave at a larger scale. This is because reduced-scale experiments are 

often cheaper and require less time to set up the experiment, making it more economical to 

study fire behaviours. Several modelling techniques were developed to allow a reduced-

scale experiment’s results to infer large-scale fire behaviours [110]. Unfortunately, 

preserving multiple physical phenomena at different scales is often tricky as physical 

phenomena scale differently with increasing fire size, making valid extrapolation difficult. 

Using CFD, there is no need to reduce the simulation scale to extrapolate the data, as 

maintaining large-scale simulations does not increase the cost drastically as experiments 

would. However, to ensure the CFD results are reliable, practitioners must first validate 

the numerical methodology with experimental data. This is often done by increasing the 

model complexity incrementally, generally by introducing the relevant physical phenomena 

one at a time to the model to limit compensation effects. Once all physical phenomena are 
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validated, extrapolation can then be performed to study various scenarios to complement 

experimental studies. 

It is important to note that any validated CFD model extrapolated to study different 

scenarios may introduce errors as it lies outside the validated parameters. However, the 

potential error introduced by the extrapolation should not deter its use because a robustly 

validated model would need to explore different scenarios outside its validated parameters 

to be useful for practitioners. 

This chapter intends to extrapolate the validated model to study two different 

configurations currently scarce in the literature for a narrow cavity fire. First, to study the 

effect of closing the side of the cavity using a vertical cavity barrier to understand how it 

affects flame dynamics. Second, how a partially closed horizontal cavity barrier could affect 

flame dynamics in the cavity. The study also intends to explore any potential error that 

may be introduced from extrapolating the model. 

5.2 Methodology and Numerical Method 

As aforementioned, two different cases were studied in this chapter. The first 

configuration studies how closing the cavity using two vertical cavity barriers on the sides 

alters the fire dynamic in the cavity. The same non-combustible material for the panel is 

used to close the cavity’s side, as shown in Figure 5.1. The simulations will study five cavity 

widths of W = 40, 50, 60, 80, and 100 mm, each with two different burner HRRs of 6.5 kW 

and 12.9 kW. The fire dynamics observed are then compared to the base case results, where 

the sides are open. 

The second configuration studies the effect of a failed cavity barrier, where it is only 

partially closed, on the fire dynamic in the cavity. A non-combustible barrier is installed at 

0.360 m to 0.445 m above the burner for three different cavity widths of 40, 60, and 100 

mm. Three different cavity barrier gaps are chosen for each cavity width. For example, for 

the 40 mm cavity width, a gap of 4, 10, and 20 mm are chosen; for the 60 mm cavity width, 

a gap of 4, 6 and 30 mm are chosen; for the 100 mm cavity width, a gap of 4, 10 and 50 mm 

are chosen. Similarly, for each case, two different burner HRRs of 6.5 kW and 12.9 kW are 

used. The results obtained from the simulation were compared to the base case. 
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Figure 5.1 The numerical setup for the cavity with a closed side and the cavity barrier case. For cavities with 

closed sides, cavity widths of 40, 50, 60, 80, and 100 mm are studied. As for the cavity barrier case, a cavity 

width of 40, 60 and 100 mm was studied with three different gaps between the panel and the cavity barrier. 

The numerical settings used are the same as those described in Section 3.4 and Section 

4.3, and readers are referred to those sections for a detailed description.  

5.3 Computational Domain and Boundary Conditions 

The computational domain of the extrapolated cases is similar to those performed in 

Chapter 4. The only difference in the computational domain is the presence of both closed 

sides and the cavity barrier. The grid setup and numerical cell are similar to those 

described in Chapter 4 for the corresponding cavity width, where the total gas-phase 

numerical cell range between 860,000 and 1,600,000 and the total solid-phase cells is 

approximately 7,000,000. In this chapter, the boundary condition and materials used are 

the same as those described in Chapter 4, and the burner HRR investigated are 6.5 kW and 

12.9 kW. Table 5.1 summarises all the cases investigated in this chapter for both closed 

sides cavity cases and cavity barrier cases.  
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Table 5.1 Description of the cases investigated in the CFD analysis. 

Cases Cavity Width, 

W [mm] 

Side Sealed? Gap between barrier [mm] Burner HRR [kW] 

C01 40 Yes N/A 6.5 

C02 40 Yes N/A 12.9 

C03 50 Yes N/A 6.5 

C04 50 Yes N/A 12.9 

C05 60 Yes N/A 6.5 

C06 60 Yes N/A 12.9 

C07 80 Yes N/A 6.5 

C08 80 Yes N/A 12.9 

C09 100 Yes N/A 6.5 

C10 100 Yes N/A 12.9 

B01 40 No 4 6.5 

B02 40 No 10 6.5 

B03 40 No 20 6.5 

B04 40 No 4 12.9 

B05 40 No 10 12.9 

B06 40 No 20 12.9 

B07 60 No 4 6.5 

B08 60 No 6 6.5 

B09 60 No 30 6.5 

B10 60 No 4 12.9 

B11 60 No 6 12.9 

B12 60 No 30 12.9 

B13 100 No 4 6.5 

B14 100 No 10 6.5 

B15 100 No 50 6.5 



88 

 

Cases Cavity Width, 

W [mm] 

Side Sealed? Gap between barrier [mm] Burner HRR [kW] 

B16 100 No 4 12.9 

B17 100 No 10 12.9 

B18 100 No 50 12.9 

5.4 Results 

The discussion of results is separated into two sections, simulation with closed sides and 

simulation with cavity barriers. The effect of closed sides or cavity barriers will be analysed 

in each section, and the impact of varying cavity widths is also discussed. 

Closed Side 

Flame Height and Flame Shape 

Results show that the predicted flame height for cavities with closed sides is 1% - 10% 

higher than cavities with open sides, as shown in Figure 5.2. The increase in flame height is 

expected as the air entrainment into the cavity increases when the sides are closed, 

resulting in a taller flame. For example, when comparing cases for a cavity width of 40 mm 

at a HRR of 12.9 kW, the maximum inlet velocity at the centre of the cavity is two times 

higher for closed sides than for open sides.  

However, Case C05, C07 and C10 are an exception to the trend, where the average flame 

height for cavities with closed sides is slightly lower than the open side but with a higher 

measured maximum flame height. This is because the flame predicted by the model was not 

symmetrical, as shown in Figure 5.3. The reason for the flame to be asymmetrical is likely 

due to the small computational domain. As shown in Figure 5.4, when the sides are open, 

the air entrainment from the side forces the flame towards the centre, making the flame 

symmetrical. However, when the sides are closed, flame symmetry becomes strongly 

dependent on the flow at the inlet and outlet of the cavity. As a result, a much larger -

computational domain is likely required, especially near the outlet, to ensure flame 

symmetry in the cavity. Achieving this requires significant computational resources and 

will therefore be investigated in future work. However, since the flames are only minimally 
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off-centre, the simulation results are still used to understand the potential effect of a cavity 

with closed sides.  

 

Figure 5.2 Flame height for closed sides is generally higher than for open sides. One reason for this increase is 

due to increased air entrainment velocity. 

 

Figure 5.3 Continuous flame shape using stoichiometric mixture fraction for a closed side with a cavity width of 

a) 40 mm and b) 50 mm for HRR 6.5 kW (Left) and 12.9 kW (Right). The simulation results show that when the 

sides are closed flame is asymmetrical. 
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Lastly, regarding the shape of the flame, flame splitting is not observed in all cavity 

widths and burner HRR. This is because the closed sides prevent air entrainment from the 

sides, which could create circulation at the centre that forces the fuel away from the centre, 

creating flame peaks. 

 

Figure 5.4  Time-average airflow in open-sided (left) and closed-sided (right) scenarios. Flames are symmetrical 

in an open-sided cavity, but not when the sides are closed. 

Heat Flux 

The comparison of incident heat flux between open and closed sides shows that the 

predicted incident heat flux on the near wall for both HRR of 6.5 kW and 12.9 kW are 

slightly higher for cases where cavity width is below 60 mm, as shown in Figure 5.5.  

For burner HRR of 6.5 kW, the heat flux difference between the open and closed sides is 

insignificant. While for cavities under 60 mm, all simulation shows an increase in incident 

heat flux of around 5 kWm-2, especially from 0.25 m above the burner. This increase is 
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likely due to the difference in flame shape, where the flame did not split at the centre. As a 

result, the radiative heat flux and convective heat flux are greater at the panel centre. 

However, as the continuous flame height for HRR of 6.5 kW is generally below 0.20 m, the 

difference in incident heat flux between open and closed sides is limited.   

 

Figure 5.5 a) 6.5 kW HRR, b) 12.9 kW HRR, at cavity width smaller than 60 mm, the incident heat flux was 

observed to have increased 

As for the HRR 12.9 kW case, the results show a more significant difference between 

open and closed sides for cavity widths of below 60 mm. Similar to the HRR 6.5 kW case, 

incident heat flux increases from 0.25 m above the burner. However, the difference between 

the two HRRs is that the incident heat flux increase for HRR 12.9 kW is much higher than 

HRR 6.5 kW, especially at a higher height, with an increase of between 5 kW m-2 – 12 kW 

m-2. This increase is due to the increased HRR that resulted in a higher continuous flame 

height of around 0.45 m, increasing radiative and convective heat transfer.  
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However, for a cavity width of 80 mm and 100 mm, both 6.5 kW and 12.9 kW HRR 

predicted the closed side incident heat flux at the centre line to be similar to those with 

open sides. As shown in Figure 5.6, the difference between the predicted incident heat flux 

for both 80 mm and 100 mm cavity width for both open and closed sides is generally within 

3 kW m-2. The indifference is likely because at  80 mm and 100 mm cavity widths, the 

flames in the open cavity widths are no longer split, resulting in a minimal difference in 

heat transfer at the centre. However, it is important to note that while the incident heat 

flux at the centre line is similar, the shape of the heat flux contour is different, as shown in 

the next section.  

 

Figure 5.6 a) 6.5 kW HRR, b) 12.9 kW HRR, at a wider cavity width, the increase in the incident heat flux was 

insignificant. This is likely due to the reduced chimney effect. 

To demonstrate how closing the cavity sides affect incident heat flux on the near wall, 

the contour of the incident heat flux for the cavity width of 40 mm and 100 mm is produced 

for both burner HRR 6.5 and 12.9 kW, as shown in Figure 5.7 and Figure 5.8. As mentioned 
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previously, the incident heat flux predicted for cavities with a closed side is not symmetrical 

due to the size of the computational domain. However, as the tilt is not severe, it is believed 

that the simulation results could still be used to understand the effect of closed cavity sides.  

 

Figure 5.7 Incident heat flux contour for 40 mm cavity width at a)HRR 6.5 kW and b) HRR 12.9 kW. The left 

image represents a cavity with open sides, while the right image represents a cavity with closed sides. 
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Figure 5.8 Incident heat flux contour for 100 mm cavity width at a)HRR 6.5 kW and b) HRR 12.9 kW. The left 

image represents a cavity with open sides, while the right image represents a cavity with closed sides. 

For a cavity width of 40 mm, the simulation results show that the incident heat flux is 

slightly wider for the closed cavity case for both burner HRRs, as shown in Figure 5.7. This 

is due to no air entrainment from the sides that would ‘push’ the flame towards the centre 

resulting in the fuel flow spanwise. As a result, the contour height of incident heat flux 

above 20 kW m-2  for the closed side cavity case is around 10% - 30% lower than the open 

side cavity case as they are more spread towards the side. However, as there is no flow 

circulation at the centre of the cavity, there is no drop in incident heat flux at the centre, 
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unlike in cases with open sides. For incident heat flux below 10 kW m-2, it was found that 

the contour heights are generally higher for the closed flame scenarios. This is likely 

because convective heat transfer is more dominant at these heights due to the lack of 

continuous flame, and the higher upward velocity achieved by closing the cavity sides 

increases the convective heat transfer. 

For a cavity width of 100 mm, as both open and closed cavity sides do not exhibit split 

flames, both simulations do not show a drop in incident heat flux at the centre of the near 

wall, as shown in Figure 5.8. Similar observations were made for a cavity with a closed side 

where no air entrainment from the side resulted in a wider flame. However, one key 

difference between the 40 mm and 100 mm cavity widths for both open and closed cavity 

sides is that the heights of the incident heat flux contour are similar for open and closed 

cavity sides. One plausible explanation for this is that the increased cavity width has 

reduced the chimney effect, so the contour height difference is minimal. However, it is 

important to note that the difference in air entrainment still affects the shape of the 

incident heat flux, as shown in Figure 5.8. 
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Cavity Barrier 

Flame Height 

The simulations found that installing a failed cavity barrier reduces flame height by up 

to 20% regardless of the gap between the cavity barrier and burner HRR, even for cases 

where flame height is lower than the cavity barrier position, as shown in Figure 5.9. Case 

B17 is the only exception where the flame height is higher than the base case. 

 

Figure 5.9 Cavity width of (clockwise from top left) 40mm, 60mm and 100mm. Flame height was observed to 

reduce with the presence of a cavity barrier generally 

A cross-section view of the cavity is produced to understand how the cavity barrier 

reduces the flame height for flames below the barrier. Figure 5.10 demonstrates that a 
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cavity barrier affects the airflow within the cavity. This created air circulation near the 

barrier, affecting fuel flow and flame height. The effect of this air circulation near the 

barrier is more noticeable in a narrower cavity where flame heights are more suppressed. 

For example, for HRR of 6.5 kW, at a 40 mm cavity width, the flame height is reduced by a 

maximum of 20%, while for a 100 mm cavity, it is reduced by only 7%. This is likely due to 

two reasons: 1) the flame is closer to the cavity barrier and therefore affected more by this 

flow, and 2) presence of a cavity barrier in a narrower cavity affects the flow more than a 

wider cavity. 

For cases where flames would have been higher than the cavity barrier, the results 

found that the predicted flame heights would first increase as the gap increased before 

reducing again. It is believed that three factors affect flame height in these cases: 1) flow 

being choked due to the small gap, 2) chimney effect due to the gap between the barrier and 

the near wall, and 3) the aforementioned air circulation introduced by the cavity barrier. At 

a 4 mm gap, although the chimney effect is at its greatest, the gap is too small, resulting in 

the flow being choked. Therefore, the predicted flame height is predicted to be at its lowest. 

As this gap increases, the chimney effect becomes smaller, but the gap becomes wide 

enough for the fuel to pass through, resulting in a taller flame height. As this gap continues 

to increase, the chimney effects become smaller, and hence the flame height continues to 

decrease. The flame would finally increase again as the effect of the cavity barrier on the 

air circulation becomes less significant. 

It is important to note that the lower predicted flame height due to the failed barrier 

does not suggest that a partially blocked cavity is fire safe. The partially closed cavity 

barrier may increase heat transfer to the panel below the barrier without preventing flame 

spread. In the next section, the effect of the cavity barrier on incident heat flux will be 

studied. 
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Figure 5.10 Airflow within the cavity is choked due to the presence of the cavity barrier. Flow circulation is 

observed near the cavity barrier, which affects the flame height even if it is below the barrier. 

 Heat flux 

For heat flux prediction, the simulation found that the cavity barrier increases the heat 

flux on the panel below the cavity barrier while reducing the heat flux above the cavity 

barrier for all cases, as shown in Figure 5.11. The increased incident heat flux below the 

cavity barrier was due to more fuel being combusted under the barrier. The simulation 

results show that when the gaps are small enough to choke the flow, the incident heat flux 

above the cavity barrier is consistently the lowest. This is expected as fuel flowing above 

the barrier is severely restricted. Conversely, as the cavity gap increases, the incident heat 

flux above the barrier increases as more fuel could combust above the barrier. Interestingly, 

the observed flame height in a partially closed cavity does not correspond to a higher 

incident heat flux above the cavity barrier.  
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Figure 5.11 Incident Heat flux measured at the centre of the rear wall. From top to bottom, the cavity widths 

are 40, 60, and 100 mm. Column (a) represents HRR 6.5 kW, and column (b) represents HRR 12.9 kW. 
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Figure 5.12 shows the effect of the cavity barrier on the incident heat flux of the near 

wall for HRR 12.9 kW for a cavity width of 40 mm. The results show that the incident heat 

flux on the near wall is most severe at the 10 mm cavity barrier gap, where the height of 

the 30 kW m-2 incident heat flux contour is higher compared to other cases. While the result 

found that the height of the 5 kW m-2 incident heat flux contour is lower when the gap is 

wider, the simulation shows that higher incident heat flux is measured below the cavity 

barrier. The simulation also showed that the affected area is wider as the fuel that could 

not pass through the barrier gap spread spanwise.  

The increase in incident heat flux due to the cavity barrier is likely due to two reasons: 

1) the close distance between the cavity barrier to the near wall increases re-radiation as 

the gap reduces, 2) more fuel was combusted below the cavity barrier as the gap reduced, 

resulting in a higher incident heat flux. However, it is important to note that the 

relationship between the increased incident heat flux and the decrease in cavity gap is not 

linear. As the gap becomes small enough to choke the flow, the height where the incident 

heat flux is above 30 kW m-2 becomes lower, as shown in Figure 5.12 (d). This has increased 

incident heat flux below the cavity barrier but significantly reduced the heat flux above the 

cavity barrier, where the maximum heat flux is below 10 kW m-2. 

Figure 5.13 investigates the effect of the cavity barrier for cases where the flame height 

is below the height of the cavity barrier. The simulation shows that the presence of a cavity 

barrier has little effect on where the incident heat flux is above 20 kW m-2 on the near wall. 

This is expected as the flames were below the cavity barrier, resulting in a negligible re-

radiation from the cavity barrier. However, because cavity barriers still affect the flow 

within the cavity, the convective heat flux on the near wall would still be affected. This is 

observed in Figure 5.13 (b) and (c), where the incident heat flux below 10 kW m-2  changes 

drastically as the cavity gap reduces to below 10 mm. 
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Figure 5.12 Incident heat flux contour for 40 mm cavity width with various cavity barrier gaps at HRR 12.9 kW, 

a) Open, b) 20 mm, c) 10 mm, d) 4mm. The two black lines across the near wall represent the location of the 

cavity barrier.  
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Figure 5.13 Incident heat flux contour for 60 mm cavity width with various cavity barrier gaps at HRR 6.5 kW, 

a) Open, b) 30 mm, c) 6 mm, d) 4mm. The two black lines across the near wall represent the location of the 

cavity barrier.  

5.5 Conclusion 

The validated model for fluid flow, heat transfer, buoyancy, and combustion was used to 

study two cases where the cavity gap is closed and the effect of a partially open cavity 

barrier. For the closed sides cases, the model struggled to predict flame symmetry in the 

cavity due to the size of the computational domain. The reason for this was that the closed 

sides prevented air entrainment from the sides that would ‘push’ the flame into symmetry. 
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As a result, an accurate prediction at the cavity outlet is likely required to predict flame 

symmetry. However, the computational resources required for this is high, and since the 

asymmetry of the flame is minimal, the simulation result obtained for the closed side cases 

is still used to understand the general trend in the case of a closed side. It should be noted 

that future work on the required computational is required. 

In general, flame heights within closed sides cases are predicted to be higher than those 

in the open-side cases by up to 10% due to an increase in upward inlet velocity. As for the 

predicted heat flux, the simulation found that the heat flux affects a wider area as no air is 

entrained from the side to force the flame towards the centre. The simulation also found 

that for cavity width below 60 mm, there is generally an increase in incident heat flux on 

the near wall below the height of 0.65 m. This increase in heat flux is due to the change in 

flame shape, where it is no longer split at the centre due to the altered airflow caused by 

closing the side. For cavity width above 80 mm, the simulation found little difference in the 

predicted incident heat flux at the centre. However, it is important to note that closing the 

side of the cavity still affects the contour shape of the incident heat flux as a result of 

different flame shapes within the cavity. 

As for the effect of a partially closed cavity barrier, the simulation result shows that 

flame height was generally independent of the cavity barrier gap if the base flame height 

was below the cavity barrier. Results show that the flame height is affected by three 

factors, 1) increased chimney effect due to the gap, 2) flow being choked by the decreasing 

gap, and 3) altered airflow due to the cavity barrier. The simulation found that the changes 

in airflow due to the cavity barrier affect fuel flow and, therefore, the flame height. As the 

cavity gap reduces, the flame height was found to reduce until the chimney effect becomes 

significant, where flame height starts to increase. However, as the gap decreases, the flow 

is eventually choked, and the flame height reduces again. For the predicted incident heat 

flux, the results show that the cavity barrier significantly reduces incident heat flux above 

the cavity barrier as the cavity gap reduces. At the bottom of the cavity barrier, it was 

found that incident heat flux increased due to more fuel combusted under the cavity 

barrier. The simulation also found that the incident heat flux contour on the near wall is 

wider as the fuel spreads towards the side due to flow restriction caused by the cavity 
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barrier. The model found that the incident heat flux is most severe when the cavity barrier 

gap allows the greatest re-radiation without choking the airflow. 

The simulation results show that simply changing the facade configuration has a huge 

impact on the potential flammability of the facade system. However, to understand the 

flammability of the facade system, one of the key materials, insulation, needs to be 

modelled. This will require pyrolysis modelling in a narrow cavity, which will be explored in 

the next chapter. 

  



105 

 

Chapter 6  

Addition of Pyrolysis Model inside the Narrow Cavity of 

a Flammable Facade  

Summary5 

Combustible insulation in a narrow cavity of a facade could potentially increase the 

flammability of the overall facade system. Currently, understanding how combustible 

insulation affects the flammability of a facade is limited, and CFD fire modelling may be an 

excellent tool to help understand this effect. This chapter represents the first step towards 

including a pyrolysis model in the CFD model to study fire inside a narrow cavity of a 

combustible facade. The simulation result shows that pyrolysis kinetics may be an essential 

factor in the accurate prediction of HRR in the cavity, where different PIR formulations 

could result in a difference in prediction by around 30%. The simulation results also show 

that the current pyrolysis model cannot predict the fire dynamics within the cavity of a 

combustible facade system as it lacks the capability to predict char oxidation and cracking. 

This results in the pyrolysis rate bottlenecking after a threshold heat flux, regardless of the 

increased heat of combustion of the insulant. Simulation results also found that if the 

boundary layer between the gap at the cladding junction is not resolved, the temperature 

within the cavity at 0.5 m height would be underpredicted by 59.2%. The results also show 

that not modelling the gap would overpredict the temperature within the cavity by an 

average of  65.2% and 106.2% at  1.0 m and 1.5 m height, respectively. Lastly, parametric 

studies on cavity width found that HRR does not scale linearly with reduced cavity width. 

It is important to emphasise that the current pyrolysis model is not valid for combustible 

facades, and further development on the model is required to study the effect of the cavity 

width in a combustible facade. 

 
5 This chapter is based on a paper in progress: B. Khoo, W. Jahn, P. Kotsovinos, G. Rein, 

Addition of Pyrolysis Model inside the Narrow Cavity of a Flammable Facade. 



106 

 

6.1 Introduction 

In the previous chapters, I have shown that the model can simulate fire in a non-

combustible facade with a narrow cavity with reasonable accuracy. I have also shown that 

by extrapolating the model, the model can help us study how the fire dynamic in a cavity 

changes with varying cavity widths and how the cavity barrier could affect fire dynamics. 

However, previous scenarios do not represent a building facade of a modern building, as 

modern facade systems often could have thermal insulations to ensure they adhere to 

energy efficiency standards. These insulations can be combustible and will pyrolyse under 

heat and contribute to a severe facade fire. Studies have shown that the main fire hazard 

for systems with combustible insulations is the onset of pyrolysis, where high production of 

pyrolyzate is shortly followed [16]. Therefore, accurate prediction of pyrolysis is essential 

for the model to study the effect of a cavity in a facade fire. 

Fire performance of facade systems using combustible insulations such as PIR, EPS, and 

Phenolic is an active field of research [111–115]. However, these experiments are expensive, 

and CFD models can complement large-scale experimental studies to further our 

understanding of the flammability of facade systems. Currently, there are very limited CFD 

simulations of combustible facade systems to study the effect of cavity width in the 

literature. Existing simulations on cavity fire often do not model the pyrolysis and use a 

prescribed burning rate when it reaches the material ignition temperature. Although this 

allows the model to predict results to a reasonable degree of accuracy, it is limited to 

materials with poor fire performance [116]. Therefore, using these models to study 

combustible insulation with various fire performances is inappropriate.  

This chapter explores the potential use of a simple one-step pyrolysis model to simulate 

PIR insulation degradation in a facade system. The pyrolysis kinetics used for PIR 

insulation will be obtained based on two different TGA data available in the literature to 

represent two PIR with different combustibility. Using these kinetics, the model will 

explore the effect of pyrolysis modelling on predicting the flammability of the facade 

system. The model will also be used to study the effect of different material heat of 

combustion, different cavity widths, and the importance of modelling gaps between the 

cladding panels to predict fire dynamics in a narrow facade cavity.  
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6.2 Experimental Setup 

In this chapter, the experimental setup for Scenario 5 (combustion with pyrolysis) is 

based on the experimental work by Guillaume et al. Readers are referred to the paper for a 

detailed description of the setup [27]. The experimental setup is based on the standard ISO 

13785-1, which represents an intermediate-scale facade mock-up with a back and side wall. 

The dimension of the mock-up’ is shown in Figure 6.1. 

The surface temperature of the PIR is measured using thermocouples at the back wall at 

five different locations. These locations are named L1 to L5 and are placed between the 

cladding panels’ gaps. Each thermocouple is spaced 500 mm apart except L5, which is only 

400 mm above L4. On the side wall, the PIR surface temperature is captured at S1 to S5, 

where they are placed at the centre of the side wall cladding panel and at the same height 

as L1 to L5, respectively. Finally, the gas temperature in the cavity is measured using four 

thermocouples at LC1, LC2, SC1 and SC2, where LC1 and LC2 measure the gas 

temperature between the cladding panel gaps at the height of 1200 mm and 2300 mm, 

respectively, while SC1 and SC2 measure the gas temperature at the centre of the side wall 

at the same height as LC1 and LC2 respectively. 

  The experiment is performed with nine different configurations achieved by a 

combination of three different aluminium composite material (ACM) panels and three 

different insulants. The cavity width in all configurations is 50 mm except at the cavity 

barrier, which is 24 mm wide. The cavity barrier used in the experiment is an intumescent 

barrier which will expand to close the cavity gap when heated. In addition, an L-profile 

aluminium plate is present at the opening of the facade cavity to delay flame entry into the 

cavity at the beginning of the experiment. Lastly, a 100 kW propane burner is placed 

directly below the facade system. 

This chapter used only one configuration to explore the capability of the CFD model. The 

configuration is based on an A2 limited combustibility ACM panel (ACM A2) and the PIR 

insulant.  
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6.2.1 Material Properties 

The ACM A2 and PIR material properties are described in Table 6.1. The char density of 

PIR is estimated based on TGA results from [111, 114], which shows the char density to be 

around 24.4% to 25.6% of the PIR density, giving the char density a range of 8.78 to 

9.20 kg m-3. An average char density of 8.99 kg m-3
 is used in this study. Two different PIR 

(PIRa and PIRb) pyrolysis kinetics were used in the simulation to understand the effect of 

different PIR formulations on facade system flammability. The heat of combustion of the 

pyrolyzate released from the decomposition of the material is computed as: 

 𝜌𝑣  ∙ Δ𝐻𝑐 = (𝜌𝑣 − 𝜌𝑐ℎ𝑎𝑟) ∙ Δ𝐻𝑝𝑦𝑟 + 𝜌𝑐ℎ𝑎𝑟 ∙ Δ𝐻𝑐ℎ𝑎𝑟 (9) 

The first term on the left corresponds to PIR, with Δ𝐻𝑐 being to the heat of combustion of 

the PIR. On the right-hand side, the first term corresponds to pyrolyzate, with Δ𝐻𝑝𝑦𝑟 being 

the heat of combustion of the pyrolyzate, and the second term corresponds to the char, with 

Δ𝐻𝑐ℎ𝑎𝑟 being the heat of combustion of the char. (FireFoam default value of 32.8 x 106
 J kg-1 

is used).  

Table 6.1 Material thermal properties and their corresponding pyrolysis kinetics. 

Properties ACM A2 PIRa1  PIRb2 Cavity Barrier 

Bulk Density, ρv [kg m-3] 1360 36.0 36 360 

Char Density, ρc [kg m-3] - 8.99 8.99 - 

Absorbtivity/Emissivity, α/ε [-] 0.7 1 1 1 

Specific heat capacity, cp [J kg-1 K-1] 3000 1100 1100 1000 

Thermal conductivity, k [W m-1 K-1] 0.64 0.048 0.048 0.038 

Reaction order, n [-] - 5 3.6 - 

Pre-exponential Factor, A [s-1]  - 2.0 x 108 8.0 x 1015 - 

Activation Energy, Ea [J mol-1] - 1.2 x 105 2.0 x 105 - 

Heat of combustion of PIR, ΔHc [J kg-1] - 26.3 x 106 26.3 x 106 - 

1Pyrolysis kinetic is based on Marquis et al. [113] 
2Pyrolysis kinetic is based on Hildago [117] 
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Figure 6.1 General test setup arrangement based on ISO 13785-1. The dimensions of the facade system are as 

prescribed in the standard. [118], while the location of the panels, cavity width and cavity barrier and sensors 

are as defined by Guillaume et al. [27]. L1-L5 and S1-S5 are thermocouples embedded in the PIR, while LC1-

LC2 and SC1-SC2 are suspended at the centre of the cavity.   
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6.3 Numerical Methods 

Similar to the previous chapters, the numerical settings used are similar to those defined 

in Chapter 3 and 4. Any additional settings and changes are described in this section. 

Pyrolysis 

 The default pyrolysis model in FireFOAM, where a simple one-step decomposition of 

PIR is applied: 

 𝑉𝑖𝑟𝑔𝑖𝑛 → 𝐶ℎ𝑎𝑟 + 𝑃𝑦𝑟𝑜𝑙𝑦𝑧𝑎𝑡𝑒 (6.10) 

 It is important to note that while the heat input for char oxidation is considered in the 

insulation combustion model, char removal in the solid phase due to oxidation is not 

considered and may be a source of error in the simulation. Further explanation of this error 

will be discussed in the next section. 

The reaction rate of the PIR pyrolysis is estimated using an Arrhenius-like reaction as: 

  𝜔𝑖̇ = 𝐴𝑒−
𝐸𝑎
𝑅𝑇𝑚𝑖

𝑛𝑖 (6.11) 

where �̇� is the reaction rate, A is the pre-exponential factor, Ea is the activation energy, R 

is the universal gas constant, T is the temperature, m is the PIR mass fraction, and n is the 

order of reaction 

All combustion in the gas phase is treated as complete combustion of propane gas, as 

described in Chapter 3. To achieve this, the conversion of the PIR pyrolyzate to its propane 

equivalent term is given by: 

 �̇�′′
𝑃𝐼𝑅 = �̇�′′

𝑝𝑦𝑟 ∙
ΔHpyr

Δ𝐻𝑐
 (6.12) 

where �̇�′′
𝑃𝐼𝑅 is the pyrolyzate mass flux in terms of propane (kg m-2 s-1) and �̇�′′

𝑝𝑦𝑟 is 

pyrolyzate the mass flux rate (kg m-2 s-1). 
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Radiation 

The numerical settings for radiation are similar to those described in Chapter 4. 

However, as there are two different fuels involved in the simulation, i.e. pyrolyzate and 

propane, the radiative fraction, 𝜒, is no longer constant. Accordingly, to compute the 𝜒, a 

scaling expression is derived based on the radiant fraction of both propane and PIR as 

follows: 

 𝜒 =
�̇�𝑝𝑟𝑜𝑝 ∙ 𝜒𝑝𝑟𝑜𝑝 + �̇�𝑃𝐼𝑅 ∙ 𝜒𝑝𝑦𝑟

�̇�𝑝𝑟𝑜𝑝 + �̇�𝑃𝐼𝑅
 (6.13) 

where �̇�𝑝𝑟𝑜𝑝 is the mass flow rate of the propane from the burner, 𝜒𝑝𝑟𝑜𝑝 is the radiant 

fraction of the propane set to 0.3, 𝜒𝑝𝑦𝑟 is the radiant fraction of PIR set to 0.60, as described 

in the literature [35]. 

Sensitivity analysis for the effect of the radiant fraction is performed. This is studied by 

varying the propane radiant fraction by varying the fraction value between 0.27 to 0.40. 

The results show that the difference in heat flux prediction at the L1  is no more than 7 % 

while the difference in HRR prediction is no more than 5 %. Table 6.2 shows the predicted 

heat flux prediction at L1 and the prediction of the PIR HRR. 

Table 6.2 Effect of the radiant fraction on heat flux and insulation HRR predictions. 

Radiant Fraction Heat Flux at L1 [kW m-2] Insulation HRR [kW] 

0.27 8.270 5.77 

0.30 8.444 5.69 

0.33 8.187 5.55 

0.34 8.366 5.60 

0.40 8.826 5.47 
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Convection 

The numerical settings for convection are similar to those described in Chapter 3, where 

convection is solved directly. However, an additional convective wall model is introduced 

due to potential underpredictions of convective heat flux on the PIR [12]. The reason for 

this is twofold: a fine mesh of the order of 1mm is required to predict the boundary layer 

and account for the ‘blowing effect’ where pyrolyzate mass flux from the insulation reduces 

the convective heat flux. The Simplified Stagnant Film Theory wall function (SSFT) 

developed by Wang et al. [97]  was applied to avoid using fine mesh size, and it is expressed 

as shown below: 

When �̇�′′
𝑝𝑦𝑟 < 10-4

 kg m-2 s-1 : 

 𝑞𝑐
′′ =

min(𝑚𝑎𝑥(0, 𝑞𝑐𝑜𝑛𝑣
′′ ) , 𝑞𝑐𝑜𝑛𝑣,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

′′ )

𝑞𝑐𝑜𝑛𝑣,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
′′ ∙ 𝑞𝑐𝑜𝑛𝑣,𝑓𝑙𝑎𝑚𝑒

′′  (6.14) 

When �̇�′′
𝑝𝑦𝑟 ≥ 10-4

 kg m-2 s-1 : 

 𝑞𝑐
′′ =

�̇�′′/ℎ𝑚

exp(�̇�′′/ℎ𝑚) − 1 
∙ 𝑞𝑐𝑜𝑛𝑣,𝑓𝑙𝑎𝑚𝑒

′′  (6.15) 

where 𝑞𝑐
′′ is the computed convective heat flux on the PIR, 𝑞𝑐𝑜𝑛𝑣

′′ , is the convective heat 

transfer directly solved by simulation,  𝑞𝑐𝑜𝑛𝑣,𝑓𝑙𝑎𝑚𝑒
′′  is the maximum turbulent convective heat 

transfer, estimated at 20 kW m-2  by assuming the maximum temperature difference 

between the surface and gas phase, 𝑞𝑐𝑜𝑛𝑣,𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
′′  Is a threshold parameter, and hm is the 

mass transfer coefficient, set at 0.01 kg m-2 [119]. 

In Eq. (6.14), a scaling function between the maximum turbulent convective heat flux 

and the directly solved convective heat transfer is used to calculate the computed convective 

heat flux on the PIR. In Eq. (6.15), the computed convective heat flux on the PIR considers 

the effect of the blowing effect when the mass flow rate from the PIR is more than            

10 -4 kg m-2 s-1.  

One disadvantage of this convective wall function is that it does not consider the local 

properties of the flow. For example, the flame temperature that determined the convective 
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heat transfer is an a-priori-determined value, not calculated by the model. Therefore, 

simulations with and without wall functions are conducted to explore if the model is 

suitable. 

6.4 Computational Domain and Simulation Setup 

The numerical domain of Scenario 5, as shown in Figure 6.3, is 3800 x 1600 x 1800 mm3. 

The grid sensitivity analysis is performed with the mesh size of 25 mm (Coarse), 12.5 mm 

(Medium) and 6.25 mm (Fine), with a total cell number of 195,508, 711,616 and 1,250,816, 

respectively. For each mesh setting, the grid size near the PIR insulation and cladding is 

halved in the normal direction to improve convective heat transfer prediction. The grid 

sensitivity analysis shows that for gas temperature in the cavity, the differences between 

Fine and Medium mesh are minimal, with an average difference of 17%, while the 

difference between Fine and Coarse has an average difference of 40%, as shown in Figure 

6.2. Figure 6.2 also shows that for the directly solved convective heat flux prediction, the 

Medium mesh underpredicts the heat flux by around 50% at the lower region and gradually 

converges with increasing height compared to the Fine mesh. The analysis shows that the 

25 mm grid size is unsuitable as it significantly underpredicts the gas temperature and 

convective heat flux compared to the Fine mesh. While the Coarse mesh’s convective heat 

flux at 0.5 m height is similar to the Fine mesh, the lack of resolution likely resulted in the 

fortuitous prediction. The gird sensitivity analysis shows that convective heat transfer 

prediction is highly sensitive to grid size. However, as Fine mesh size requires significantly 

more computational resources to simulate each case, the Medium mesh was chosen. A 

convective wall function was used, as described in Section 6.3, to ensure that the 

underprediction of convective heat flux is not the sole reason for any underprediction of 

insulation HRR. 
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Figure 6.2  (Left) PIR temperature at the centre of the long wall at height 1.0 m. (Right) convective heat flux 

along the centre of the long wall. Results show that mesh sizes influence the result significantly at a lower 

height. 

 

Figure 6.3 Computational Domain of Scenario 5 with Medium grid size (12.5 mm). The size and location of mesh 

refinement are as shown with further refinement at the PIR insulation and cladding, where the mesh size is 

halved to 6.25 mm. 

For the solid phase, PIR and ACM A2 are modelled with 250 cells and 5 cells across their 

thickness (0.2mm and 0.8mm cell thickness), respectively. The total numerical cells are 

approximately 710,000 for the gas phase, 6,500,000 for PIR and 130,000 for A2 ACM panels. 
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To explore the effect of a gap at the junction between the cladding, two numerical cells are 

used to represent the gap. It is important to note that two numerical cells are not sufficient to 

replicate the boundary layer between the gap. However, due to the large computational 

resources required to resolve the flow at these gaps, some models use only one grid cell to 

represent the gap. Part of this chapter attempts to investigate insufficient resolution at these 

gaps would affect the model’s prediction. 

The boundary conditions applied are similar to those described in Chapter 4, except for the 

burner HRR, which is set to 2.16 g s-1 to simulate a HRR of 100 kW. For all simulations 

performed, the L-profile aluminium at the opening of the cavity is not modelled as FireFOAM 

was not capable of simulating the destruction of the L-profile aluminium. 

In this chapter, a total of 18 simulations a performed to explore the model’s capability in 

predicting the fire dynamics of a combustible facade system, the effects of unresolved flow 

between the cladding panel, and the effect of cavity width and insulant heat of combustion. The 

summary of all simulations performed is shown in Table 6.3. Note that for simulations 

investigating the effect of cavity width on the fire dynamics, the cavity barriers are not modelled 

to exclude the effect of cavity barriers. 
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Table 6.3 Summary of the cases investigated with their respective settings. 

Cases Cavity 

Width, 

W [mm] 

Junction 

Gap 

Pyrolysis 

Kinetic based 

on 

[PIRa/PIRb] 

Convective 

Wall Function 

The Heat of 

Combustion, ΔHc, 

[J kg-1] x 106 

Cavity 

Barrier 

1 50.0 No PIRa Yes 26.3 Yes 

2 50.0 No PIRa No 26.3 Yes 

3 50.0 No PIRb Yes 26.3 Yes 

4 50.0 No PIRb No 26.3 Yes 

5 50.0 Yes PIRb No 26.3 Yes 

6 50.0 No PIRb Yes 36.3 Yes 

7 50.0 No PIRb Yes 46.3 Yes 

8 50.0 No PIRb Yes 56.3 Yes 

9 50.0 No PIRb Yes 26.3 No 

10 62.5 No PIRb Yes 26.3 No 

11 75.0 No PIRb Yes 26.3 No 

12 87.5 No PIRb Yes 26.3 No 

13 100 No PIRb Yes 26.3 No 

14 50.0 No PIRb Yes 36.3 No 

15 62.5 No PIRb Yes 36.3 No 

16 75.0 No PIRb Yes 36.3 No 

17 87.5 No PIRb Yes 36.3 No 

18 100 No PIRb Yes 36.3 No 
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6.5 Results 

Of the 18 simulations, the differences caused by pyrolysis kinetics and the capability of the 

current pyrolysis model are explored in Cases 1-4. These cases do not model the gap 

between the panels to avoid any uncertainty caused by the unresolved flow within the panel 

gap. The importance of simulating the gaps between the panels is investigated in Cases 4 

and 5, while the effect of different insulant heat of combustion is explored in Cases 3, 6-8. 

Finally, Case 9-18 explores the effect of different cavity widths with two different insulant 

heats of combustions. 

Pyrolysis Kinetics 

As aforementioned, two different kinetics were investigated due to various formulations 

available for PIR. The chosen kinetics represents the difference between a non-fire 

retardant PIRa [114] and a fire retardant PIRb [117], and the parameters are shown in 

Table 6.1. The pyrolysis kinetics are estimated by inverse modelling TGA tests conducted in 

a nitrogen atmosphere. The estimated kinetics compared to the experimental result are 

shown in Figure 6.4. 

 

Figure 6.4 The estimated pyrolysis kinetic of PIR in a nitrogen atmosphere obtained via inverse modelling. Note 

that mass loss rates between the two PIRs are drastically different due to fire retardants in PIRa. 
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These predicted kinetics are then used to model the combustion of the insulant in 

Scenario 5, where each insulant is simulated with and without the convective wall function 

to ensure the underprediction of convective heat transfer does not result in an 

underprediction of insulant combustion.  

Figure 6.5a shows that the PIR temperature prediction at L1 is accurate but not at L2 

and L3, regardless of whether the convective wall function is used. This is due to the lack of 

cavity gap prediction, which will be discussed in the next section. Between Cases 1 to 4, the 

results show that the predicted PIR temperature between PIRa and PIRb shows minimal 

differences for cases with or without convective wall function.  

For the air temperature in the cavity, the result shows that the differences between 

PIRa and PIRb are insignificant when the convective wall function is not used, as shown in 

Figure 6.5b. However, when the convective wall function is used, the predicted air 

temperature is about 200 °C higher at LC1 for PIRb. This is likely due to higher predicted 

convective heat flux by the wall function that reaches the critical heat flux, a heat flux 

where an ignited combustible material can self-sustain. As PIRb is less fire retardant, the 

critical heat flux is lower; hence, it releases combustible gas more readily. For temperatures 

above 2.0 m, it is important to note that while convective wall function partially resulted in 

the air temperature overprediction, FireFOAM lacked the functionality to model the closing 

of the cavity gap by an intumescent cavity barrier may contribute to the error due to hot air 

passing through the barrier. 
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Figure 6.5 Comparison of Temperature Prediction by different pyrolysis Kinetics. a) The PIR temperature at L1, 

L2 and L3 b) The predicted air temperature in the cavity. Plots on the left do not use the convective wall 

function, while plots on the right use the convective wall function.  

When analysing the HRR released by the insulant, as shown in Figure 6.6, the HRR 

predictions show that the pyrolysis kinetic has a significant effect when the convective wall 

function is used. The difference between the predicted HRR by PIRa and PIRb is 

approximately 33%, with PIRb being more combustible than PIRa. The results show that at 

the first cell of the PIR foam, the maximum char conversion of PIRa is only around 60%, 

while for PIRb, the conversion is 99%. The reason for this difference is mainly due to the 

fire retardant in PIRa that requires a higher heat flux to pyrolyse completely. 

However, both pyrolysis kinetics underpredict the experiment measurement by 

approximately 67-83%. It was observed that the predicted HRR increases rapidly, then 

decreases and plateaus. The simulation results show that for PIRb, only around 1mm depth 

of the PIR is fully charred, and only a further 0.5mm depth of the PIR is involved in the 

pyrolysis process. Most of the 50mm thick insulation is not involved in the combustion 
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process due to the material’s low thermal conductivity. It is hypothesised that char 

oxidation and cracking are essential in accelerating the degradation of the PIR as it would 

expose more virgin material to the flame. However, as char cracking and char oxidation 

remain an active field of research and FireFOAM does not have a model to predict both, the 

predicted HRR of the PIR cannot be predicted accurately. The development of a more 

accurate char model, whilst significant for the accurate prediction of PIR degradation, is 

not within the scope of this study, and therefore the kinetic of PIRb will be used for the rest 

of the simulations with an acknowledgement of the model’s limitation. 

 

Figure 6.6 The predicted HRR in Case 1-4 compared to the experimental results. The pyrolysis kinetics has a 

huge influence on the overall PIR HRR, although results are still greatly underpredicted compared to 

experimental results. 
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Cladding Junction Gap 

The simulation results for Case 4-5 represent two scenarios when the gap between the 

claddings was simulated and not simulated. In this scenario, the convective wall function 

was not implemented, as exploring the local prediction within the cavity is of interest. 

Figure 6.7 shows the prediction of PIR temperature and air temperature within the cavity 

for simulation with and without the gap at the cladding junctions. Results show that for 

Case 5, when the gap between the cladding is modelled, the PIR temperature at L1 is 

significantly underpredicted, with an average error of 59.2%. In comparison, L2 and L3 are 

predicted with an average error of 5.4% and 56.8%, respectively. For the air temperature 

prediction within the cavity, an average error of 36.3% and 3.2% is observed for LC1 and 

SC1, respectively. In contrast, LC2 and SC2 are overpredicted by an average error of 

280.6% and 84.8%, respectively, due to the model’s inability to simulate the intumescent 

cavity barrier.  

When the gap between the panels is not modelled, the PIR temperature at L1 is better 

predicted than in Case 5, with an average error of 17.6%. However, at L2 and L3,  the 

temperatures are overpredicted by an average error of 65.2% and 106.2%. As for the air 

temperature within the cavity, LC1 and SC1 are predicted with an error of 7.5% and 3.2%, 

respectively. However, similar to Case 5, the air temperature at LC2 and SC2 overpredict 

by an average error of 280.6% and 84.75%, respectively. This is likely due to the cavity 

barrier not shutting. 
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Figure 6.7 The results show the predicted temperature with and without the gaps between the cladding 

modelled. Simulation results show significant differences between the two, especially for prediction at the back 

wall.  

One potential error for the underprediction of temperature at L1 when the gap is 

modelled is that air flow entering the cavity through the gaps at the cladding junction was 

not well resolved due to only two grid cells being used. As shown in Figure 6.8, the 

simulation shows that when the gap is modelled, the flame splits at the centre resulting in 

a lower PIR temperature prediction. This is because two grid cells are insufficient to resolve 

the boundary layers at the gap, and the poorly resolved flow may affect the flame 

behaviour. Similarly, when the gaps are not modelled, the airflow into the cavity via the 

gaps is not modelled, resulting in a more accurate PIR temperature at the L1. However, as 

the gaps between the claddings are not modelled, the air temperature and the flame 

structure within the cavity are not affected by air coming through the cladding gaps, 

resulting in an overprediction of PIR and air temperature at higher elevations.  

The simulation results show that accurate modelling of the gap at the cladding junction 

is crucial in accurately predicting the flame shape and temperature in the cavity. However, 

as a huge amount of resources is required to predict the flow through the gap accurately, 

further studies are performed without a gap at the cladding junction to avoid errors 

associated with poor flow prediction. 
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Figure 6.8 Flame shape in the cavity observed in the experiment, simulation without cladding junction gap, and 

simulation with cladding junction gap. Simulation shows that when the gap is present, the flame is split at the 

centre, potentially due to poorly resolved flow through the gap 

Parametric studies  

In the previous section, the simulated cases show that the current model is not sufficient to 

predict the facade flammability in its current state. In this section, the model intends to 

explore the sensitivity of different parameters of the facade flammability with the current 

model. While it is clear that the results obtained in this section do not represent real-world 

results, these results nevertheless may offer some insight into the effect of different 

parameters. 

Insulant Heat of Combustion 

Case 3 and Case 6-8 represent a parametric study on the effect of the heat of combustion 

of the insulations on a flammable facade system, ΔH. As shown in Figure 6.9, the 

simulation results show that the HRR increases linearly with ΔHc. This suggests that the 

pyrolyzate released from the PIR does not increase with increasing ΔHc. Analysis shows 
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that for all cases, the total pyrolyzate released from ΔHc PIR foam is around 1.20 g s-1 ± 

0.05g 

Figure 6.10 shows the predicted incident heat flux on the PIR foam over various ΔHc. 

The results show that when ΔHc increases, the incident heat flux on the PIR foam 

increases, as shown with the increasing contour area for 40 kW m-2, 50 kW m-2
, and 60 kW 

m-2. However, the increase in heat flux has not translated into an increase in pyrolyzate 

production. Instead, analysis shows that pyrolysis has been bottlenecked by the conduction 

heat transfer across the PIR as the char layer grows. As the temperature at the surface of 

the PIR foam would be relatively constant ΔHc, the conduction heat transfer would remain 

similar for all cases. As a result, only a fraction of the energy would be used to pyrolyse the 

PIR foam. This further suggests that char oxidation and cracking may play an important 

role in the pyrolysis model as it would increase the surface area of virgin material to heat 

transfer. Therefore, it is hypothesised that char oxidation and cracking may need to be 

implemented in the pyrolysis model to predict the facade system’s flammability accurately. 

 

Figure 6.9 The PIR HRR over 100s and the average HRR with various ΔHc. The simulation results suggest that 

ΔHc does not increase the pyrolysis rate of the panel, as seen in the linear increase of HRR with increasing ΔHc 

in the current simulation settings. 
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Figure 6.10 Predicted incident heat flux for ΔHc= 26 MJ kg-1
, 46 MJ kg-1

 and 56 MJ kg-1. Results show that with 

increasing ΔHc, the incident heat flux on the PIR foam increases. 

Cavity width 

Case 9 to 18 represent scenarios where parametric studies on the cavity width of a 

flammable facade system are studied. Figure 6.11 shows that the HRR within the cavity 

might not exhibit a linear relationship. At a ΔHc = 26 MJ kg-1, the effect of cavity width is 

less pronounced with a  slight decrease from 50 mm to 75 mm and increases from 75 mm to 

100 mm. However, given the chaotic nature of the fire, these slight increases may be a 

numerical noise. However, for ΔHc more than 36 MJ kg-1, the HRR reduces by around 5% 

from 50 mm cavity width to  62.5 mm. The HRR of the simulation then slowly increases 

with cavity width until the recorded HRR of 45 kW at 100 mm. However, it is essential to 

note that the lack of char oxidation and cracking may have reduced the flammability of the 

facade system with narrower cavity width. This is because the effect of increased re-

radiation at a narrower cavity may not be evident due to the pyrolysis rate being 

bottlenecked by the lack of char oxidation and cracking. 
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Figure 6.11 HRR contributed by the insulation with increasing cavity width. Simulation results suggest that at 

ΔHc = 26 MJ kg-1
, cavity width has little effect on the over HRR. However, for ΔHc = 36 MJ kg-1, the effect of the 

cavity is slightly more pronounced, with a 5% HRR drop from a cavity width of 50 mm to 62.5 mm. 

Figure 6.12 shows that at lower heights, the predicted heat flux increases with cavity 

width, while heat flux at a higher region decreases with cavity width. One potential reason 

for this increase is due to the reduced chimney effect, where more fuel was burnt at the 

lower region of the cavity, resulting in increased predicted heat flux and vice versa.  
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Figure 6.12 Predicted Incident Heat flux on the PIR foam at L1, L2 and L3. The simulation results show that 

while the predicted heat flux at L1 increases with cavity width, L2 and L3 do not decrease with cavity width. 

6.6 Conclusion 

In this chapter, the pyrolysis model was implemented into the CFD model to study how 

combustible insulation affects the flammability of the facade system. In this study, 18 

simulations were performed to explore the ability of the current model to predict pyrolysis 

kinetics, cladding junction gap, insulant heat of combustion and cavity width on the 

flammability of the facade system. 

The results found that pyrolysis kinetics plays a vital role in accurately predicting the 

facade system flammability. The reason for this is twofold, common insulant foam with the 

same trade name may contain formulations that contain fire retardant. This will drastically 

reduce its insulant reactivity and reduce the facade system’s flammability. The simulation 

result found that using the fire retardant PIR and a non-fire retardant PIR may result in a 

30% difference in HRR. The results also suggest that the current pyrolysis model cannot 

predict facade system flammability as it could not predict char oxidation and char cracking. 

This resulted in a reduced pyrolysis rate as less surface area is exposed to heating,  

reducing the predicted flammability drastically. The results also found that regardless of 
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the heat flux on the insulant, the amount of pyrolyzate released is relatively constant after 

a threshold heat flux. 

Accurate prediction of the cladding junction gap may be crucial in predicting an accurate 

facade fire. Simulation results show that two grid cell is insufficient to represent the gap 

between the cladding. This is because more cell is required to resolve the boundary layer at 

the gap at the cladding junction. Failure to resolve the boundary entering the cavity 

through these gaps would result in poorly predicted flame shape, resulting in significant 

PIR and air temperature underprediction at L1, with an average error of 59%. On the other 

hand, results have also shown that not modelling the gap at the cladding junction would 

result in overpredicting PIR and air temperature at a higher elevation by an average of 

60%. This is because there is no air entrainment from the gaps to cool the temperature in 

the cavity. 

Lastly, parametric studies on the cavity width have been performed to explore its effect 

on facade flammability. The simulation results showed that the overall HRR decreased and 

then increased slightly with increasing cavity width. However, further development on the 

pyrolysis model is required to be confident in the results, as the current model is not 

capable of simulating combustible facade systems.  
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Chapter 7  

Conclusions 

7.1 Detailed conclusions 

This thesis is the first to develop a step-by-step Multiphysics simulation of fire inside a 

narrow cavity of a flammable facade. The thesis intends to use FireFOAM to enhance our 

understanding of how cavities affect fire dynamics in a narrow cavity.  

Chapter 2 presented a study on the 1973 Summerland fire and how its facade played a 

role in the disaster. It explains how novel materials were introduced and used without fully 

understanding their material properties and effect on building fire safety. When a fire 

accident occurs, these novel materials burn rapidly and spread into the facade cavity. As 

the fire burns in the cavity, occupants were unaware of the fire due to the flame hidden 

behind the facade cavity, and staff were not trained to inform the public. As a result, the 

flame was allowed to re-radiate within the cavity until the fire became large enough to 

engulf the entire building, resulting in 50 death. There were many parallels between the 

Summerland fire and the recent 2017 Grenfell Fire, where both structures have flammable 

facade materials and cladding. It is clear that while human error played a significant part 

in these disasters, there is a lack of understanding of how a flammable facade system with 

a cavity could affect building fire safety. Understanding this would require many 

experimental studies, which could be expensive. Therefore, the research in this thesis tried 

to develop a CFD model to complement experimental studies to help further our 

understanding of fire in a narrow cavity. 

Chapter 3 details the step-by-step development of the thermofluid simulation inside a 

narrow cavity. As fire inside a narrow cavity is a strongly coupled problem, the CFD model 

must be validated one physical phenomenon at a time in a narrow cavity fire scenario to 

reduce the compensation effect. This chapter shows that the WALE model is preferred for a 

narrow cavity fire scenario. Simulation results show that for heat transfer and fluid flow, 
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the model could predict accurately except near walls, where a slight error was observed. 

The simulation results also found that when buoyancy is included, while still reasonably 

accurate, the fluid flow is slightly overpredicted throughout the cavity. The results 

strengthen the hypothesis that the physical phenomena in a narrow cavity fire need to be 

validated one at a time to limit the degree of freedom and therefore reduce the 

compensation effect of the model. This is essential to reduce the modelling error that could 

be present in scenarios explored in chapters 4, 5 and 6 due to combustion and pyrolysis. 

In Chapter 4, the combustion model was added to study the fire dynamic inside a narrow 

cavity of a facade. In this chapter, a cavity fire was simulated over five different cavity 

widths and two burner HRRs. The simulation results found that the model could predict 

the trend of decreasing flame height with increasing cavity width. It also predicted the 

incident heat flux near the wall with reasonable accuracy for lower HRR. However, one of 

the key issues identified in the model was that a large amount of computing power is 

needed to predict the laminar-turbulent transition and the convective heat flux accurately. 

One benefit of a CFD model demonstrated in this chapter was the ability of CFD to view 

the fire from an angle difficult in an experiment. When simulating a narrow cavity, the 

simulation observed that air entrainment from the sides creates a circulation at the centre 

that moves the fuel toward the side. This resulted in the flame appearing to split into two 

peaks which are challenging to observe in an experiment. While it is unsure if the flame 

does split in real life, the model has been shown to predict most parameters with 

reasonable accuracy. This work in this chapter enables the model to be extrapolated to 

study fire in how different cavity configurations affect fire dynamics in Chapter 5 and 

enables the pyrolysis model to be validated with more confidence in Chapter 6. 

Chapter 5 examines the potential and limitations of the extrapolating model to study fire 

in a different facade configuration. To achieve this, the simulation setup in Chapter 4 is 

modified by having horizontal and vertical cavity barriers. The vertical barriers were 

installed on two sides of the panel to restrict air entrainment from the sides. The results 

show that by altering airflow into the cavity, the fire dynamic in the cavity changes. The 

model extrapolation also found that the failed cavity barrier may potentially increase the 

facade system’s flammability due to the cavity barrier’s proximity to the wall, which could 

increase the re-radiation drastically. However, the results should be taken carefully as the 
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model is used outside its validated range. This meant that some changes might be required 

to ensure model accuracy, such as requiring a larger numerical domain to ensure minimal 

boundary effect. 

In Chapter 6, the last physical phenomenon was incorporated into the CFD model. The 

pyrolysis kinetics was first explored to understand how different PIR formulations could 

affect fire behaviour. The study then focused on the ability of the FireFOAM to predict the 

flammability of the facade system. This chapter presented the importance of pyrolysis 

kinetic in predicting the facade flammability due to possible fire retardant used in an 

insulation foam of the same trade name. The chapter also shows that the current pyrolysis 

model is not capable of predicting facade fire due to char oxidising and cracking is not 

considered. As the insulant and char thermal conductivity is very low, the pyrolysis rate of 

the insulant would eventually be governed by the slow conduction heat transfer. In reality, 

these chars would oxidise or crack, exposing more surface area to pyrolyse. The hypothesis 

is further strengthened when a parametric study on increasing heat of combustion does not 

increase the pyrolysis rate. Observing the Char layer shows that only 1 mm of the insulant 

was charred while the rest were untouched, suggesting that heat transfer across the 

insulant is the bottleneck. Finally, this chapter showed that the insulation HRR might not 

increase linearly with cavity width. The simulation results show that HRR may first 

decrease and then slowly increase with cavity widths. However, it is important to note that 

the result may be affected by the pyrolysis model used, where the pyrolysis rate may be 

affected due to the lack of char oxidation and cracking. 

7.2 Suggestions for Future work 

 While CFD models currently show promising futures to be used to study facade 

system flammability, they are currently far from being suitable for predicting facade 

system flammability. To ensure the model can be used to study facade system flammability, 

a list of suggestion are made in this section. In Chapter 4, the radiation fraction used was 

based on combustion in an open-air condition. While sensitivity analysis shows that the 

radiation fraction has minimal effect on the results for a facade cavity fire, this is only valid 

for facade systems with no combustible insulation present. Therefore, further investigation 

into the effect of radiation fraction or model may be warranted. 
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Furthermore, as shown in Chapter 5, investigating different facade configurations may 

require different computational domain sizes to ensure accuracy. Therefore, a suitable 

criterion for the computational domain may need to be established to ensure extrapolation 

can be performed confidently. 

Lastly, results in Chapter 6 show that the current CFD model cannot predict combustible 

facade systems. To improve the model, further work should include: 1) Developing a char 

oxidation and cracking model to improve insulation pyrolysis rate, 2) Developing a model 

through empirical results to reduce the effect on model accuracy caused by gaps between 

cladding panels, 3) Developing and validating the model with a more realistic facade system 

where moisture barrier and mechanical structure are present, and lastly 4) Develop a more 

advanced convective wall function to reduce the required mesh size without compromising 

local prediction.  

7.3 Significance of findings 

Taken as a whole, this thesis demonstrates how the CFD fire modelling could help to 

improve our understanding of fire in a narrow facade cavity. By validating the CFD model 

one step at a time, we can isolate the individual physical phenomenon and validate them 

for a narrow cavity fire scenario. Once all models are validated, it gives us confidence that 

they could be extrapolated or help us pinpoint the simplification made on the model 

affecting model accuracy. Currently, most CFD models for narrow cavity fire are validated 

with all physical phenomena at a time [48, 49, 120]. The present work highlighted that by 

increasing the complexity of the model by simulating more physical phenomena, the degree 

of freedom in the model also increases. This may result in difficulty in pinpointing the 

modelling errors, making the model unreliable when extrapolated to study the effect of 

facade configuration on facade fire. Validating each physical phenomenon in a narrow 

cavity scenario allows the degrees of freedom in the model to be limited, and therefore 

allows a better understanding of the model's limitations. 

An example of this was the model showing that insulant char may play a huge role in 

predicting the flammability of the facade system, and the char oxidation and cracking 

model may be required. Using this information, a more complex pyrolysis model could be 
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introduced to improve the model accuracy and allow further studies of the effect of a cavity 

on the overall flammability of a facade system.  

One potential use of the model when further developed to predict narrow cavity fire is to 

investigate how different materials in a facade cavity could affect the overall flammability 

of a facade system. In this thesis, I have only performed studies where the only combustible 

material is the insulation. However, in practice, several combustible materials may be 

present in a facade system. For example, cladding, insulations, moisture, and weather 

barriers are potentially combustible. A parametric study of the effect of each material using 

experimental studies may not be practical due to the high cost of each experiment. Figure 

7.1 represented a potential HRR vs cavity width graph when different materials with 

various flammability were present in a narrow cavity of a facade. A facade system could 

potentially have a design where facade flammability is at its lowest at certain cavity width. 

CFD model would hopefully be the key to unlocking a fire-safe facade design in the future. 

 

Figure 7.1 Hypothetical facade with different materials and facade configurations. At different cavity widths, 

these facade materials may perform differently due to different materials used in the construction.   
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