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ABSTRACT 

Modern gas turbines offer high potential for future energy generation using alternative 

fuels. Therefore, these machines need to be further developed to increase the service life 

of their built-in components and simultaneously increase their performance and 

efficiency. This can be achieved mainly through a higher compressor outlet pressure and 

a higher turbine inlet temperature, which lead to high stresses on the hot-gas-leading 

components in particular. These loads and environmental influences can lead to certain 

failures in gas turbines, including ruptures, creep deflections, high- and low-cycle 

fatigues, oxidation, corrosion, erosion, rubbing or wear, foreign object damage, thermal 

mechanical failures and combinations thereof. Since these factors can lead to cracks and 

component failure, reliable testing techniques are important for early maintenance. 

However, because of the complexity and costs associated with these techniques, it is 

desirable to use these components for as long as possible. 

  The first research focus is on studying creep damage and early detection of cracks 

in turbine blades with modulated nonlinear ultrasonic methods. In general, nonlinear 

techniques have significant advantages over linear ones and enable earlier detection of 

failures. In a further development of the nonlinear method, ultrasonic waves were emitted 

with multiple frequencies, which generate harmonic and modulated response frequencies 

when the waves pass through failures in materials. This offers further possibilities for 

failure detection and classification. Therefore, the wave equation was solved analytically 

with multiple excitation frequencies to derive novel nonlinearity parameters. These 

parameters are the ratios of the measured amplitudes of the harmonic/modulated response 

frequencies and the fundamental frequencies, and thus they form the basis for failure 

evaluation. Their existence was verified numerically and experimentally, allowing cracks 

to be identified and their sizes estimated.  

  Plastic deformation forms during creep, which is one of the most common failure 

modes in gas turbines. In this type of failure, the components deform under a constant 

load depending on the time and temperature. Therefore, creep samples made of the 

Hastelloy X material were examined to obtain a better understanding of the damage 

process. The results showed that pores and microcracks propagate from the outside 

inwards. At the core of the samples, molybdenum was found to be primarily precipitated, 

while chromium was the main precipitation element in the edge area, leading to the 

formation of a chromium oxide layer. Moreover, modulated ultrasonic tests showed that 
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the harmonic nonlinearity parameters in particular react very sensitively to the damage 

sizes of the pores and microcracks. 

  If the cracks are closed, the ultrasonic waves can pass through the flaws 

unhindered, without the generation of harmonic or modulated response frequencies. 

Therefore, the second research focus, ultrasonically stimulated thermography, is on the 

detection of such cracks. With this technique, turbine blades with trailing edge cracks 

were vibrated to detect the increase in temperature as a result of frictional heat in the crack 

area with a thermal imaging camera. When a piezo actuator was used for excitation, the 

increase in temperature was determined as a function of the excitation frequency, which 

localised a hidden crack under the ceramic thermal barrier coating. In addition, with a 

constant excitation frequency and increasing energy input into the actuator, the 

temperature behaviour revealed whether the crack was constrained or preloaded. This was 

simulated with a developed finite element model to verify the experimental results.  

  In conclusion, the proposed techniques allow the sensitive and early detection of 

different types of cracks and creep damage with a high accuracy, which in turn allows a 

stable and safe use of the gas turbine components during operation. 
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1  INTRODUCTION 

1.1 Motivation 

In general, the components inside a gas turbine are exposed to high loads. This 

particularly includes the turbine blades, which need to withstand extreme conditions. 

Therefore, monitoring the condition of turbine blades is very important, as incipient 

damage, such as cracks, must be detected early before any catastrophic events occur. This 

ideology forms the basis of condition-based maintenance, which increases the operational 

reliability of a machine and reduces the maintenance costs. Figure 1 shows the typical 

design of a gas turbine. In this machine, the air that is sucked in is compressed and 

forwarded to the combustion chambers, where it is heated up and passed through the 

turbine for expansion. Part of the energy is used to drive the compressor rotor. 

 

Figure 1. Gas turbine design.
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  Depending on the operating mode of a gas turbine, a distinction is made between 

continuous-duty machines and cyclic-duty machines. Continuous-duty machines are 

normally used to generate electricity. In this mode of operation, an electric generator is 

driven with a relatively constant speed. In cyclic-duty machines, on the other hand, gas 

turbines are used for mechanical drive applications, in which another turbo machines are 

driven. Since the speed of the gas turbine rotor is adapted to the requirements of the driven 

machine, the rotor speed can vary widely. However, because of these operating modes, 

different failure modes can damage the gas turbine components [1–3]. Moreover, along 

with the varying speed of peaking machines and high temperature, thermal mechanical 

failure (TMF) reduces the service life of the components [2]. In addition, along with the 

constantly high temperature and mechanical load, creep, oxidation and corrosion lead to 

the most important life limiters in peaking machines [2]. Low-cycle fatigue (LCF) and 

high-cycle fatigue (HCF) can be influenced by the design of the components, whereas 

foreign object damage (FOD) and corrosion depend on the load and the environmental 

conditions [4]. Both static and rotating parts are exposed to high temperature loads and 

are typically provided with a ceramic thermal barrier coating (TBC). The degradation of 

this TBC leads to overheating and, thus, to one of the failure modes mentioned above, 

which may result in component failure. Table 1 summarises the most important failure 

modes depending on the operating mode of gas turbines [1–3]. 

Table 1.  Failure modes of gas turbine components. 

Continuous duty Cyclic duty 

Creep deflection TMF 

Oxidation LCF/HCF 

Corrosion Rubbing/wear 

Erosion FOD 

LCF/HCF Combined failure mechanism (creep/fatigue,  

Rupture corrosion/fatigue or oxidation/erosion) 

Rubbing/wear  

FOD  

Combined failure mechanism (creep/fatigue, 

corrosion/fatigue or oxidation/erosion) 
 

Various techniques are available to detect the above-mentioned failure modes in 

turbine blades. For example, with the tip timing method, the dynamic behaviour of a 

turbine blade can be evaluated during operation [5]. The radial clearance between the 

sensor and the blade tip and the lateral movement of the blade tip can be measured. By 

measuring the time of one revolution of the blade, information regarding the blade 

vibrations can be obtained, whereby different sensor technologies are available. Many 
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failure modes can be identified by monitoring the temperature of critical components. 

Given the change in temperature observed, degradation of the TBC in particular can be 

detected [6–9]. However, this technology is difficult to implement in-situ because of the 

extreme conditions inside gas turbines. Other technologies are already used successfully 

for structural health monitoring (SHM) and nondestructive testing and evaluation 

(NDT&E) in gas turbines. All of these techniques are shown in Table 2 and discussed in 

detail in Chapter 3. 

Table 2.  Failure modes of gas turbines. 

 Sensing technology Failure modes 

T
ip

 t
im
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m
et
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o
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Microwave probes 

Creep 

Cracks 

Rubbing 

Wear 

Optical sensors 

Inductive sensors 

Eddy current sensors 

Magnetoresistive sensors 

Capacitance sensors 

T
em

p
er

a
tu

re
  

m
ea

su
re

m
en

ts
 

Pyrometry — 

Infrared thermography 

Creep 

LCF 

Corrosion 

Erosion 

Oxidation 

Phosphor thermometry — 

Induction thermography Cracks 

U
lt

ra
so

u
n

d
 Waveguides 

Creep 

Cracks 

Wear 

 

Thermosonic 

Laser ultrasonic 

High-temperature transducers 

Electromagnetic acoustic transducers  

 
Acoustic emission 

Creep 

Cracks 

 Vibrational monitoring 

Rubbing 

FOD 

Cracks 

 
Millimetre waves 

Cracks 

Wear 

 

Pressure measurements 

Cracks 

Creep 

Rubbing 

 Direct-write thermal spray Cracks 

 Uniform crystal temperature sensor — 

 
Performance monitoring 

Cracks 

Wear 

Modern ultrasound techniques, which are the focus of this work, are successfully 

used to detect cracks, as discussed in Chapter 2.2. Various possibilities exist for 

generating ultrasonic waves and sending them to the components to be tested. In general, 

the piezo components of typical ultrasound sensors have a very simple design and are 

very robust. Because of their high sensitivity, favourable signal-to-noise ratio (SNR), high 
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strength, chemical inertness, heat resistance, low weight and low cost, piezoelectric 

ceramic sensors made of lead zirconate titanate (LZT) are mostly used [10]. More recent 

research has also focussed on new materials for piezo elements, which can allow their use 

in-situ in the hot-gas area of gas turbines [11–13]. 

  Early detection of cracks is certainly an important goal in NDT&E and SHM. 

However, before a crack forms in a component, certain indicators can signal a material 

failure in advance. Thus, early detection can help better estimate the service life of a 

component. Modern ultrasound technologies, such as nonlinear techniques, offer the 

potential to make a valuable contribution through a combination of sensors and the 

corresponding evaluation technique. Among these techniques, frequency modulation, in 

which several fundamental frequencies interact with each other at the material failure, has 

not been fully analysed and has only been partially investigated experimentally. These 

investigations of the different failure modes represent the main part of this research. 

  Nonlinear ultrasound NDT&E technologies are only successful if the signal is 

disturbed in the material and harmonic frequencies are generated. If a crack is closed, the 

ultrasonic waves can pass through the flaws unhindered and remain undetected. 

Thermosonic techniques are used to counteract this disadvantage. In these techniques, the 

component is vibrated, causing the cracked surfaces to rub against each other. The 

generated frictional heat is then detected using a thermal imaging camera. In general, 

various excitation techniques are available, some of which excite the test components so 

strongly that the components or the TBC becomes damaged [14–17]. However, in 

contactless excitation techniques, the energy input into the component may be insufficient 

[18]. Currently, a large body research is concerned with the detection of cracks and the 

distribution of heat in components. However, up till now, the given parameters, such as 

the temperature increase as a function of the frequency and the energy supply of excitation, 

have not been considered. Therefore, these investigations represent the second pillar of 

this research work. 

1.2 Research Aim and Objectives 

The aim of this research work is to propose novel improved NDT&E and SHM methods 

based on modulated nonlinear ultrasonic wave propagation techniques and ultrasonically 

stimulated thermography for the structural integrity assessment of gas turbines. To 

improve the sensitivity and accuracy of the detection and localisation of structural damage 
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on turbine blades, the nonlinear ultrasound techniques were further developed. To this 

end, the objectives are defined in relation to the research background discussed in the 

previous chapter. The main objectives of this work are summarised below: 

 Nonlinear ultrasound: 

 To identify novel nonlinearity parameters in multi-frequency excitation and 

evaluate the levels of accuracy and reliability compared to single-frequency 

excitation 

 To conduct a combined numerical and experimental campaign to detect failures 

in materials on the basis of the developed analytical concepts 

 To perform a metallurgical analysis of the Hastelloy X material with creep 

damage and failure detection using ultrasonic modulation techniques 

 Ultrasonically stimulated thermography: 

 To design an experimental setup for the detection of cracks in turbine blades 

without damaging the turbine blades or the TBC 

 To examine turbine blades with cracks using vibrothermography by measuring 

the frequency-dependent temperature increase 

 To design an experimental setup for examining preloads in the crack area 

 To perform various numerical simulations to reproduce the experimental part 

and understand the behaviour of cracks during excitation in order to optimise the 

experimental setup and accuracy 

1.3 Thesis Outline 

This thesis follows an alternative thesis format (by publications). Accordingly, peer-

reviewed journal papers are integrated as chapters and listed in Table 3, and the 

conference attended is highlighted in Table 4 (for reference only). 

  Chapter 2 provides an overview of the literature and the theoretical background in 

relation to this research work. Ultrasonic and vibrothermography testing methods are 

presented in detail for the detection of failures. In addition, an overview of the current 

state of the literature is provided to highlight the current limitations and challenges in 

relation to the detection and localisation of material changes, such as creep and crack 

formation. The accepted manuscripts are presented in Chapters 3–7. Each chapter begins 

with a summary of the scope, methodology and results of the publication presented. 
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  Chapter 3 provides an overview, in the form of a review, of the various failure 

modes in gas turbine components. It also presents and assesses the possible techniques 

for detecting these failures. 

  Chapter 4 describes the analytical derivation of two superimposed frequencies up 

to the third order of nonlinearity. It also offers a numerical and experimental proof of the 

newly derived nonlinearity parameters for crack detection. 

  In Chapter 5, the previously determined analytical model is extended to four 

fundamental frequencies. The newly developed grouping concept combines several 

harmonic frequencies and sidebands at certain frequencies. Therefore, higher signal 

energies are provided at these specific frequencies, thus offering a higher possibility of 

crack detection and crack size estimation. In this study, excitation with one frequency, 

excitation with two frequencies and excitation with four frequencies were all compared. 

  Chapter 6 describes the evaluation of creep samples, wherein metallurgical results 

were evaluated with reflected light and scanning electron microscopy. Nonlinear 

ultrasonic modulation was also used to evaluate the determined nonlinearity parameters 

and compare them to the metallurgical results. 

  Chapter 7 discusses the second research focus, ultrasonically stimulated 

thermography. Turbine blades with cracks at different positions on the trailing edges were 

examined using a new test setup concept. A piezo actuator was used to excite the blades 

up to 100 kHz. Then, the increase observed in temperature was evaluated as a function of 

the excitation frequency and the voltage supplied to the actuator in order to investigate 

the preloads in the crack area. Finally, a developed finite element model was used to 

simulate the dynamic behaviour of cracks and the increase in temperature.  

  Finally, Chapter 8 outlines the conclusions of this study and the recommendations 

for future work. 
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Table 3.  Peer-reviewed journal papers. 

Chapter Publication Details (Reference) 

3 Mevissen, F., & Meo, M. (2019). A review of NDT/structural health monitoring techniques for 

hot gas components in gas turbines. Sensors, 19(3), 711. https://doi.org/10.3390/s19030711 

4 Mevissen, F., & Meo, M. (2020). A nonlinear ultrasonic modulation method for crack 

detection in turbine blades. Aerospace, 7(6), 72. https://doi.org/10.3390/aerospace7060072 

5 Mevissen, F., & Meo, M. (2021). Nonlinear ultrasound crack detection with multi-frequency 

excitation—a comparison. Sensors, 21(16), 5368. https://doi.org/10.3390/s21165368 

6 
Mevissen, F., & Meo, M. (2022). Creep detection of Hastelloy X material for gas turbine 

components with nonlinear ultrasonic frequency modulation. Materials Characterization, 191, 

112099. https://doi.org/10.1016/j.matchar.2022.112099 

7 
Mevissen, F., & Meo, M. (2022). Ultrasonically stimulated thermography for crack detection 

of turbine blades. Infrared Physics & Technology, 122, 104061.  

https://doi.org/10.1016/j.infrared.2022.104061 

 

Table 4.  Conference paper. 

 Publication Details (Reference) 

 
Mevissen, F., & Meo, M. (2019, September 10–12). Detection of cracks in turbine blades with 

nonlinear ultrasonic frequency modulation [Paper presentation]. IWSHM 2019, Stanford, CA, 

United States. https://doi.org/10.12783/shm2019/32192 
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2 LITERATURE REVIEW 

This chapter provides an overview of the current state of research in relation to this study. 

It focusses on the use of nonlinear ultrasound techniques and ultrasonically stimulated 

thermography in evaluating failures in hot-gas-leading components in gas turbines. 

Notably, the overview offered in this chapter can be combined with the introductory 

chapters of the published works (Chapters 3–7) to obtain a broader and more detailed idea 

of the academic arguments. This can help bridge the gaps identified and make an original 

contribution to knowledge. 

  Chapter 2.1 provides an overview of the use of linear ultrasonic techniques in 

component testing. Then, Chapter 2.2 describes the nonlinear ultrasonic testing 

techniques related to this work. It also outlines how the nonlinear properties of ultrasonic 

waves are used efficiently for component testing and highlights the advantages of 

nonlinear over linear technologies. Chapter 2.2.1 describes the detection of cracks with a 

particular focus on the opening and closing of cracks with the corresponding nonlinear 

response. Since this study mainly focusses on frequency modulation techniques, Section 

2.2.2 outlines how failures are detected in components with superimposed waves. In 

general, the initiation of plastic deformation is considered an important indicator of the 

service life of gas turbine components. An overview of the current state of research is 

provided in Chapter 2.2.3. Creep is one of the main problems for the high loaded gas 

turbine components, and it can ultimately lead to component failure. An overview of the 

recent literature on nonlinear ultrasonic technologies, primarily in the context  

of gas turbine components, is provided in Chapter 2.2.4. Overall, ultrasonically stimulated 
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thermography is intended to overcome the disadvantages of nonlinear ultrasound 

technologies in the case of closed cracks. Chapter 2.3 highlights the current state of 

research in which cracks are vibrated to detect the resulting frictional heat with a thermal 

imaging camera. 

2.1 Linear Ultrasound 

For many years, linear ultrasonic techniques have been used to detect material failures, 

with the speed of sound, attenuation, transmission and reflection coefficient used as 

failure indicators [19–22]. Generally, the phase and amplitude of the received signal 

change when the signal passes through failures in the material, whereas the frequency of 

the transmitted signal remains the same compared to the received signal [23].  

  To inspect a material, it is important to distinguish between the pulse-echo (PE) 

method and the through-transmission ultrasonic (TTU) technique. In the PE method, one 

sensor is used to send and receive ultrasonic waves. When the wave passes a crack or an 

imperfection in the material, part of it is reflected back, and the signal generated can be 

evaluated [24]. In the TTU technique, on the other hand, two sensors are used instead of 

one, which is particularly suitable for inspecting materials with several layers [25, 26].  

  Linear techniques exhibit equivalent behaviour on the stress–strain diagram 

through the relationship 𝜎𝑢𝑠 = 𝐸
𝜕𝑢𝑥

𝜕𝑥
, where 𝜎𝑢𝑠 is the applied stress due to the periodic 

ultrasonic pulse, 𝐸  is Young’s modulus, 𝑢𝑥  is the displacement and 𝑥  is the wave 

propagation distance for the one-dimensional case.  

  Generally, various wave types are used to detect cracks and estimate their sizes. 

Besides longitudinal waves, the most relevant wave types used for gas turbine 

applications are Rayleigh waves and Lamb waves [27–33]. In Rayleigh waves, which are 

also often called surface acoustic waves (SAWs), longitudinal and shear components 

propagate at the same speed near the surface of the material. The disadvantage of 

Rayleigh waves is that waves with high frequencies do not penetrate as deeply into the 

material as low-frequency waves, where the penetration depth is approximately equal to 

one wavelength [34]. In contrast, waves with high frequencies are useful in detecting 

microcracks [35]. This wave type is very useful for NDT&E in gas turbines, since cracks 

in these components mainly occur on the surface as a result of the high temperature 

gradients [36]. Because the phase velocity of SAWs depends on the elasticity tensor of 

the material, this wave type is used to determine the elastic properties of the components 
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and the coatings itself. Even small changes in the phase velocity allow conclusions 

regarding the density, Young’s modulus or Poisson’s ratio [37]. 

  Lamb waves are elastic waves in which displacement occurs both in the direction 

of wave propagation (longitudinal) and perpendicular (transverse) to it. Lamb waves are 

dispersive, meaning that the wave propagation velocity c depends on the frequency and 

on the elastic constants and density of the material, resulting in mixed pressure and shear 

waves [38]. Lamb waves are particularly interesting for the detection of damage, because 

they can propagate over long distances [27, 39]. Since these waves have different 

wavelengths and propagation speeds, they interact differently in response to small 

disturbances due to damage [40]. In general, Lamb waves propagate with the symmetric 

mode S0 and the fundamental antisymmetric mode A0, with other vibration modes 

occurring as well (symmetric Lamb waves [S0, S1, S2, …] and antisymmetric Lamb waves 

[A0, A1, A2, …]). Therefore, dispersion curves are used to map the relationship between 

wave speed and frequency. Exemplary dispersion diagrams for the phase velocity and 

group velocity are shown in Figures 1a and 1b for the Inconel 718 material, which is often 

used in the hot-gas area of gas turbines. 

 

Figure 1. Dispersion Curve Inconel 718: (a) phase velocity; (b) group velocity. 

  With SHM in the turbine area of gas turbines, the challenge is to develop sensors 

that can handle high temperatures and the coupling of the test object to them. Therefore, 

studies were performed on sensor materials such as La2Ti2O7 (lanthanum titanate) and 

La2Ti2O (lanthanum niobate), which can be used at high temperatures reaching up to 

1000 °C [11–13]. Notably, the influence of temperature on the physical properties and 

ultimately on the measurement results was examined in [41].  
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  Ceramic insulation layers are often applied to the components in the hot-gas area 

to lower the material’s temperature. In this context, a TBC is usually used, which consists 

of four layers (Figure 2). Starting from the bottom, these layers are the metal substrate, a 

metallic bond coat, a thermally grown oxide (TGO) and a ceramic topcoat [42–47]. 

Particularly, the erosion wear of this coating was evaluated using linear ultrasound 

techniques in [48–56]. 

 

Figure 2. Layers TBC. 

To overcome the temperature problem, acoustic waveguides (AWGs) are used to 

monitor the condition of coated gas turbine vanes, which transmit acoustic waves into the 

components [57]. One indicator that signals the need for maintenance of the turbine blade 

is a change in the amplitude and speed of the sound wave, which changes as the coating 

wears down. For instance, the wave speed is approximately 2500 m/s in the case of an 

intact coating and approximately 5000 m/s in the case of a completely worn coating [57]. 

When the waves enter the AWGs, they are converted into longitudinal waves. These 

AWGs are only 1 mm in diameter and need to withstand the extreme conditions 

encountered when the gas turbine is operating [58]. This technology was also used in gas 

turbines for testing purposes [59]. In their study, Atkinson and Hayward described the 

transition from AWGs to guide vanes and investigated whether it is possible to examine 

the acoustic entry signal generated by the rotating blades [60]. Therefore, the acoustic 

signals caused by the pulsating gas pressure were evaluated using AWGs [61], and 

condition monitoring was also performed successfully with AWGs for other hot-gas 

applications [62–65]. 
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Figure 3. Scheme of acoustic waveguides. 

Another possibility is the generation of ultrasonic waves with laser ultrasound. In 

this method, an ultrasonic wave is transmitted with light. When pulsed light from a laser 

hits the surface of a material, it becomes absorbed on the surface, generates heat and 

thermal strain and ultimately emits ultrasonic waves. These waves are independent of the 

angle of the laser and propagate perpendicularly to the sample surface [66]. The acoustic 

waves can then be received with piezoelectric transducers (PZTs), electromagnetic 

acoustic transducers (EMATs) or laser interferometers. In this context, the decisive 

advantage is the contactless excitation, which works with complex-shaped components, 

such as turbine blades, because the surfaces of the sensitive components are protected. 

The disadvantage is, however, the low SNR [67, 68], although in [36, 69, 70] cracks were 

successfully detected using this technique. 

 

Figure 4. Scheme of laser ultrasound. 

Notably, the EMAT technology also works with no contact with the samples. In 

this technology, an alternating current is fed into the induction coil of a sensor, generating 

electromagnetic oscillations, which in turn induce eddy currents on the surface of the test 

object. As a result of the interaction of eddy currents and the permanent magnetic field of 
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the sensor, the Lorentz force generates ultrasonic waves directly on the surface of the test 

object. Indeed, when Rayleigh waves were used to detect cracks, different wave types 

were generated [71–74]. Therefore, the basic requirement for a successful measurement 

is that the sample is either electrically conductive or has favourable magnetic properties 

[74]. 

2.2 Nonlinear Ultrasound 

If an emitted sinusoidal ultrasonic wave hits a flaw in an isotropic material, the initial 

wave is disturbed and harmonic waveforms are generated [75–77]. These harmonic 

frequencies are generated as a result of the lattice anharmonicity (intrinsic nonlinearity), 

dislocations (microstructural changes) and cracks [78]. 

  After the amplitudes of these frequencies are measured and compared to the 

fundamental frequencies, these values are used as an indicator for the detection of 

material changes [77]. In this context, the one-dimensional nonlinear Hooke’s law can be 

described as a power series as follows:  

𝜎𝑢𝑠 = 𝐸
𝜕𝑢𝑥

𝜕𝑥
+ 𝛽

𝐸

2
(
𝜕𝑢𝑥

𝜕𝑥
)
2

+ 𝛾
𝐸

6
(
𝜕𝑢𝑥

𝜕𝑥
)
3

+⋯, (1) 

where 𝛽 and 𝛾 are the nonlinearity parameters of the second and third order, respectively 

[79, 80]. However, it is worth noting that linear ultrasound techniques are usually limited 

in terms of failure detection, whereas nonlinear ultrasound techniques have higher 

detection rates for early-stage material defects [77, 81].  

2.2.1 Crack Detection 

In general, nonlinear ultrasound techniques are useful in the detection of cracks in 

materials [82–84]. To obtain a successful measurement, it is important to know whether 

the crack is open or closed. In the case of open cracks, the depth of the crack can be 

estimated using nonlinear ultrasound techniques, wherein the ultrasonic waves become 

strongly scattered when they come into contact with the crack. However, because of the 

residual compressive stresses in closed cracks or because of the oxide layers produced on 

the crack surfaces, it may be difficult to identify failures, as the ultrasonic waves simply 

penetrate through closed cracks [85]. Figure 5a shows a schematic of how harmonic 

frequencies are formed at the contact points of the crack asperities of open cracks and 

how these waves are not influenced by closed cracks, as in Figure 5b. 
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Figure 5. Crack: (a) open; (b) closed. 

Contact acoustic nonlinearity (CAN) is a research area that focusses on the 

excitation of cracks, the interaction of crack surfaces and the evaluation of acoustic 

signals [82]. Solodov et al. showed that, with CAN, subharmonics and higher harmonics 

show a dynamic threshold behaviour, as well as hysteresis and instability effects [86]. 

Moreover, the lengths of closed cracks were detected using subharmonic frequencies [87–

89]. Notably, the presented techniques are only successful if the crack dynamics of closed 

cracks are changed by the excitation of the ultrasonic waves or by a change in temperature 

[85]. 

  Yamanaka et al. used the equation of motion with linearly damped vibrations as 

the basis for the analytical modelling of open and closed cracks. In their study, the 

subharmonics generated by ultrasound excitation at partially closed cracks exhibited a 

high potential for crack detection compared to superharmonic frequencies [90–92]. The 

second-harmonic frequency was also used to estimate the lengths of closed cracks [93]. 

Moreover, the acoustic effect was examined in [94–98], mainly with the second-harmonic 

frequency between the contact surfaces of a crack. Furthermore, an analysis of the 

interface between rough surfaces in elastoplastic contact was presented with ultrasonic 

wave interactions at closed cracks [99, 100], and new elastic constants were introduced 

to describe the nonlinear behaviour of the cracks [101].  

  Moreover, a model was developed to analyse vertical closed cracks with the finite 

difference time domain (FDTD) technique [102–105]. Viscous damping parameters were 

used to simulate residual compressive stresses on closed crack surfaces. Generally, the 

FDTD is a grid-based differential, numerical modelling concept that uses the time domain 

method. This allows a wide frequency band to be evaluated, in which nonlinear material 

properties are considered. With FDTD, longitudinal and shear waves associated with the 

detection of closed cracks were examined in numerical simulations [106]. 
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2.2.2 Frequency Modulation 

This section illustrates the literature overview and advantages of frequency modulation. 

In general, different fundamental frequencies interact with each other when passing 

failures, and they generate harmonic frequencies and mutually dependent sidebands, with 

certain nonlinearity parameters used for evaluation. The following shows how these 

parameters have evolved. 

  To assess materials with nonlinearity parameters, a method that compares the 

amplitudes of the harmonic frequency to the fundamental frequency of a received signal 

was developed [107–111]. In this context, the value obtained from considering the 

second-harmonic frequency in relation to the fundamental frequency is referred to as the 

second-harmonic nonlinearity parameter (𝛽). The basis for this derivation is provided by 

the following one-dimensional wave equation:  

𝜌
∂²𝑢(𝑥,𝑡)

∂𝑡²
=
∂𝜎𝑢𝑠

∂𝑥
, (2) 

where 𝜌 is the mass density and 𝑢(𝑥, 𝑡) represents the displacement, which is solved with 

the nonlinear stress definition in Equation (1) and sine wave excitation. The following 

equation shows the solution with the mutual amplitude dependence [112]: 

𝛽 =
8𝐴2

𝐴1
2𝑘𝑓1
2 𝑥

, (3) 

where 𝐴2 is the amplitude of the second-harmonic frequency, 𝐴1 is the amplitude of the 

fundamental frequency, 𝑘𝑓1 is the wavenumber of the fundamental frequency and 𝑥 is the 

wave propagation distance. With an assumed constant wavenumber and wave 

propagation distance, the relationship 𝛽 ∝
𝐴2

𝐴1
2 can be used for evaluation. Figure 6 shows 

an example of a frequency spectrum used for evaluation. 

 

Figure 6. Frequency spectrum of a second-harmonic frequency. 
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  This technique was also used to evaluate geomaterials [113] and further developed 

for third-order nonlinearity [80]. With one fundamental frequency, the third-harmonic 

frequency, along with its nonlinearity parameter (𝛾), is used for evaluation besides the 

second-harmonic frequency: 

𝛾 =
48𝐴3

𝐴1
3𝑘𝑓1
3 𝑥

, (4) 

where 𝐴3 is the amplitude of the third-harmonic frequency. Therefore, the ratio 𝛾 ∝
𝐴3

𝐴1
3 

can also be used to evaluate the experimental results (Figure 7).  

 

Figure 7. Frequency spectrum of a third-harmonic frequency. 

  Because of the low received signal energy at higher-harmonic orders, these were 

not considered further for the evaluation of the nonlinearity parameters [82, 114, 115]. 

To analytically describe frequency modulation with two frequencies, second-order 

nonlinearity parameters were derived for two superimposed fundamental frequencies so 

as to determine the residual fatigue life of the components [79, 116, 117]: 

𝛽𝑓2+𝑓1 =
4𝐴𝑓2+𝑓1

𝐴1𝐴2𝑘𝑓1𝑘𝑓2𝑥
, 

𝛽𝑓2−𝑓1 =
4𝐴𝑓2−𝑓1

𝐴1𝐴2𝑘𝑓1𝑘𝑓2𝑥
, 

(5) 

where 𝛽𝑓2+𝑓1 is a nonlinearity parameter, 𝐴𝑓2+𝑓1 is the amplitude of the summing sideband 

(f2 + f1), 𝛽𝑓2−𝑓1 is a nonlinearity parameter and 𝐴𝑓2−𝑓1 is the amplitude of the difference 

sideband (f2 − f1). Here, 𝐴1,2  represents the amplitudes and 𝑘𝑓1,2 represents the 

wavenumbers of the fundamental frequencies. Figure 8 shows a frequency spectrum with 

derived harmonic and sideband frequencies, in which the nonlinearity of the third order 

was not considered [79, 117]. 
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Figure 8. Frequency spectrum of modulation. 

  It can be clearly observed that the two fundamental frequencies depend on the 

nonlinearity parameters, which provides additional information for determining cracks 

and the residual fatigue life of the components [118, 119]. An evaluation was performed 

by measuring the amplitude of the sideband frequencies and the two fundamental 

frequencies (𝛽𝑓2+𝑓1 ∝
𝐴𝑓2+𝑓1

𝐴1𝐴2
 and 𝛽𝑓2−𝑓1 ∝

𝐴𝑓2−𝑓1

𝐴1𝐴2
). 

  Van den Abeele et al. studied the behaviour of the harmonic and modulated 

response frequencies of two superimposed fundamental frequencies to detect cracks 

[120]. They also investigated the influence of the amplitude-dependent resonance 

frequency [121]. High- and low-frequency waves were superimposed to determine 

damage in materials. This method is called nonlinear elastic wave modulation 

spectroscopy (NEWMS), and it describes the superposition of these waves [122, 123]. In 

another study, Pfeiderer et al. investigated the nonlinear dynamic behaviour of cracks 

with subharmonics, ultra-subharmonics and ultra-frequency pairs [124]. Multi-frequency 

excitation was successfully used to determine grain size fluctuations and distributions in 

metal samples [125] and to detect corrosion on aircraft components [126]. A three-

frequency phased array technique was used to identify cracks, while a start signal was 

sent to dynamically stimulate cracks. The sent pump signals of the dual-frequency 

excitation generated nonlinear frequency modulation, which was used for further 

evaluations [127]. 

2.2.3 Material Dislocation 

Generally, plastic deformation may result in nonlinearities in materials because of 

microstructural changes and nonlinear properties, which can provide information 

regarding the fatigue life of the components [107, 128–131]. During the process of plastic 

deformation, the superposition of a static load with ultrasonic excitation reduces the flow 
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stress in the component, a phenomenon that was studied in [132–134]. The second-

harmonic frequency was also found to exhibit clear strengths in detecting dislocations in 

materials [135–137], which even made microdamage visible [138–141]. 

  Overall, Lamb waves have been found to yield favourable results when used to 

detect dislocations in materials. It has also been proven that the nonlinearity parameters 

of metal plates increase with Lamb waves and that the parameter values propagate linearly 

with the distance of propagation [142, 143]. Pruell et al. used Lamb waves to classify 

plasticity [144] and showed that these waves yield favourable outcomes in the detection 

of thermal ageing [145]. During the process of detecting dislocations in materials, the 

harmonics of different wave types demonstrated a positive behaviour. Therefore, SAWs 

were used to detect not only the level of plasticity in aluminium samples [135], but also 

dislocations due to LCF [146, 147]. In another study, Dutta et al. investigated the 

acoustoplastic effect through additional stresses in a component or through heating when 

ultrasonic waves are used for excitation [148].  

  The first attempt to physically describe the dislocation behaviour of a lattice 

structure was made by Frank and Reed in 1950, who developed dislocation multiplication 

to describe sliding within an isotropic material [149]. Hikata et al. expanded the physical 

dislocation model with constant line tension and combined it with the wave equation to 

draw conclusions on dislocation with a transmitted ultrasonic signal. The following 

equation shows the derived dislocation nonlinearity parameter (𝛽𝑑) as a function of the 

dislocation parameters and the applied load (𝜎) in the one-dimensional case [77, 150]: 

𝛽𝑑 ∝
𝐴2
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𝜇
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2 ,  (6) 

where 𝛺 is the conversion factor from shear to longitudinal strain, 𝛬 is the dislocation 

density, L is the length of the dislocation segment, 𝑅 is the Schmid factor, 𝜇 is the shear 

modulus, 𝑏  is the Burgers vector, 𝑘  is the wavenumber, 𝑥  is the wave propagation 

distance and 𝐸1 and 𝐸2 are the elastic moduli.  

  Overall, measuring the amplitudes of the fundamental frequency (𝐴1) and second-

harmonic frequency (𝐴2) helped experimentally prove the corresponding second-order 

nonlinearity parameter for the identification of dislocations [77, 150]. In their study, 

Cantrell [76] and Apple et al. [151] extended the dislocation model to consider the effects 

of lattice resistance on the dislocations [76, 151]. Moreover, an analytically alternative 
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derivation concept was provided in [152], which energetically considers line stress. In 

addition, in the case of propagating ultrasound, the behaviour of microstructure defects 

was examined for acoustic nonlinearities in [153]. In another study, Zhang et al. 

investigated dislocation lines with various orientations, since the changing acoustic 

nonlinearities depend on the dislocation line [154, 155]. This was further experimentally 

proven on stainless-steel samples and martensitic stainless steel [156]. It is also worth 

noting that if a load acts in different directions, this leads to mixed dislocations due to the 

local stresses. This in turn leads to a back stress in the tension field [137, 152]. So far, 

physical dislocation models have been derived with constant line tension. Therefore, the 

variation of this value has been demonstrated in [157, 158], in which Poisson’s ratio was 

introduced for the first time. 

2.2.4 Creep 

Creep damage begins when a mechanical load and a temperature load are present at the 

same time. During this process, an elastic strain first occurs, followed by a primary strain 

stage. Then, the strain rate increases to a constant creep rate. The secondary stage of creep 

is characterised by a slow but constant plastic flow of material. In the tertiary stage, more 

pores are formed and the level of strain increases further until the component fails [159] 

(Figure 9).  

 

Figure 9. Creep stages. 

  From a safety viewpoint, predicting the service life of highly stressed components 

is important not only for gas turbines in general, but also for defining the exact component 

maintenance required. This is why various physical models have been developed to 

estimate the service life under creep load [160–164]. For example, the crack growth 

kinetics of creep damage were examined in [165], and different research efforts were 
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made with numerical methods, allowing precise statements regarding creep behaviour. 

The Larson–Miller parameter was also used to numerically determine the service life of 

turbine blades under creep load [166] and to determine the influence of explicitly high 

temperatures on hot-gas-leading components [162]. Since the blade root is also exposed 

to extreme loads, as with the blade airfoil [167], finite element simulations were used to 

simulate the creep behaviour in the fir-tree area of the turbine disc [168].  

  In general, nonlinear ultrasonic measurement technology showed promising 

results for the detection of creep damage. For example, Baby et al. used second-harmonic 

nonlinearity parameters for creep characterisation, as this parameter increases up to a 

creep fraction life of ~0.6 and then decreases until it breaks [169]. In another study, 

Balasubramaniam et al. described a new nonlinear ultrasound technique for characterising 

creep damage [170]. They assessed the nonlinear response of samples at much lower 

amplitudes than in earlier studies on nonlinear material behaviour. The second-harmonic 

nonlinearity parameter was also used to detect creep damage on welded steel pipes [171], 

in which the weld seam does not have higher creep rates than the surrounding material 

and no increase in the nonlinearity parameters is ascertained. In a further study, the 

nonlinearity parameter was used to determine creep [172], and this was described as the 

most sensitive nonlinearity parameter for this application [173]. 

  Creep damage was also detected using Lamb waves. Given the dispersive 

behaviour of this wave type, Xiang et al. proposed phase synchronisation [174] to make 

the fundamental frequency and harmonic frequency move with the same phase velocity. 

The results showed that, with this method, the nonlinearity parameter increased as the 

creep damage started with the dislocations. Then, more voids were generated and the 

nonlinearity values decreased as a result of the higher creep load [78, 174]. Combining 

the excitation of nonlinear Lamb waves with the dislocation model showed that the 

precipitation–dislocation interaction strongly influences the nonlinearity parameter of the 

second order [78, 175]. 

  Because of the aggressive atmosphere in the flow channels of gas turbines, 

together with the creep damage, oxidation usually occurs on the components, which may 

also lead to component failure [176–178].  
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2.3 Ultrasonically Stimulated Thermography 

Overall, nonlinear ultrasound technology has been found to successfully detect defects in 

materials, especially cracks. However, if the cracks are closed, then the ultrasonic waves 

may pass unhindered and, hence, no harmonic frequencies are generated. To solve this 

issue, besides the CAN technique, an ultrasonically stimulated thermography method was 

used. With this technique, the components were set to vibrate so that the cracked surfaces 

rub against each other. Then, the resulting frictional heat was detected using a thermal 

imaging camera. An overview of the currently used thermographic techniques for 

NDT&E is provided in [179]. Delamination is a common problem in composites. In 

laminated composites, the adhesion between the layers often fails first. With 

vibrothermographic techniques, these internal defects can be made visible [180, 181].  

  Overall, the statistical methods used to detect cracks in turbine blades have 

recently gained attention [182], and other postprocessing techniques for thermographic 

images have also been found to improve crack detection [183–186]. Filter techniques 

were also used, in which the first image without excitation is used to subtract the 

following images to visualise the damage more clearly. 

  Vibrothermographic techniques have been found to be useful in the detection of 

closed cracks. In this context, the temperature effect of a closed crack was investigated in 

[187], in addition to the combined dynamic behaviour of open and closed cracks [188]. 

Moreover, the dissipated frictional energy (𝑃) was set to be proportional to the kinetic 

energy (𝑃 ∝ 𝑣2), where 𝑣 is the particle velocity of the crack under all vibration modes. 

Depending on the excitation frequencies and relevant natural frequencies at the crack 

area, different vibration modes are obtained (Figure 10). For example, if the crack is open 

to the outside, then the crack surfaces will rub against each other either by oscillating 

(Figure 10a) or in a plane in opposite directions (Figure 10b). If both crack surfaces 

vibrate, then clapping may occur (Figure 10c). 

 

Figure 10. Crack modes: (a) rubbing mode, swing; (b) rubbing mode, in plane; (c) clapping mode. 
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Analytical procedures consider the dissipated energy of cracks during excitation. For 

example, the so-called energy and heat index was used to classify cracks using 

thermosonic infrared [189–191]. In addition, the power loss at the cracks was determined 

by measuring vibration damping and crack elongation during the process of ultrasonic 

excitation. Cracks were detected using ultrasound excitation directly on a sample 

component [192]. The gas turbine parts that are in contact with hot gas are equipped with 

a TBC, which may result in two problems. First, cracks may form under the TBC without 

being detected, resulting in an increased risk while the gas turbine is operating. Therefore, 

Hyde et al. developed and experimentally proved a thermographic detection technique for 

this purpose [163]. The results showed that the heat increase moved to the crack tips when 

the cracks opened, and the cracks were detected as completely enclosed by the TBC. 

Second, parts of the four-layered TBC may come off, which might damage other 

components while passing through the flow channel. However, the service life of faulty 

components is reduced because of the higher temperature load on the defective areas. 

Holland demonstrated the delamination of a TBC with vibrothermal methods [193]. 

Because of the heat generated at the crack locations, a frequency dependency was 

demonstrated. In another study, Zang et al. developed a vibrothermographic technique 

that involves the emission of multiple frequencies to detect cracks on turbine blades [194, 

195]. The vibration amplitude was also used as a parameter, combined with alternative 

attachment of the sample and vibration generator [196]. The best results were achieved 

with the transmission of different frequencies.  

  In ultrasonically stimulated thermography, thermal imaging cameras are used on 

the receiver side. To stimulate the components, various possibilities are provided with 

corresponding advantages and disadvantages, which are presented below. One of the most 

popular excitation techniques is the use of sonotrodes, which are also known as ultrasonic 

horns [169–185]. These horns consist of stacked PZTs, which come into direct contact 

with the test components when they are excited. Typically, frequencies of 20–40 kHz are 

transmitted to the components with high energy, creating a quasi-chaotic frequency 

spectrum [14, 192, 197–203]. This occurs because only single impulses and not periodic 

signals are transmitted to the components. One disadvantage of this technique, however, 

is that the high energy input can damage the contact surfaces between the sonotrode and 

the sample [14–17]. In another study, piezoelectric sensors were also used with 

component contact for excitation if the signal was amplified accordingly [204–206]. To 
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avoid the disadvantages of sonotrodes, contactless component excitation was studied. 

Turbine blades were excited with air-coupled transducers (ACTs), and cracks were 

detected using a thermal imaging camera [18]. Generally, ACTs focus the energy input 

in the test component at one point. If the sensor position deviates only slightly from the 

focus on the specimen, then insufficient energy will be conducted into the component and 

the cracked surfaces will not be excited either [18]. High-frequency loudspeakers were 

also used without contact to excite components [207, 208]. 

  A very new area of research is the investigation of local defect resonance (LDR). 

In this area, cracks change the local stiffness, hence changing the resonance behaviour, 

which is used as a crack indicator [209–218]. 
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3 FAILURE MODES AND 

DETECTION TECHNIQUES IN 

GAS TURBINES 

The aim of this study is to develop sensitive and accurate methods for identifying and 

classifying failures in gas turbine components. To obtain a holistic overview of the failure 

modes and the currently used and researched detection techniques, a review paper is 

presented in this chapter, which pursues the following objectives: 

 Description of the possible failure modes in gas turbines 

 Identification and evaluation of failure detection techniques  

This chapter is an extension of the topics presented in Chapter 1.1. Overall, the 

importance of detecting failures in gas turbine components at an early stage is highlighted, 

as failures can destroy the entire machine. Even in this extreme case, it is important to 

ensure that no gas turbine fragments leave the outer casing of the gas turbine, to avoid 

endangering human life. In addition to this safety aspect, an economic aspect has also 

been discussed, highlighting how to use such expensive and sensitive components for as 

long as possible through appropriate component monitoring. 

  This study also described which failure modes occur in gas turbines, whereby a 

distinction was made between the different operating modes of gas turbines. If a gas 

turbine is operated continuously to generate electricity, then the loads on the turbine 
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components are different than if the gas turbine was used as a driving machine, in which 

the speed varies continuously. 

  Furthermore, possible techniques for detecting the described failure modes were 

discussed. Techniques for gap measurement between the rotating blade and the casing, 

ultrasound techniques and temperature monitoring techniques of components were 

presented. Traditional measurement techniques, such as vibration measurements and 

performance monitoring of gas turbines, were also considered. Finally, these techniques 

are assessed according to the following criteria: 

 Applicability to NDT or SHM 

 Temperature limit 

 Bandwidth, accuracy and sensitivity 

 Costs 
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Abstract 

The need for non-destructive testing/structural health monitoring (SHM) is becoming 

increasingly important for gas turbine manufacturers. Incipient cracks have to be detected 

before catastrophic events occur. With respect to condition-based maintenance, the 

complex and expensive parts should be used as long as their performance or integrity is 

not compromised. In this study, the main failure modes of turbines are reported. In 

particular, we focus on the turbine blades, turbine vanes and the transition ducts of the 

combustion chambers. The existing monitoring techniques for these components, with 

their own particular advantages and disadvantages, are summarised in this review. In 

addition to the vibrational approach, tip timing technology is the most used technique for 

blade monitoring. Several sensor types are appropriate for the extreme conditions in a gas 

turbine, but besides tip timing, other technologies are also very promising for future 

NDT/SHM applications. For static parts, like turbine vanes and the transition ducts of the 

combustion chambers, different monitoring possibilities are identified and discussed. 
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1. Introduction 

The components of a gas turbine, in direct contact with hot gas, are subject to high loads. 

These include turbine blades that have to withstand extreme conditions. Monitoring the 

health of these components is important for two reasons. First, it is important to detect 

incipient cracks before catastrophic events occur, and second, it is the basis for condition-

based maintenance.  

Structural health monitoring (SHM) is a further development of non-destructive 

testing and evaluation (NDT&E). Years ago, it seemed to be sufficient to test components 

before use or again in a disassembled machine. The vision is moving in the direction of 

realizing component damage detection in real time. Once the damage occurs, a warning 

is issued and information about the remaining life of the affected component is displayed. 

This leads to increased operating safety of the machine and at the same time reduces 

maintenance costs and time. Therefore, an optimal utilisation of these parts from the 

customer point of view is highly desirable. 

An exemplary SHM system consists of many components. Transducers are 

needed for actuation and sensing. A signal generator supplies the actuator with diagnostic 

input while the sensor carries the measured data to the data acquisition system. A 

NDT/SHM system requires appropriate transducers, its signal processing system to 

reduce noise, consider environmental conditions and write down the damage signature. 

In order to implement this practically, knowledge of typical damage experienced by the 

structures are required. This can be a physical model of the structure, a statistical model 

or machine learning schemes [1]. Proulx published a book on SHM of rotating machines 

focused on vibration methods [2]. In [3–5] new sensor technologies and trends in SHM 

are reported. 

This review summarises the different failure modes, which are relevant for 

NDT/SHM in industrial gas turbines and currently used monitoring technologies. In 

particular, critical defects are discussed and how to determine the remaining useful life 

of the turbine components. For the component load it makes a big difference whether the 

machine is started up once and stays in this state for a long time or whether permanent 

load changes take place. Depending on these operating modes, the life limiting factors for 

the highly loaded turbine components are shown. 

Furthermore it is indicated, which consequences small cracks on turbine blades 

can have. The subsequent turbine stages up to the entire machine can be severely 
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damaged. A challenge is certainly the massive, forged turbine discs where the blades are 

mounted. For example, at overspeed, it must be ensured that the centrifugal force always 

bursts the blades first before the discs do. Only in this way can it be ensured that no rotor 

components break through the outer casing of the gas turbine. 

We also review the different monitoring techniques for gas turbine blades, vanes 

and combustion chamber transition ducts (Figure 1). For the static parts (vanes and 

transition ducts), the same monitoring techniques could be used.  

 

Figure 1. Gas turbine–Combustion chamber transition duct, turbine vanes and blades. 

  Strain gauges were used to obtain information about the components during 

machine operation. However, these have some significant disadvantages. With the tip 

timing method, sensors are placed opposite the rotating blades in the casing. These can 

usually determine both the important gap between blade and casing and the dynamic 

behaviour of the blades in-situ. To implement this technically, there are a number of 

sensor technologies, which are presented in more detail. This principle is already well 

established in turbomachinery, but there are some promising alternatives that are based 

on very different concepts. These monitoring techniques can set the course for a shift 

away from scheduled-based maintenance. 

The physics of the different techniques are described in this review. Also the 

accuracy, the sensitivity and the bandwidth of the sensors are explained. Due to the 

limited installation space in the turbine area, the sizes of the sensors are also important 

and are evaluated. A particular challenge is the high ambient temperature, in which the 

sensors must work. The limits are shown below. Qualitatively the sensor costs are also 

evaluated. The hot gas components, in particular, have complex designs and are 

expensive. The great competition and price pressure in this business segment makes it 
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necessary to offer cost-optimized series machines and signal processing units. Relevant 

research examples with the general areas of application are shown. 

2. Failure modes 

Continuous duty machines are typically applied in power generation. Therefore, an 

electric generator will be driven at a relatively constant speed. 

Cyclic duty means mechanical drive applications where a gas turbine drives 

another turbomachine (e.g., a compressor). The speed of the gas turbine is adjusted to 

requirements of the driven unit. Due to this different operating behaviour, different failure 

modes can occur. The typical failure modes for hot gas parts in a gas turbine in continuous 

duty and cyclic duty machines are listed in Table 1 [6–8].  

Table 1.  Typical failure modes for hot gas components inside a gas turbine. 

Continuous Duty Cyclic Duty 

Rupture TMF 

Creep deflection Low- and High-cycle fatigue 

Low- and High-cycle fatigue Rubbing/wear 

Oxidation Foreign object damage 

Erosion Combined failure mechanism (creep/fatigue,  

Corrosion corrosion/fatigue, oxidation/erosion and so on) 

Rubbing/wear  

Foreign object damage  

Combined failure mechanism (creep/fatigue, 

corrosion/fatigue, oxidation/erosion and so on) 
 

For peaking machines, thermal mechanical fatigue (TMF) is the main life limiting 

failure mode. For continuous duty machines, creep, oxidation and corrosion are the main 

life limiters [7]. 

Low-cycle and high-cycle fatigue are primary influenced by design issues, while 

foreign object damage and corrosion are load and environment dependent [9]. 

  One typical failure mode for the transition ducts of combustion chambers is wear 

at the mating surfaces. High temperature gradients, especially at transient operating 

conditions, allow the parts to rub against each other. Another failure mode is the 

degradation of the thermal barrier coating (TBC) in the combustion chambers [7]. A 

missing or degraded coating will lead to overheating of the combustion chamber 

components. In Figure 2 the typical construction of a single-shaft gas turbine is shown. 

The air is led via the inlet housing in the compressor section and compressed. In the 

combustion chambers, the air is heated to 1200 °C. In the turbine section, the hot gas 

expands and leads to highly loaded hot gas components. Part of the energy is needed to 
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drive the compressor; the other part is fed into the electric generator for power generation.

 

Figure 2. Typical gas turbine construction. 

  The overheated turbine vanes are shown in Figure 3 and Figure 4. In Figure 5, an 

incipient tear in a turbine blade is illustrated, while in Figure 6, cracked turbine blades 

are displayed. 

  

Figure 3. Overheated turbine vane. Figure 4. Overheated turbine vane inside machine. 

  

Figure 5. Tear in turbine blade. Figure 6. Cracked turbine blades. 
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  Examples of failures in turbine blades in military jet engines with the failures 

analysis are reported in [10–12]. 

3. Hot gas component monitoring 

Historically, a common principle to detect vibration and frequencies in rotating blades is 

with the use of strain gauges. The application of strain gauges is very complex and not 

every blade can be equipped with these sensors. Furthermore, they are not suitable for 

long-term operation. Nowadays, several technical alternatives exist with different 

advantages and disadvantages. 

In [13] a historical summary of the use of strain gauges is reported. Kestner et al. 

studied the correlations between different installed sensor types on blade vibrations. The 

authors used acoustic pressure, bearing vibration, tip timing and gas path measurement 

from an operating machine [14].  

Guo et al. developed a new method to identify engine order, amplitude, natural 

frequency and damping coefficients of the blades using three casing mounted sensors 

[15].  

3.1. Tip timing method 

The tip timing method allows for the possibility of measuring, in-situ, the dynamic 

behaviour of a turbine blade. The radial clearance between the sensor and blade tip can 

be measured and also the lateral movement of the blade tip. Additional information like 

time of arrival can be evaluated (Equation (1)), which gives information about blade 

vibrations: 

where 𝑑𝑖  is the deflection of blade i, r is the turbine radius, T is the period for one 

revolution and ∆𝑡𝑖 is the difference between theoretical and practical time of arrival for 

blade i. In Figure 7 the design of a typical tip timing system is outlined.  

𝑑𝑖 =
2𝜋𝑟

𝑇
∙ Δ𝑡𝑖,  (1) 
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Figure 7. Design of a tip timing system. 

  One general problem is that the circumference clearances could differ because of 

the ovalisation of the casing [16].  

A significant challenge is the small changes in position of the blades during an 

engine starting and stopping. This is because a small clearance exists between the fir-tree 

of the turbine blade and the turbine disc. Therefore, the mechanical repeatability is not 

high [16]. The blade tips of gas turbine blades, often have a complex geometry, which 

could be problematic for failure detection with some tip timing sensors [17, 18]. Figure 8 

shows the tip geometry of a typical turbine blade. 

 

Figure 8. Turbine blade. 

  With the tip timing monitoring technologies, the following failure modes could be 

detected: 

 Crack detection 

 Creep deflection 

 Rubbing/wear 

  Witos et al. showed a theoretical approach for health monitoring of compressor 

blades. With the tip timing method they tried to answer why a blade cracked and with the 

metal magnetic memory method the localisation of the crack position was determined 
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[19, 20]. Rokicki et al. analysed bearing failures of a jet engine with tip timing. 

Experiments with damaged and working bearings were compared [21]. Tamura et al. 

focused on non-contact vibration measurement in gas turbines and different sensor 

technologies were used [22]. Dimitriadis et al. developed a mathematical model to 

simulate blade tip timing tests [23]. Gallego-Garrido et al. compared different analysis 

methods for tip timing data [24, 25]. The uncertainties of blade tip timing were studied 

by Russhard [26] and Satish et al. [27]. 

3.1.1. Microwave probes 

Microwaves can be used to measure tip clearance. Microwaves are electromagnetic waves 

that propagate in the GHz range. A typical microwave tip clearance probe includes the 

transmittance and a receiving antenna. The microwave sensor sends a continuous 

microwave signal to the target and measures the reflected signal. This signal is then 

compared with an existing reference signal and the phase difference with the distance to 

the blade. The phase differences of the reflected signal are directly proportional to the 

distance between the sensor and the target [28]. The whole system is shown in Figure 9.  

  A typical transmitted signal is: 

𝑋0 = 𝐴𝑠cos (𝜔𝑠𝑡 + 𝜑0).  (2) 

  The received signal is: 

𝑌 = 𝐴(𝑡) cos(𝜔𝑠𝑡 + 𝜑0 +𝜑𝑙 + 𝜑(𝑡)) + 𝐴𝑟cos (𝜔𝑠𝑡 + 𝜑𝑙), (3) 

where 𝜑𝑙 is the summed phase in the transmission path and 𝜑(𝑡) is the phase difference 

caused by the change in the tip clearance. The term 𝐴𝑟cos (𝜔𝑠𝑡 + 𝜑𝑙) is the reflected 

signal from the sensor itself. This should be removed later in the signal processing [29]. 

Temperature factors of phase 𝜑𝑙  can be obtained by setting the frequency outside the 

sensor bandwidth. Thus the tip clearance can be determined from 𝜑(𝑡) after the 

calibration. 
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Figure 9. Microwave tip timing system. 

  The blade damage will be detected by measuring dimensional changes reflected 

in the blade tip clearance [16]. These sensors have a large bandwidth and are able to 

operate at high temperatures [29, 30]. Practically, it was shown that a temperature of 

900 °C is feasible [31, 32]. Furthermore, the temperature influence was tested, and high 

temperature measurements are possible [30]. One challenge is the change of phase with 

temperature, which can be correlated [16]. A validation with optic tip timing systems 

showed that microwave tip timing systems achieve good accuracy [16, 29]. Some failure 

can develop over a long period of time [29], so accurate sensors are essential. 

Repeatability errors are caused by [16]: 

 Drifts in electronic component 

 Sensor material (change due to temperature effect) 

 Contamination of the probe 

Compared to eddy current (EC) probes, microwave sensors have a superior resolution and 

measurement range [30]. Typically the sensors have an outer diameter between 8.5 and 

10 mm [17, 31]. Many types of damage show just a small change in tip clearance, for 

example, blade root cracking is around 0.025–0.1 mm (small crack). A sensor for this 

application needs a sensitivity of at least 0.05 mm, and test conducted showed sensor 

sensitivities of 0.025 mm [16]. Violetti et al. showed that these sensors are suitable for 

long-term use [30]. 

Microwave sensors are a technology that requires further investigation. In 

particular, the calibration techniques are not fully developed [33]. The distortion of 
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asymmetric turbine casing can be caught with more probes. Typical 4–8 sensors are used 

[16].  

The first application in a gas turbine was reported by Wagner et al. in 1998. For 

pilot tests a 65 MW gas turbine were used [34]. Zhang et al. proved experimentally the 

general feasibility of blade tip timing with microwave sensors [29]. Woike et al. 

especially focused on the turbine blades. 5.8 GHz and 24 GHz sensors were used, to 

measure successfully the blade tip clearance [33]. Hafner et al. investigated the possibility 

for online tip clearance measurement with microwave sensors and the immediate 

visualisation of the results [35]. In field machines no applications of microwave sensors 

were found. For SHM, this monitoring technology is very promising.  

3.1.2. Optical sensors 

A laser Doppler vibrometer (LDV) is a measuring device to determine the vibration 

frequency and vibration amplitude where, the laser is focused on the surface to be 

measured. Due to the doppler effect, the frequency of the backscattered laser light shifts 

as the surface to be measured moves. 

If the wavelength of the light is superimposed on that of the vibrating object, the 

following result is obtained for a 180° scattering angle: 

∆𝑓𝐷 = 𝑓𝐿 − 𝑓𝑂,  (4) 

∆𝑓𝐷 =
2𝑉

𝜆
,  (5) 

where ΔfD is the resulting frequency, fL is the frequency of the light, f0 is the frequency 

and V is the velocity of the vibrating object. 

In Figure 10, the basic structure of an LDV system is outlined. The reference beam 

does not leave the LDV. It is directed via a bragg cell onto the photodetector, where it 

interferes with the reflected measuring beam. The bragg cell is an acousto-optic 

modulator and shifts the frequency of the reference beam. The result is a frequency-

modulated voltage, which is directly proportional to the speed of the measured object. 

Using fast Fourier transform (FFT), the measurement results can be further analysed. 
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Figure 10. Principle sketch of a laser doppler vibrometer system. 

  Laser Doppler vibrometers (LDVs) are non-contact vibration measurement 

instruments. They can also be used for tip timing. 

A scanning LDV (SLDV) allows for scanning of whole surfaces. This technology 

has high sensitivity, even when the sensor is not placed directly on the blade [36]. Optical 

sensors have good time accuracy and are small sized with a large bandwidth [29, 37]. 

They have an excellent lateral and spatial resolution, a fast response and are often used 

because of their reliability and repeatability [38]. SLDVs are a good solution to detecting 

the dynamic shapes of a structure [39].  

Recent studies have shown that optical fibre probes are suitable for development 

testing [40]. However, outside the laboratory, debris and low tolerances make their 

application difficult [17, 38, 41]. The reported shading problems are disadvantageous 

[42], as are the optical waveguides with limited operating temperatures and the required 

inspection window to the blade tip that may be polluted within a short period of time. 

Therefore, optical sensors are not optimal for long-term instrumentation [37]. To 

counteract these disadvantages, the use of purge air for cooling was proposed. However, 

this means additional systems with additional weight. Optical techniques are dominant in 

the available literature [41]. To monitor the dynamic behaviour of blades in development 

machines, this is an important technical solution, but for long-term use, it is considered 

challenging for SHM applications. 

Reinhardt et al. made experiments to determine vibration frequencies and 

amplitudes of turbine blades with a laser vibrometer [43]. Lezhin et al. compared different 

vibration measurement systems with numerical calculations [44]. The investigation of 
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bladed disks with optical laser probes were publicised by several authors [45–49]. In-situ 

tip clearance measurements with laser doppler method were presented by Büttner et al. 

[50, 51]. Gil-García et al. [52] and Zielinski et al. [53] focused their work on time of 

arrival measurements on compressor and turbine blades, to determine blade vibration. 

Overton developed an LDV system to measure tip clearance more accurately, compared 

to the capacitive method [54]. Sharma et al. [55] and García et al. [56] used laser 

vibrometry for SHM aspects. To measure the whole rotor deformation during rotation, 

Günther et al. made experiments with optical sensors [57]. Oberholster et al. explored a 

new approach to detect blade damage with Eulerian LDV [58]. Pfister et al. investigated 

the application to measure simultaneously position and velocity on moving rough 

surfaces with only one sensor [59].  

3.1.3. Inductive sensors 

Inductive sensors consist of multiple mini-sized planar spiral coils. The sensor measures 

the tip clearance by measuring the inductance change of planar spiral coils by the passage 

of the rotor blades. The smaller the tip clearance, the higher the inductance drops, due to 

the larger EC induced in the blade tip [17]. As the turbine blades passes the magnetic field 

of the sensor, an eddy current flows because of the electromagnetic induction. This 

increases the induction current flow, whereby the load of the oscillation circuit increases 

and the vibration is damped or stopped. The sensor measures this change (Figure 11). 

According to Faraday’s law, Equation (6) is given: 

𝑈𝐼 = ∮ (�⃗� × �⃗⃗�)𝑑𝑙𝑐
,  (6) 

where 𝑈𝐼 is the magnitude of the induced voltage, B the course of the magnetic induction, 

l the function of coil length and ν the resulting speed. 

 

Figure 11. Principle inductive sensor. 
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  These sensors typically operate at temperatures below 60 °C. Higher temperatures 

decrease the magnetisation of the permanent magnet and increase the impedance of the 

winding. They are characterised by long life, high reliability and resistance to 

contamination [40]. Another advantage is their simple construction. Clearances are tested 

from 0 to 5 mm with a resolution of 10 μm at a rotation speed of up to 80,000 rpm. 

Inductive sensors are of simple design, low in cost and easy to install. They have high 

resolution, high sensitivity and the capability of monitoring a large number of tip 

clearances simultaneously. These sensors do not need a penetrating hole through the 

casing. Therefore, the device is more sensitive to the relative vibration between the casing 

and the sensor. However, this only works if the casing does not contain ferrous material, 

because the magnetic field, and thus the output signal amplitude is reduced significantly. 

The sensors cannot detect variation in tip clearances of less than 50 µm. The main 

disadvantages are the calibration effort and the limited lateral resolution. These sensors 

can only detect one tip clearance at a specific location at the blade tip. Therefore, for 

advanced health monitoring techniques, multiple sensors are needed. The low 

temperature resistance of the sensors does not allow to be used in the turbine part of a gas 

turbine. However, for the first compressor stages of a gas turbine, their use is still 

conceivable. 

Przysowa et al. developed a new inductive sensor for blade health monitoring 

systems for military turbofans. Also the resistance to high temperature and contamination 

were verified [40, 60]. Du et al. developed multiplexed inductive sensors for detection of 

blade tip clearances [17]. 

3.1.4. Eddy current sensors 

EC sensors emit a high frequency electromagnetic field. The passing blade in this field 

induces ECs in the blade tip, acting against the existing high frequency field. The 

following change in coil impedance can be measured [61]. The general expression is 

shown in Equation (7): 

𝑉(𝑡) = 𝑛 ∙
𝑑Φ

𝑑𝑡
,  (7) 

where V is the sensor voltage, 𝛷 the magnetic flux passing through the coil and n is the 

number of turns on the coil. 
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Figure 12. Principle of an EC sensor. 

  This principle is shown in Figure 12. The determination of the change of this phase 

position is the main difference compared to the inductive sensors.  

Parts of the sensor start to melt at 93 °C [62]. It was reported that some companies 

have developed EC sensors that are able to operate at high temperatures up to 1000 °C if 

an air-cooling system is used [63]. EC sensors have good accuracy [29] and are typically 

embedded in the casing and the arrival time of the blades will be measured. From this 

basis, blade deformation can be calculated. They do not work well with non-conductive 

materials (composites). Furthermore, it is difficult to measure high vibration frequencies 

without a priori knowledge [64]. 

Cardwell et al. developed a new EC sensor for blade tip timing of engine fans 

[65]. Lui et al. proposed a new method to improve the measuring accuracy of EC sensors 

by considering torsional vibration [66]. Ghana et al. showed new tip timing algorithm for 

EC sensors which was verified in laboratory and real engines [67]. Tsutomu et al. 

published their work on the usage of EC sensors for displacement measurements 

successfully [68]. Przysowa et al. studied health monitoring techniques with EC sensors 

for military aircrafts [69]. 

3.1.5. Magnetoresistive sensors 

Magnetoresistivity is the effect that describes the change in the electrical resistance of a 

material by applying an external magnetic field. These include, in particular, the 

anisotropic magnetoresistive effect (AMR effect), the giant magnetoresistance effect 

(GMR effect), the colossal magnetoresistance effect (CMR effect), the tunnel 

magnetoresistance effect (TMR effect) and the planar Hall effect. The use depends on 

whether the component to be examined is magnetic. 
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To describe the strength of the respective magnetoresistive effect, the quotient of 

resistance change and resistance without external field is used: 

∆𝑅

𝑅[%]
=
𝑅(𝐻)−𝑅(0)

𝑅(0)
∙ 100,  (8) 

where 𝑅(𝐻) is the resistance in dependence of the magnetic field, 𝑅(0) is the resistance 

without external magnetic field, 
∆𝑅

𝑅
 is the characteristic of the magnetoresistive effect. 

When the blade passes the sensor, the magnetic field will be distorted. This variation can 

be measured (Figure 13). 

 

Figure 13. Function of a magnetoresistive sensor. 

  The main advantage of this technology is the relatively small sensor size. 

Typically, the sensor has a maximum outer diameter of 8 mm. In addition, the simple 

design lowers the sensor costs [38, 42]. They have good tolerances to debris, which is an 

important for the accuracy and long-term operation. The fast rise time (~20 ns) is also 

advantageous and their high signal repeatability and time accuracy is comparable to the 

optical systems and the clearance measurements are in line with capacitive sensors [42]. 

A new development shows that these sensors have the potential to survive up to 

700–800 °C. However, the robustness, durability and accuracy has to be tested [63]. 

Procházka et al. made fundamental research on this sensor technology in 

turbomachinery. An online system was developed to monitor the vibrational amplitudes 

and frequencies of all blades. Possible blade damage could be notified and also blade 

elongation and blade twisting was shown [70, 71]. Brouckaert et al. developed a new 

magnetoresistive sensor for non-contact blade vibration measurements [72]. Tomassini et 

al. presented a new sensor design as well [73, 74]. The new sensor was successful verified 

in test benches and in a jet-engine. 
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3.1.6. Capacitance sensors 

The electrical capacitance, between two electrically conductive materials insulated from 

one another, is equal to the ratio of the charge quantity Q and the electrical voltage U 

(𝐶 =
𝑄

𝑈
). The change in electrical capacitance can be used inter alia to determine 

distances. In our case capacitance sensors measure the capacitance change between the 

probe and the blade tip. When the capacitor plate generates an electrostatic field and a 

turbine blade is present, the capacitance changes so that the oscillator begins to oscillate 

(Figure 14). Equation (9) shows the relationship of capacitance, sensor geometry and 

rotor to stator gap: 

𝐶𝑥 =
𝜀𝑟𝜀0𝑆

𝑑
,  (9) 

where 𝐶𝑥 is the capacitance from sensor to blade, 휀𝑟 and 휀0 are the permittivity of the 

medium and the vacuum, S is the area between two sensor plates and d is the distance 

from blade to sensor. 

 

Figure 14. Principle capacitance sensor. 

  The use of plastics limits the operating temperature of some sensors to 200 °C 

[75]. Capacitive sensors are predominant due to the improved temperature robustness [37] 

compared to the other sensor technologies. However, in a gas turbine, the thermal load of 

the sensors is much higher, therefore, cooling is required. The sensor diameter is 

relatively small [78] allowing for easier implementation in the engine. 

The main disadvantages are the calibration effort and the limited lateral resolution. 

Some sensors have limitations in bandwidth [29]. The electronic circuits of these systems 

have to be placed only a few centimetres away from the probe head. The distance from 

the probe head to the first amplifier has to be at a maximum of 1 m. The output of the 
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probe is nonlinear. For a high precision, the blade tip geometry must be considered. 

Therefore a ‘calibration wheel’ can be used. With increasing distance between the probe 

head and blade tip, the signal-to-noise ratio (SNR) decreases. Also, a minimal clearance 

exists. These sensor types have low costs and are of a simple design [76]. However, the 

measured capacitance often not only gives the correct clearance because the dielectric 

property of air could change, due to variations in pressure and humidity [17]. 

Capacitance probes have a greater potential than optical probes because it is 

difficult to measure tip clearance with them [41]. 

Sarma et al. [77] and later Drumm et al. [78] designed a dual-amplifier circuit 

configuration for tip clearance measurements. Mönch et al. [79] and Müller et al. [80] 

developed a tip clearance system for compressor and turbine blades. For the usage in 

micro gas turbines, Fabian et al. described the special requirement of a capacitive tip 

clearance measurements system in this application [81]. Lavagnoli et al. studied the 

implementation of a high frequency capacitive sensor on a large transonic turbine stage 

[82]. These works show that these sensors can be used in hot gas sections for industrial 

gas turbines for health monitoring of turbine blades. 

3.2. Vibrational monitoring 

Vibration sensors, like accelerometers, displacement sensors and velocity sensors, are the 

widest used techniques for blade fault diagnosis in field conditions.  

In industrial gas turbines eddy current proximity transducers are usually used on 

the bearings to measure the rotor vibrations. The same sensors are also used in the 

keyphasor to determine the phase angle and the axial position of the rotor [83]. The 

functional principle is identical to that described in Section 3.1.4. For measuring the 

casing vibration mostly accelerometers are used. A piezoceramic sensor plate converts 

dynamic pressure fluctuations into electrical signals. The pressure fluctuation is generated 

by a seismic mass attached to the piezoceramic and acts on the piezoceramic when the 

overall system is accelerated (Figure 15). 
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Figure 15. Principle accelerometer. 

  These signatures combined can be taken for health prognosis of the blades. For 

the frequency analysis, the most common technique is the frequency spectrum analysis 

technique. This means the conversion of the vibration signals from time domain into the 

frequency domain [84]. By analysing these frequencies, the location and failure types can 

be detected. These sensors work with a frequency of 10 kHz [85]. This method is effective 

in detecting severe blade faults (e.g., terminal rubbing), while minor faults  

(e.g., impending rubbing) are mostly not detectable. Therefore, vibrational analysis is not 

a reliable tool for SHM in field engines [86–88].  

Südmersen et al. showed a combination of pressure measurements, casing 

vibration measurements and shaft displacement [89]. Lebold et al. presented a work to 

demonstrate the feasibility of torsional vibration measurements for shaft crack detection. 

It was mentioned that the same technique may be used for crack detection in turbine 

blades [90]. In a case study, it was shown that when blade faults are the only failure in 

the gas turbine, they will often not readily be detected with conventional vibration 

measurements. The reason is that these failures do not generate enough excitation 

compared to the other vibration amplitudes in the machine [91]. Alternatively, it was 

demonstrated that blade related failures could be detected before catastrophic events 

occur [84]. Ghouti et al. used the shaft torsional vibration signals to extract blade vibration 

signatures [92]. 

Zielinski et al. descripted the configuration of different measurement systems with 

two different probe types [53]. Zhang et al. studied the start-up vibration signatures of an 

industrial gas turbine for condition monitoring [93]. Sinha et al. presented a study to 

reduce the number of vibrational probes by improving the signal processing [83]. Loutas 
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et al. tried the combination of vibration, acoustic emission and oil debris for condition 

monitoring [94]. Schlagwein et al. focused on mistuning effects on blades [95]. In [96–

100] it was shown, how condition based maintenance with machine-learning approaches 

were realised. To detect blade damage with vibrational analysis following papers were 

published [23, 92, 101–116]. Several books were written with focus on vibration of rotating 

machines [2, 117–120].  

Despite some disadvantages of this technology, this is a long-proven and cost-

effective monitoring technique in gas turbines. This also plays an important role in the 

performance monitoring (Section 3.11.). 

3.3. Ultrasound 

Ultrasound is a common non-destructive testing method for detection of crack or material 

changes [121–123]. Ultrasonic waves usually propagate in a band from 20 kHz to about 

1 GHz [124]. The ultrasonic harmonic waves presented can be described with the general 

wave equation: 

𝜓 = 𝐴𝑠𝑖𝑛(𝑘𝑥 − 𝜔𝑡 + 𝜙), (10) 

where 𝜙 is the initial phase angle, k the wavenumber with the wavelength 𝜆 = 2𝜋/𝑘, the 

period T = 1/f and the frequency 𝑓 = ω/2π. Typically an ultrasonic wave is sent and the 

reflected signal from the crack can be used for failure prediction. The most commonly 

used piezoelectric transducers for SHM in gas turbine applications are limited in 

operating temperature.  

The most relevant guided waves for gas turbine are Rayleigh waves and Lamb 

waves. Many authors are researching these waves for early crack detection and 

determination of crack sizes [1, 125–130].  

Rayleigh waves are the simplest forms. The longitudinal and shear motions are 

linked and propagate at a common velocity. The terms ‘surface acoustic waves (SAW)’ 

and ‘Rayleigh waves’ are usually used as equivalents.  

In addition to the possibilities presented below, surface waves with angled sensors 

are generated on the component. The disadvantage is that a coupling fluid is needed. 

Furthermore it should be noted, however, that higher-frequency waves penetrate less in 

the material than low-frequency waves. For Rayleigh waves, the penetration depth is 

about one wavelength [131]. These waves are very promising for NDT&E. Especially in 

high-temperature components, cracks will develop near the surface. Therefore Rayleigh 
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waves are a good tool for inspection [132]. They can be used to evaluate the elastic 

properties of samples and coatings. The phase velocity of the SAW depends on elastic 

tensor of the material. This means that SAW information can determine the mechanical 

properties of components. The phase velocity is sensitive to see small changes in material 

density, Young's modulus and Poisson’s ratio [133]. 

In a far-field characterization, the spatial resolution is half a wavelength (λ/2). 

Therefore, it is important to use very high frequencies to detect micro-cracks. The 

disadvantage is that at very high frequencies SNR problems occur. Far-field methods are 

unsuitable for the detection of micro-cracks. In contrast, in the near-field the spatial 

resolution is much better [134]. 

Lamb waves are elastic waves that propagate in solid plates whose particle motion 

lies in the plane that contains the direction of wave propagation and the plate normal (the 

direction perpendicular to the plate). Basically deflections occur both in the propagation 

direction (longitudinal) and vertically (transversal). Lamb waves are dispersive in nature. 

The speed of propagation c depends on the frequency (or wavelength), and elastic 

constants and density of the material. Therefore, Lamb waves are mixed pressure and 

shear waves [124]. To determine the relationship between wave velocity and frequency 

of a sample, dispersion curves can be used. Lamb waves for damage detection are 

important because they can propagate over long distances and they can show complex 

phenomena [123, 125].  

Lamb waves consist of the fundamental symmetric mode S0 and the fundamental 

antisymmetric mode A0. These modes occur for each excitation frequency. For Lamb 

waves of short wavelength, several modes of oscillation occur for one wavelength. These 

are used for symmetrical and antisymmetric Lamb waves (S0, S1, S2 and so on, 

respectively A0, A1, A2 and so on). These modes have different wavelengths and 

propagation speeds. They interact differently with small disturbances and mode 

conversion could occur in presence of damage or other changes [135]. 

Linear ultrasonic technology focuses on the measurement of the velocity of sound, 

attenuation, transmission coefficients and reflection coefficients for crack detection  

[1, 136–138]. 

Nonlinear ultrasound techniques provide the ability to detect creep and thermal 

aging. Generation of the second harmonic or higher-order harmonics can be used for 
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accurate flaw detection. The relationship between the amplitude of the second harmonic 

wave and the fundamental wave is a proven approach [1, 139–146]. 

Berwig et al. focused on examining the blade root of a turbine blade with Rayleigh 

waves for surface cracks. These blades are made of γ-titanium aluminide and are brittle. 

After manufacturing the blade root, this investigation serves the final quality control 

[147–149]. 

Lane developed an ultrasonic array system to inspect single-crystal turbine blades 

in-situ [150]. Ultrasonic phased arrays consist of several ultrasound transducers, where 

the excitation time and amplitude is controlled individually by computer. This gives the 

possibility, to focus the ultrasonic waves. This leads to a more accurate statement about 

the crack position and size. In addition, the SNR is improved [151, 152]. Chatillon et al. 

has dealt with complex geometries to detect errors with the phased array transducer [153]. 

The next subsections show special applications that are already used for the SHM 

of gas turbine components or that offer promising solutions for future research. 

3.3.1. Waveguides  

Harold et al. have filed a patent dealing with the condition monitoring of gas turbine 

components by means of acoustic waveguides (AWG) [154]. The general idea is to send 

an acoustic wave through waveguides to each vane. The sound waves pass through the 

vanes and are received by a second acoustic waveguide. A filter removes the lower 

frequencies below 30 kHz. As the coating on the blade deteriorates the size and/or 

velocity of the resulting acoustic wave changes. This is an indication that a blade must be 

serviced. The wave velocity for an intact coating is about 2500 m/s and for a completely 

deteriorated coating almost 5000 m/s. The principle of this idea is shown in Figure 16.  

The patent also describes the possibility of performing measurements without an 

acoustic input signal. As the rotating blades spin past the vanes, the blade produces a 

pulsating gas pressure, causing acoustic waves in the vane. This signal can be measured 

via an acoustical waveguide. 

The inventors gave a good description of how the acoustic waveguides can be 

designed and fastened with the sensors and vanes. The AWGs are connected to the vanes 

by either a point or a few inches long. When entering the AWG, the waves are converted 

into longitudinal waves. They must be a good transmitter for high-frequency acoustic 

signals (20 to 500 kHz) and be weldable. A variety of metals and composites are also 
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possible. For the investigations of this patent, a wire with a diameter of 1 mm of platinum 

and platinum/13% rhodium was chosen. They must survive in the environment of hot 

oxidative gases and high dynamic loads. Typically AWGs use small wires or rods with a 

diameter of 0.25 to 6.4 mm [155]. 

Willsch et al. have implemented this concept practically in an industrial gas 

turbine [156]. Atkinson et al. have studied how the acoustic waves from the transducer 

are directed into the AWG via a conical transformer [157]. This is an elegant solution to 

the temperature issue but it is not feasible for industrial applications. 

 

Figure 16. Schematic setup of an acoustic waveguide sensor. 

  Waveguides are also used for temperature measurement with ultrasound 

(ultrasound thermometry). The basic idea is to run ultrasonic waves through the 

waveguide. By increasing the temperature, the waveguide expands. This can be measured 

in the delayed ultrasonic signal and give conclusions about the temperature to be 

measured [158–162]. 

3.3.2. Thermosonic or ultrasonic stimulated thermography 

This is a NDT&E method to detect micro-cracks on the surface and sub-surface of test 

parts. The test object is vibrated ultrasonically with or without contact or air-coupled 

transducers. As a result, the contact surfaces of the crack rub against each other and 

generate heat. With an infrared camera, the crack can then be detected (Figure 17).  

Dyrwal et al. have demonstrated that with this technique micro-cracks can be 

detected on the outer shroud of a turbine blade. In this work different techniques were 

compared. The non-contact nonlinear air-coupled thermosonics (NACT) technique was 

the most promising [163]. Zhang investigated the physical process of the chaotic 

excitation of a turbine blade to improve the fault detection capability of thermosonic 

technology [164]. 
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Figure 17. Thermosonic measurements with air-coupled transducer on a turbine blade. 

  Further literature is available for the air-coupled transducers [165–167]. 

3.3.3. Laser ultrasonic  

In laser ultrasound, the ultrasonic wave is transmitted with light. The light of a laser hits 

a material surface where it is absorbed in a layer near the surface, resulting in heating, 

thermal expansion and finally emission of an ultrasonic wave (Figure 18). The generated 

ultrasonic waves propagate perpendicular to the sample surface and are independent of 

the angle of the laser [168]. 

 

Figure 18. Principle laser ultrasonic. 

  Compared to conventional piezoelectric transducers (PZT), ultrasound generation 

by laser irradiation offers several advantages. No sensor contact is required; they have 

high spatial resolution and can work on complex designed surfaces. The acoustic waves 

can be received with PZT or electromagnetic acoustic transducers (EMAT). Laser 

interferometers on the receiving side are also possible.  

The surface of the component to be examined is not damaged. One disadvantage 

is the poor SNR with laser ultrasound [169, 170]. Masserey et al. and An et al. worked on 

crack detection using laser ultrasound with focus on complex designed geometries [132, 
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171]. Pei et al. studied the inspection of inner cracks [172]. Dhital et al. investigated a 

similar topic, but used air-coupled transducers for damage detection [173]. 

Direct applications of this technology in the turbomachinery sector have not been 

identified, but this is a promising NDT&E approach. An SHM application is difficult here 

because laser ultrasonic has the same disadvantages as the optical technique shown above. 

3.3.4. High temperature transducers 

To solve the problem of extremely high temperatures in gas turbines, there are also 

promising approaches to use high-temperature ultrasonic sensors. On the one hand, it is 

important to solve the problem that the sensors themselves survive the high temperature, 

but on the other hand, there must also be a functioning acoustic coupling between the 

sensor and the test object. La2Ti2O7 (lanthanum titanate) or LiNbO3 (lithium niobate) 

enables operation at higher temperatures (Curie temperature higher than 1000 °C) [63]. 

Other promising materials are also possible. Many of these ideas are still in 

developmental status and commercially difficult to make available, but as an SHM 

approach, shows potential good performance [174–176]. 

3.3.5. EMAT 

Alternating current is conducted into the induction coil of the sensor. This generates 

electromagnetic oscillations, which in turn induce eddy currents on the surface of the test 

object. The eddy current interacts with the permanent magnetic field of the sensor and 

generates ultrasonic waves through the Lorentz force directly on the surface of the test 

object (Figure 19). 
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Figure 19. Working principle EMAT. 

  The main advantage is certainly that EMATs works contactless and the sensor is 

located a few millimetres from the test object. That means that no coupling is needed. In 

addition, a wide variety of ultrasonic wave types can be generated that would not be 

possible with PZTs. For example, transverse shear waves (SH) can be transmitted and 

received. They can also be used at significantly higher temperatures. The disadvantage is 

that metal particles can be attracted by the magnet. In addition, there is the danger of 

magnetization of the test object. These sensors are typically quite bulky and are not 

commonly used in aerospace applications [177]. 

Edwards et al. and Jian et al. researched Rayleigh waves generated by EMAT for 

crack detection [178–180]. Dixon et al. studied a hybrid method in order to bring the 

ultrasonic waves into the component by means of a laser and to detect them using EMAT 

[181]. 

3.4. Temperature measurements 

Pyrometry and infrared thermography are good methods to detect creep, low-cycle 

fatigue, corrosion, erosion and oxidation [87, 182]. Phosphor thermometry is able to 

identify failures such as cracks, erosion, corrosion and wear [183]. These techniques will be 

presented in detail in the next chapters. 
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3.4.1. Pyrometry 

With this technique, thermal radiation at the target point of the turbine blades can be 

measured. They are used for non-contact temperature measurement. The emitted thermal 

radiation of a body can be measured with the help of a pyrometer (Figure 20).  

 

Figure 20. Principle pyrometry. 

  The relationship between the surface temperature and the emitted radiant energy 

is defined by Planck's law (Equation (11)): 

𝐸𝑏(𝜆, 𝑇) =
𝑐1𝜆

−5

exp(
𝑐2
𝜆𝑇
)−1

,  (11) 

where 𝐸𝑏 is the monochromatic radiation, T the temperature, λ the wavelength, 𝑐1 and 𝑐2 

the radiation constants. 

Pyrometers have the capability to measure ~40 points per blade [184]. To make 

these sensors work, no upper temperature limit exists. However, a minimum temperature 

limit of ~500 °C is required. They have a fast response and no physical contact with the 

turbine blades. Pyrometry is also immune to electromagnetic interference. However, 

finding a position to install the probe where it can view the blade surfaces is problematic 

and the optic has to be protected from deposits. The instrumentation is vulnerable to 

extreme temperatures, vibrations and high pressures. The combustion gases are turbulent 

with variable densities and high velocities. The sensors in the flow channel have to 

operate at an oxidising atmosphere. Corrosion is also a failure mode. It could be difficult 

to gain enough radiation of the small target area of the blades. In addition, records for 

representative temperature measurements are needed. Difficulties are reported in 

specifying the emission accurately [182]. 
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The development of a blade temperature management system with pyrometers 

was reported by different authors [185–189]. Alaruri et al. [190] and Gao et al. [191] 

analysed the emissivity of different superalloys with TBC and verified the theoretical 

approach experimentally. Kerr et al. [192] and Daniel et al. [193] presented an overview 

of measurement and reflection errors associated with pyrometers.  

3.4.2. Infrared thermography 

This is an imaging process for displaying the surface temperature of objects. Every body 

with a temperature above the absolute zero emits heat radiation. An infrared camera 

converts the infrared radiation, which is invisible to the human eye, into electrical signals. 

From this, the camera creates a picture. Infrared cameras are used to take infrared pictures 

of the whole aerofoil that has to be evaluated (Figure 21).  

 

Figure 21. Principle infrared thermography. 

  Lemieux from Siemens Westinghouse Power Corporation showed a conceptual 

design of this technology in gas turbines where two IR cameras were used. These cameras 

also have a blade positioning sensor allowing tracking of all blades [194]. The automatic 

comparison of the IR pictures showed temperature increases at specific points of the 

blade. This could also be used to monitor degradation of the TBC or cracks.  

Bison et al. evaluated especially this topic. They compared pulsed thermography 

and thermal wave interferometry to estimate ageing effects of the TBC [195, 196]. Sun et 

al. showed a multilayer analysis method to detect change in TBC properties as well [197]. 

Meola et al. developed a non-destructive testing method to detect small remaining ceramic 

fragments in the casted core [198].  
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3.4.3. Phosphor thermometry 

The basis of this technique is a thermal history coating. Active rare earth ions are 

introduced. This could be integrated in the TBC, which is what the hot gas parts in a gas 

turbine are mostly coated with. By illuminating with an excitation light after a machine 

run, phosphorescence gives information about the temperature that the coatings 

experience. Figure 22 shows a combustion chamber outlet liner, with thermal paints, after 

service. 

 

Figure 22. Thermal paint gradients of the combustor outer liner [206], with permission from Begell House, 

Inc. 

  A temperature capability of –5 to 1550 °C is given and a precision of ±5 °C was 

proved. The disadvantage of pyrometry and infrared thermography is the lower 

susceptibility to background radiation. Feist et al. showed in different publications the 

industrial application of phosphor thermometry. To develop these special paintings a 

Rolls-Royce jet engine was used for verification [183, 200–204]. The application in an 

industrial gas turbine was proven as well. The surface temperature of combustion 

chamber transition ducts, turbine blades and sideplates were measured and used for 

validation for the CFD calculations [205, 206].  

3.5. Induction thermography 

In inductively excited thermography, an electrically conductive component is inductively 

impressed by a near-surface eddy current. The resulting heating of the component can be 

visualized with an infrared camera (Figure 23). Cracks disturb the current flow and thus 

also influence the temperature development in the test part. This technique is similar 

(Section 3.3.2.) to thermosonic technique, where the excitation is achieved using 

ultrasound excitation. The penetration depth of the electromagnetic field is described by 

the skin effect: 

𝛿 = √
2𝜌

𝜔𝜇
,  (12) 

where 𝛿 describes the skin depth, 𝜌 is the conductor resistivity, 𝜔 the angular frequency 

and 𝜇 the absolute permittivity. The choice of the excitation frequency determines, inter 

https://www.google.de/url?sa=i&rct=j&q=&esrc=s&source=imgres&cd=&cad=rja&uact=8&ved=2ahUKEwig0uLX5dXbAhWML1AKHZNeDHcQjRx6BAgBEAU&url=https://www.researchgate.net/figure/Thermal-paint-gradients-of-the-combustor-outer-liner_fig5_258933111&psig=AOvVaw3tzZh9Df_9CIR9hOyIWnec&ust=1529156412850879
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alia, the depth to be examined into the component. In addition, coil geometry and power 

are also important test parameters [207]. 

 

Figure 23. Principle inductive thermography. 

  The method is of particular interest where the crack detection with conventional 

methods is difficult or impossible. Compared to other excitation techniques, inductive 

excitation offers the advantage of being less sensitive to radiation or emission differences 

on a test surface, as the heat is generated directly in the test part [207]. 

Sensitivity to crack detection on components can be compared to magnetic particle 

inspection [208]. The advantage of induction thermography compared to magnetic 

particle testing is that it is non-contact. In addition, the use of chemicals is avoided. 

Accuracy is limited when components with highly reflective surfaces are tested, which 

have a low emissivity [208].  

Carl et al. developed a system for automatic crack detection of turbine blades. A 

robotic arm puts the blades in test position. After the measurement was carried out, the 

automatic evaluation of the blades takes place [207]. Šrajbr et al. used induction 

thermography for automated crack inspection of aircraft structures [209, 210]. Bamberg 

et al. also introduces a system for inspecting turbomachinery components for cracks using 

induction thermography [211]. Vrana dealt with active thermography and examined 

cracks in the foot area of gas turbine blades [212]. 

Spießberger et al. compared inductive thermography with ultrasonically excited 

thermography [213]. The detectability of cracks in induction thermography depends on 

their orientation in the component and in ultrasound-excited thermography, this is largely 

independent. With ultrasonic excitation, the detection of defects is possible at a greater 

depth than in the inductively excited thermography, since the heat of fracture generated 

by ultrasound diffuses from greater depths to the surface. With complex geometries, it is 

difficult to excite the component surface evenly with induction. It is then often only 
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possible to examine individual component areas. If the entire component is to be tested, 

the use of ultrasound-excited thermography appears to be more sensitive. For materials 

with low thermal conductivity, ultrasound-excited thermography is more suitable as a test 

method [213]. 

3.6. Acoustic emission (AE) 

The basis of AE are transient elastic waves. They are generated due to the release of 

energy in a material when a crack occurs. The frequency range is between 100 KHz and 

1 MHz.  

Defects in a machine generate an individual type of crack growth. This 

phenomenon results in elastic waves, which can be detected with AE sensors (Figure 24) 

[85]. 

 

Figure 24. Principle AE measurement. 

  Al-Obaidi et al. provided a good explanation on how AE works: ‘Instead of 

supplying energy to the object under examination, AE simply listens for the energy 

released by the object’ [214, p.4].  

AE is sensitive enough to monitor minor changes in the gas turbine parts. It has 

the potential to detect failures at an early stage. Furthermore, the crack position can be 

detected without intrusion. AE sensors were used to observe roller bearings in gas 

turbines [215]. It was found that AE is a proper tool to detect rubbing from rotor to stator.  

Mba et al. showed promising experiments for early rub detection in turbine rotors 

[216]. AE is very sensitive to incipient cracks compared to vibrational measurements. It 

was shown that the AE technique is able to detect cracks in blades earlier than vibrational 

analysis [87]. One drawback is the attenuation of the signal. Therefore, the sensor has to 

be placed close to the signal source [217]. The accuracy of AE is limited because the 
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propagation of the velocity of the acoustic wave depends on temperature, pressure and 

the relative speed of the medium [37]. 

Mba et al. developed an AE technique for monitoring rotating machines as well 

[217]. The focus was on bearings, pumps, gearboxes, engines and rotating structures. 

Leahy et al. investigated experimentally rubbing detection between rotor and stator of a 

steam turbine [218, 219]. Nashed et al. explored the sources of fluid generated AE in a 

running turbine [215]. These findings can be used for blade faults predictions.  

AE is a relatively simple and cost effective monitoring technique for health 

monitoring of hot gas components. These sensors are limited by the high temperatures in 

the gas turbine, so that use in the hot gas without active cooling is not possible. 

3.7. Mm-waves 

Mm-waves are microwaves with wavelengths in the millimetre range between 1 and 10 

mm. This corresponds to a frequency band from 30 to 300 GHz. The physical principle 

is the same as described for tip-timing measurement in Section 3.1.1. 

The mm-wave technique is commonly used in motion detection and special radar 

systems. It can be used to measure movements of turbine blades, rotor-stator clearances 

and the degradation of TBCs. TBCs typically consist of four layers. Starting from the 

bottom the metal substrate, the metallic bond coat, the thermally grown oxide (TGO) and 

the ceramic topcoat. Mm-waves are nearly totally reflected by metal surfaces. TBCs have 

a high dielectric constant of typically 25. The waves will be partly absorbed and 

differently reflected. These differently reflected waves could be used to detect the 

degradation of the coating (Figure 25). An antenna sends the waves to the moving blades 

and the reflected waves will be evaluated. Tests were done with 2.45 and 10 GHz sensors. 

Further investigations concerning the electromagnetic losses of TBCs are necessary. 

Willsch et al. have shown this SHM application in a running gas turbine [156]. 



3. Failure Modes and Detection Techniques in Gas Turbines 

74 

 

 

Figure 25. Principle of mm-wave propagation in TBC coating. 

  The degradation of a TBC is a relevant indicator for health monitoring of the hot 

gas parts. However, an active cooling strategy for the antenna is needed. 

3.8. Pressure measurements 

In gas turbine casings are placed several pressure sensors. The distortion of the pressure 

fields around the blades can be used for fault detection [220]. An experimental study was 

completed to find a correlation between compressor casing vibrations and the pressure 

field around the compressor blades [87]. The pressure field around the compressor blades 

gives a clearer picture about the blade fault compared to vibrational analysis [88]. It was 

shown that pressure measurements deliver better results than common vibrational probes 

[87]. Mathioudakis et al. found different signatures corresponding to the different blade 

faults [220, 221]. Failure modes, such as blade creep, rotor eccentricity and rubbing, were 

experimentally detected [88]. Forbes et al. presented a concept to combine internal casing 

pressure measurements with casing vibration measurements. It was proven that blade 

defects can be detected [222–226]. 

3.9. Direct-write thermal spray (DWTS) sensors 

DWTS is a spray process that accelerates material to high speeds and hits a substrate. 

This creates a dense and strongly adherent deposit. Typically, the material is injected in 

the form of a powder, wire or rod into a high velocity combustion or thermal plasma 

flame. As a result, thermal and kinetic energy is supplied to the particles (Figure 26). This 

is a similar process to apply TBC to a component [227]. The DWTS process allows the 

additive generation of sensor circuits on complex shaped components without pre-

masking. 
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Figure 26. Principle DWTS on a turbine blade. 

  Longtin et al. have studied the use of temperature sensors and strain gauges 

manufactured by DWTS. K-type thermocouples can measure high operating 

temperatures. Industry standard K-type thermocouples are made of Chromel (90Ni/10Cr) 

and Alumel (95Ni/3Mn/2Al/1Si) [227]. A K-type thermocouple consists of a pair of 

metallic conductors made of these different metals. These are connected at one end and 

are suitable for temperature measurement due to the thermoelectric effect. In principle, 

the thermocouple provides electrical energy from heat at a temperature difference along 

the electrical conductor (Figure 27). 

 

Figure 27. K-type thermocouple. 

  Schönberg et al. has also applied K-type thermocouples with DWTS direct to the 

surface of a test component. In this way, in-situ temperature measurement data of the 

turbine blades can be determined [228]. Zhang et al. has developed a system to weld K-

type thermocouples directly onto the TBC, which then embeds the sensor through a 

second ceramic layer [229]. 

Capacitive strain gauges are well suited for determining the mechanical stress of 

a component in extreme environmental conditions. Compared to resistive stain gauges, 
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they have a better SNR and are not so sensitive to high temperature and temperature 

fluctuations. If the fingers of the sensor are displaced relative to each other by the 

component load, this results in a capacitive change ΔC. This is approximately 

proportional to the strain ε [230] (Figure 28). 

 

Figure 28. Capacitive strain gauge. 

Li et al. used DWTS and ultrafast laser micromachining to produce the sensor. After 

spraying a layer, the laser worked out the exact sensor contour [230]. 

It is advantageous that thermal spray is already used as a standard method for 

applying a protective layer in gas turbine components. As a result, the sprayed-on layer 

adheres directly to the component. No adhesive or mechanical connection is necessary. It 

is also possible to form a capacitor-inductor circuit (LC). This would provide the 

opportunity to transmit the measurement data passively and wirelessly [230–232].  

Chen et al. dealt with micromachining strain gauges using DWTS and precision 

laser [233]. Hon et al. have published an overview of the various direct write technologies 

and their state of development [234]. Pique reports different areas of application in his 

book on direct-writing technologies [235]. 

This technique is a promising way to determine the condition of the turbine blades 

in-situ and may be considered in future research. It will certainly be difficult, due to the 

high temperature, to use the electronic components for data transmission as shown in 

Figure 26. Passive data transmission systems would be a good solution. 

3.10. Uniform crystal temperature sensor (UCTS) 

These sensors are particularly suitable for prototype machines to determine the 

temperature at certain points of the test subject. The crystal sensor is inserted into the test 

object and a pocket with a diameter of 0.75 mm and 0.75 mm deep must be removed. 

After inserting the crystal, it is closed again. When the test run is finished, the sensor must 

be removed for evaluation [236]. The temperature changes the lattice structure of the 

crystal, allowing an accuracy of ±3.3 °C [237]. The application temperature is 

150 to 1430 °C [237]. DeVoe et al. have studied their use in gas turbine blades [238, 239]. 
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3.11. Performance monitoring 

Performance monitoring processes different input data. The temperature, pressure and 

speed of the gas turbine are used to calculate the performance of the machine. This 

method is also able to detect blade faults. This fault changes the aerodynamic behaviour 

of the blades, and ultimately, the performance of the whole machine. A combination of 

performance and vibration monitoring is known as a hybrid method. It was shown that 

blade deformation, blade wearing and blade fouling could be detected [240].  

Lattime et al. discussed the degradation of the high pressure turbine (HPT) 

performance. Especially, wear on blade tip and sealing can account for losses in the HPT 

performance of 1% and more [241]. Salar et al. developed a method to detect faulty 

components inside a gas turbine. Therefore, a gas path analysis and extended Kalman 

filters were used. The main parameters to detect the degradation are efficiency and flow 

capacity of the compressor and the turbine [242]. Diallo et al. established a new statistical 

signal processing technique for performance monitoring [243]. A physics-based 

modelling approach for performance deterioration were shown by Hanachi et al. [244]. 

Heat loss index and power deficit index were used as indicators. Different methodologies 

to improve the robustness of performance monitoring against sensor faults were 

developed [245, 246]. Tahan et al. reviewed current gas path performance monitoring 

techniques. The different failure modes in a gas turbine and the possibilities to detect 

them with performance monitoring were listed [247].  

This technique is very promising for future condition based maintenance concepts. 

Many sensor technologies are already available as standard monitoring in series machines 

that can be used for the evaluation. A research focus should be on the further development 

of modern signal processing techniques. 

4. Conclusions 

The most relevant failure modes for gas turbine hot gas components have been described. 

For blade health monitoring, TMF, creep, oxidation and corrosion are the main life 

limiters depending on the turbine configuration. For the transition ducts of the combustion 

chambers, wear of the mating surfaces and degradation of TBCs and cracks are 

problematic.  

A review of most relevant NDT/SHM techniques for gas turbine was reported. 

Tip timing technology allows for measurement of the tip clearance of the blades, time of 
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arrival and also axial deflection. This is a very powerful method for which several sensor 

technologies could be used. Optical measurements are the best choice for prototype 

machines because of their accuracy and resolution, but the sensitive optics could be 

problematic for long-term operation in field machines. Inductive and magnetoresistive 

sensors are not able to work in the first turbine stage because of their limited temperature. 

Microwave, EC and capacitive sensors seem to be a good choice for turbine  

tip timing. 

The pyrometry enables the measurement of heat radiation at different points of the 

blades. IR cameras take infrared pictures of every blade during every rotation. Both 

monitoring techniques compare previous measurements and pictures. Phosphor 

thermometry is a new innovative method for temperature detection. However, all of them 

are rather complex solutions for health monitoring in field machines. 

AE is a powerful diagnosis technique. The sensor has to be placed close to the 

signal source. This is a promising method to detect rubbing; however, limited accuracy 

and signal attenuation of this technique needs can be a limiting factor. 

Millimetre waves are a possibility to detect degradation of TBCs. However, a 

sensor antenna directly placed in the hot gas disturbs the flow and the sensor has to be 

actively cooled.  

The detection of pressure differences in the flow channel could also be a good 

indicator for health monitoring of gas turbine components, especially in combination with 

other technologies. 

The vibrational approach is the classical technique, where for example 

accelerometers on the bearings and on the casings provide important information on the 

machine behaviour; however, it is known that blade failures could not be detected readily 

with conventional vibration measurements.  

The ultrasound methods presented offer promising possibilities in the field of 

NDT&E and SHM.  

The current review reports some current NDT/SHM solutions, able to mostly 

monitor the components contactless and the results shows that a combination of 

monitoring technology would provide valuable information about the performance and 

integrity of gas turbine components. 

A summary of the different techniques with the corresponding properties is shown 

qualitatively in Table 2. Here it is presented which failure modes can be detected with the 
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individual techniques and whether they are primarily suitable for NDT or SHM. In 

addition, important properties and also the costs are summarised. 

Table 2.  Summary–Properties of sensor technologies. 

 Sensing Technology 
Failure 

Modes 
NDT SHM 

Temp. 

limit 

Band-

width 
Accuracy Sensitivity Costs 

T
ip

 t
im

in
g
 m

et
h

o
d

 

Microwave probes 

Creep 

Crack 

Rubbing 

Wear 

 X + + + 0 0 

Optical sensors  X − + + + − 

Inductive sensors  X − + + + + 

EC sensors  X − 0 + 0 0 

Magnetoresistive  

sensors 
 X + + + + + 

Capacitance  

sensors 
 X + 0 0 0 + 

 Vibrational  

monitoring 

Rubbing 

FOD 

Crack 

 X 0 + - - + 

U
lt

ra
so

u
n

d
 Waveguides 

Creep 

Crack 

Wear 

 X + 0 + + + 

Thermosonic X  − 0 + + 0 

Laser Ultrasonic X  − 0 + + − 

High temperature  

transducers 
 X + 0 + + − 

EMAT X  − 0 + + 0 

T
em

p
er

a
tu

re
 

m
ea

su
re

m
en

ts
 

Pyrometry −  X − + + + − 

Infrared  

thermography 

Creep 

LCF 

Corrosion 

Erosion 

Oxidation 

X X − + + + − 

Phosphor  

thermometry 
−  X + − 0 0 − 

Induction  

thermography 
Crack X  − + + + − 

 AE Crack  X − 0 0 - + 

 Mm-waves 
Crack 

Wear 
X X − 0 + + − 

 Pressure  

measurements 

Crack 

Creep 

Rubbing 

 X + + + + + 

 DWTS Crack  X + + 0 + − 
 UCTS −  X + + 0 + − 

 Performance  

monitoring 

Crack 

Wear 
 X + 0 − − + 

‘+’ means positive and ‘−’ means negative in this context. ‘0’ means neutral. 
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4 DUAL-FREQUENCY 

MODULATION 

Overall, Chapter 3 presented the failure modes that can occur during the operation of a 

gas turbine and revealed possible failure detection techniques. In this regard, ultrasonic 

techniques demonstrated promising potential to efficiently detect material failures. Given 

their advantages over the linear method, nonlinear ultrasound techniques were further 

developed to detect initial failures in materials [77, 81]. When an ultrasonic wave passes 

a flaw, the wave disturbance generates harmonic frequencies. The measured amplitudes 

of these frequencies are used as a failure indicator, by comparing them to the amplitude 

of the fundamental frequencies.  

  In this study, a frequency modulation technique was developed, in which two 

fundamental frequencies interact with each other at the material failure. Hence, this 

chapter fills in the current research gap, which is the analytical description of dual-

frequency excitation up to the third order of nonlinearity. Therefore, it was possible to 

derive new nonlinearity parameters for failure identification. These derived harmonic and 

modulated response frequencies were proven both experimentally and by numerical 

simulations. To detect cracks, sheet metal samples with artificially generated cracks were 

used, including turbine guide vanes with failures manufactured by electrical discharge 

machining processes and turbine blades with real cracks. It was also possible to estimate 

the nonlinearity parameters depending on the crack length. An amplitude summing 

concept was proposed to evaluate a total of 12 nonlinearity parameters. 
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  With the new nonlinearity parameters derived in this chapter, defects were 

detected with a high degree of accuracy and reliability. 
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Abstract 

In modern gas turbines, efforts are being made to improve efficiency even further. This 

is achieved primarily by increasing the generated pressure ratio in the compressor and by 

increasing the turbine inlet temperature. This leads to enormous loads on the components 

in the hot gas region in the turbine. As a result, non-destructive testing and structural 

health monitoring (SHM) processes are becoming increasingly important to gas turbine 

manufacturers. Initial cracks in the turbine blades must be identified before catastrophic 

events occur. A proven method is the linear ultrasound method. By monitoring the 

amplitude and phase fluctuations of the input signal, structural integrity of the 

components can be detected. However, closed cracks or small cracks cannot be easily 

detected due to a low impedance mismatch with the surrounding materials. By contrast, 

nonlinear ultrasound methods have shown that damage can be identified at an early stage 

by monitoring new signal components such as sub- and higher harmonics of the 

fundamental frequency in the frequency spectrum. These are generated by distortion of 

the elastic waveform due to damage/nonlinearity of the material. In this paper, new global 

nonlinear parameters were derived that result from the dual excitation of two different 

ultrasound frequencies. These nonlinear features were used to assess the presence of 

cracks as well as their qualitative sizes. The proposed approach was tested on several 

samples and turbine blades with artificial and real defects. The results were compared to 

samples without failure. Numerical simulations were conducted to investigate nonlinear 

elastic interaction of the stress waves with the damage regions. The results show a clear 

trend of nonlinear parameters changing as a function of the crack size, demonstrating the 

capability of the proposed approach to detect in-service cracks. 
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1. Introduction 

Linear ultrasound techniques are a proven method in modern component inspection. 

Failure detection is carried out here by changes in the elastic properties such as sound 

velocity, damping, transmission coefficients, and reflection coefficients [1–3]. 

Hikata et. al. brought a significant development of this technique in 1965. They 

found that a sinusoidal ultrasonic wave distorts the fundamental frequency as it 

propagates in the presence of nonlinearities [4]. An ultrasonic wave propagates into a 

solid with the fundamental frequency. If this is disturbed during propagation in the body, 

harmonics are generated. If the amplitudes of these harmonic frequencies are now 

measured and compared with the fundamental frequencies, these comparative values are 

a good indicator for detecting changes in the material [4]. 

Where linear ultrasound failure detection techniques reach their limits, nonlinear 

ultrasound techniques show higher detection rates [4, 5]. This technique offers the 

possibility to easily assess the remaining life of a component [6–11]. Different nonlinear 

models are compared in the review paper [12]. The second-order nonlinearity parameter 

with two fundamental frequencies was used to detect microcracks [13]. Lim et al. 

developed a technique with the frequency modulation of high-frequency and low-

frequency waves [14]. Subharmonic frequencies were used to detect closed cracks [15]. 

Moll et al. examined the temperature effect on the propagation of guided waves in 

composites [16]. Using nonlinear ultrasound, various possibilities were shown to 

determine mechanical stresses in screw connections [17]. 

In this study, new global nonlinearity parameters are proposed and derived 

analytically when a material is excited with two different input frequencies. The 

numerical simulations were done using the commercially available finite element 

software LS-DYNA to support and validate the proposed approach where the presence of 

higher harmonic frequencies was modelled. This method was demonstrated in a quasi-

one-dimensional calculation model that was expanded to a dual-frequency excitation 

model. Nonlinear ultrasound investigations were carried out on metal plate samples where 

the derived parameter values were used for the damage assessment. Welded plates and 

selective laser melting (SLM) manufactured plates were also investigated. The sums of 

the amplitude values of all fundamental and harmonic frequencies and the calculated 

parameter values were evaluated. Subsequently, a damaged turbine vane and blade were 

examined. The derived nonlinear parameters were calculated and used for crack 
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detection. The failure in the vane was artificially eroded. The crack in the turbine blade, 

however, was formed during operation in a gas turbine. Especially for the complex shaped 

turbine blades, the proposed method of crack detection is very promising. The 

investigation is very efficient with a high level of response and offers customers and 

suppliers of gas turbines a quick way to inspect components. 

2. Global nonlinearity parameter 

Jhang et al. investigated the second harmonic parameter β and its dependence on the wave 

shift. This allowed to understand the properties of a material [18]. This was extended by 

Frouin et al. [19], Rothenfusser et al. [20], and Yost et al. [21]. Thus, the direct 

dependence of the amplitudes on the fundamental frequency and the second harmonic 

frequency became apparent [19]. Boccardi et al. used this procedure for damage 

localization in composite materials [22]. The derivation of the second harmonic parameter 

is also shown by Jeong et al. [23]. Ostrovky et al. studied the nonlinearity parameters for 

geomaterials [24]. They described the proportionality to the amplitude of the third 

harmonic frequency. Straka et al. worked on a nonlinear elastic wave modulation 

spectroscopy (NEWMS), where the effect of two superimposed waves was investigated. 

Low-frequency and high-frequency waves were combined to detect damage [25]. 

Malfense Fierro and Meo developed a nonlinearity parameter for dual-frequency 

waves [26–28] for the determination of the residual fatigue life of a component. This 

technique was further developed by Jinpin et al. [29]. Amura and Meo developed the 

third-order nonlinearity parameter with one driving frequency [30].  

The wave equation should now be solved analytically up to the third-order degree 

of nonlinearity. The excitation takes place over two different frequencies. In the presence 

of nonlinearity, Hooke’s law is: 

𝜎 = 𝐸휀 +
𝐸𝛽

2
휀2 +

𝐸𝛾

6
휀3,  (1) 

where σ  is the stress, E is Young’s modulus, 휀  is the strain, 𝛽  is the second-order 

nonlinearity parameter, and 𝛾  is the third-order nonlinearity parameter. Due to the 

weakening signal, higher nonlinearity grades are difficult to detect. 

  Equation (2) is the nonlinear wave equation with the following assumptions:  

 A longitudinal plane wave propagates in a thin circular rod 

 Attenuation is neglected 
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𝜌
𝜕2𝑢

𝜕𝑡2
=
𝜕𝜎

𝜕𝑥
 ,  (2) 

where 𝜌 is the mass density, and u represents the displacement. The wave speed is defined 

as 𝑐 = √
𝐸

𝜌
 (long rod d ≪ λ), and the strain is defined as 휀 =

𝜕𝑢

𝜕𝑥
. This is now substituted 

into Equations (1) and (2) and leads to the formulation of: 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2⏟      
Linear part

= 𝑐2𝛽
𝜕𝑢

𝜕𝑥

𝜕2𝑢

𝜕𝑥2⏟      
2𝑛𝑑 order

+
𝑐2𝛾

2
(
𝜕𝑢

𝜕𝑥
)
2 𝜕2𝑢

𝜕𝑥2⏟        
3𝑟𝑑 order⏟                

Nonlinear part

,  
(3) 

Equation (3) is solved in two steps. The perturbation method (Equation (4)) is used to 

find solutions for 𝑢(2) with the second-order parameter, β, and 𝑢(3) with the third-order 

parameter, γ. 

𝑢 = 𝑢(1) + 𝑢(2) + 𝑢(3) +⋯. (4) 

The assumption for 𝑢(1) for dual frequencies is: 

𝑢(1) = 𝐴1𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝐴2𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)],  (5) 
where A1 and A2 are the amplitudes and kf1 and kf2 are the wavenumbers of the frequencies 

f1 and f2 (f1 < f2), respectively.  

Substituting Equation (5) in the right side of Equation (3), with the second-order 

nonlinearity parameter, β, and making further transformations with trigonometric 

formulas leads to: 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
=

𝑐2𝛽

2

(

 
 

−2𝐴1
2𝑘𝑓1

3 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)] 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)]

+2𝐴2
2𝑘𝑓2

3 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)] 𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)]

+𝐴1𝐴2𝑘𝑓1
2𝑘𝑓2(𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] − 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)])

−𝐴1𝐴2𝑘𝑓1𝑘𝑓2
2(𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] − 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]))

 
 
.  

(6) 

Based on this expression, the following assumption is made for 𝑢(2): 

𝑢(2) = 𝑔1(𝑥) 𝑠𝑖𝑛[2𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝑔2(𝑥) 𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)] 

+𝑔3(𝑥) 𝑠𝑖𝑛[2𝑘𝑓2(𝑥 − 𝑐𝑡)] + 𝑔4(𝑥) 𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)] 

+𝑔5(𝑥) 𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] + 𝑔6(𝑥) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 

+𝑔7(𝑥) 𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] + 𝑔8(𝑥) 𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]. 

(7) 
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Substituting Equation (7) in the left side of Equation (3) (linear part) gives: 

−𝑐2 (
𝑑2𝑔1

𝑑𝑥2
𝑠𝑖𝑛[2𝑘𝑓1(𝑥 − 𝑐𝑡)] +

𝑑𝑔1

𝑑𝑥
4𝑘𝑓1 𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔2

𝑑𝑥2
𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)] −

𝑑𝑔2

𝑑𝑥
4𝑘𝑓1 𝑠𝑖𝑛[2𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔3

𝑑𝑥2
𝑠𝑖𝑛[2𝑘𝑓2(𝑥 − 𝑐𝑡)] +

𝑑𝑔3

𝑑𝑥
4𝑘𝑓2 𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔4

𝑑𝑥2
𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)] −

𝑑𝑔4

𝑑𝑥
4𝑘𝑓2 𝑠𝑖𝑛[2𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔5

𝑑𝑥2
𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] +

𝑑𝑔5

𝑑𝑥
2(𝑘𝑓2 + 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔6

𝑑𝑥2
𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] −

𝑑𝑔6

𝑑𝑥
2(𝑘𝑓2 + 𝑘𝑓1) 𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔7

𝑑𝑥2
𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐t)] +

𝑑𝑔7

𝑑𝑥
2(𝑘𝑓2 − 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2𝑔8

𝑑𝑥2
𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] −

𝑑𝑔8

𝑑𝑥
2(𝑘𝑓2 − 𝑘𝑓1) 𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)])  

= 𝑐2𝛽
𝜕𝑢

𝜕𝑥

𝜕2𝑢

𝜕𝑥2
.  

(8) 

Solving the equations by substituting (8) in the right side of Equation (6) with the 

assumptions 
𝑑𝑔1

𝑑𝑥
,
𝑑2𝑔2

𝑑𝑥2
,
𝑑𝑔3

𝑑𝑥
,
𝑑2𝑔4

𝑑𝑥2
,
𝑑2𝑔5

𝑑𝑥2
,
𝑑2𝑔6

𝑑𝑥2
,
𝑑𝑔6

𝑑𝑥
,
𝑑2𝑔8

𝑑𝑥2
= 0 yields:  

𝑢(2) = −
𝛽𝐴1

2𝑘𝑓1
2

8
𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴2
2𝑘𝑓2
2

8
𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

−
𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥  

+
𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥.  

(9) 

The solution of Equation (3) should now be extended by the cubic nonlinearity parameter, 

γ, to obtain a global description of the nonlinearity parameters. Substituting Equation (5) 

into the right side of Equation (3) in the third-order nonlinearity parameter, γ, gives: 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
=  

𝑐2𝛾

2
[(𝐴1𝑘𝑓1 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)] − 𝐴2𝑘𝑓2 𝑠𝑖𝑛[𝑘2(𝑥 − 𝑐𝑡)])

2
  

(−𝐴1𝑘𝑓1
2 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] − 𝐴2𝑘𝑓2

2 𝑐𝑜𝑠[𝑘2(𝑥 − 𝑐𝑡)])].  

(10) 
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Transformation with binominal and trigonometric formulas leads to: 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
= 

𝑐2𝛾

2

(

 
 
 
 
 
 
 
 
 
 
 

(−
1

4
𝐴1

3𝑘𝑓1
4 −

1

2
𝐴1𝐴2

2𝑘𝑓1
2𝑘𝑓2

2) 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)]

+ (−
1

2
𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2

2 −
1

4
𝐴2

3𝑘𝑓2
4) 𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)]

−
1

4
𝐴1

3𝑘𝑓1
4𝑠𝑖𝑛[3𝑘𝑓1(𝑥 − 𝑐𝑡)]

+
1

4
𝐴2

3𝑘𝑓2
4𝑐𝑜𝑠[3𝑘2(𝑥 − 𝑐𝑡)]

+ (−
1

4
𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2

2 −
1

2
𝐴1

2𝐴2𝑘𝑓1
3𝑘𝑓2) 𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

+ (−
1

4
𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2

2 +
1

2
𝐴1

2𝐴2𝑘𝑓1
3𝑘𝑓2) 𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

+ (
1

4
𝐴1𝐴2

2𝑘𝑓1
2𝑘𝑓2

2 +
1

2
𝐴1𝐴2

2𝑘𝑓1𝑘𝑓2
3) 𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

+ (−
1

4
𝐴1𝐴2

2𝑘𝑓1
2𝑘𝑓2

2 +
1

2
𝐴1𝐴2

2𝑘𝑓1𝑘𝑓2
3) 𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)])

 
 
 
 
 
 
 
 
 
 
 

. 
(11) 

Based on this expression, the solution approach for 𝑢(3) is made: 

𝑢(3) = ℎ1(𝑥) 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + ℎ2(𝑥) 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+ℎ3(𝑥) 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)] + ℎ4(𝑥) 𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+ℎ5(𝑥) 𝑠𝑖𝑛[3𝑘𝑓1(𝑥 − 𝑐𝑡)] + ℎ6(𝑥) 𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+ℎ7(𝑥) 𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)] + ℎ8(𝑥) 𝑐𝑜𝑠[3𝑘𝑓2(𝑥 − 𝑐𝑡)]   

+ℎ9(𝑥) 𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)] + ℎ10(𝑥) 𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+ℎ11(𝑥) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)] + ℎ12(𝑥) 𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+ℎ13(𝑥) 𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] + ℎ14(𝑥) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+ℎ15(𝑥) 𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] + ℎ16(𝑥) 𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)].  

(12) 

Substituting Equation (12) in the left side of Equation (11) yields:  

−𝑐2 (
𝑑2ℎ1

𝑑𝑥2
𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] +

𝑑ℎ1

𝑑𝑥
2𝑘𝑓1 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ2

𝑑𝑥2
𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)] −

𝑑ℎ2

𝑑𝑥
2𝑘𝑓1 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ3

𝑑𝑥2
𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)] +

𝑑ℎ3

𝑑𝑥
2𝑘𝑓2 𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ4

𝑑𝑥2
𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)] −

𝑑ℎ4

𝑑𝑥
2𝑘𝑓2 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ5

𝑑𝑥2
𝑠𝑖𝑛[3𝑘𝑓1(𝑥 − 𝑐𝑡)] +

𝑑ℎ5

𝑑𝑥
6𝑘𝑓1 𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ6

𝑑𝑥2
𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)] −

𝑑ℎ6

𝑑𝑥
6𝑘𝑓1 𝑠𝑖𝑛[3𝑘𝑓1(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ7

𝑑𝑥2
𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)] +

𝑑ℎ7

𝑑𝑥
6𝑘𝑓2 𝑐𝑜𝑠[3𝑘𝑓2(𝑥 − 𝑐𝑡)]  

(13) 
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+
𝑑2ℎ8

𝑑𝑥2
𝑐𝑜𝑠[3𝑘𝑓2(𝑥 − 𝑐𝑡)] −

𝑑ℎ8

𝑑𝑥
6𝑘𝑓2 𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ9

𝑑𝑥2
𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)] +

𝑑ℎ9

𝑑𝑥
2(2𝑘𝑓1 − 𝑘𝑓2) 𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ10

𝑑𝑥2
𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)] −

𝑑ℎ10

𝑑𝑥
2(2𝑘𝑓1 − 𝑘𝑓2) 𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ11

𝑑𝑥2
𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)] +

𝑑ℎ11

𝑑𝑥
2(2𝑘𝑓1 + 𝑘𝑓2) 𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ12

𝑑𝑥2
𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)] −

𝑑ℎ12

𝑑𝑥
2(2𝑘𝑓1 + 𝑘𝑓2) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ13

𝑑𝑥2
𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] +

𝑑ℎ13

𝑑𝑥
2(2𝑘𝑓2 + 𝑘𝑓1) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ14

𝑑𝑥2
𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] −

𝑑ℎ14

𝑑𝑥
2(2𝑘𝑓2 + 𝑘𝑓1) 𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ15

𝑑𝑥2
𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] +

𝑑ℎ15

𝑑𝑥
2(2𝑘𝑓2 − 𝑘𝑓1) 𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
𝑑2ℎ16

𝑑𝑥2
𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] −

𝑑ℎ16

𝑑𝑥
2(2𝑘𝑓2 − 𝑘𝑓1)𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]).  

(13) 
Cont. 

Further assumptions: 

𝑑ℎ1

𝑑𝑥
,
𝑑2ℎ1

𝑑𝑥2
,
𝑑2ℎ2

𝑑𝑥2
,
𝑑2ℎ3

𝑑𝑥2
,
𝑑ℎ4

𝑑𝑥
,
𝑑2ℎ4

𝑑𝑥2
,
𝑑ℎ5

𝑑𝑥
,
𝑑2ℎ5

𝑑𝑥2
,
𝑑2ℎ6

𝑑𝑥2
,
𝑑2ℎ7

𝑑𝑥2
,
𝑑ℎ8

𝑑𝑥
,
𝑑2ℎ8

𝑑𝑥2
,
𝑑2ℎ9

𝑑𝑥2
,
𝑑ℎ10

𝑑𝑥
,
𝑑2ℎ10

𝑑𝑥2
,   

𝑑2ℎ11

𝑑𝑥2
, 
𝑑2ℎ12

𝑑𝑥2
,
𝑑ℎ12

𝑑𝑥
,
𝑑2ℎ13

𝑑𝑥2
,
𝑑ℎ13

𝑑𝑥
,
𝑑2ℎ14

𝑑𝑥2
,
𝑑2ℎ15

𝑑𝑥2
,
𝑑ℎ15

𝑑𝑥
,
𝑑2ℎ16

𝑑𝑥2
= 0.  

 

This results in the following solution: 

𝑢(3) = −
𝛾

8
(
𝐴1

3𝑘𝑓1
3

2
+ 𝐴1𝐴2

2𝑘𝑓1𝑘𝑓2
2) 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾

8
(
𝐴2

3𝑘𝑓2
3

2
+ 𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2) 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

−
𝛾

48
𝐴1

3𝑘𝑓1
3𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)]𝑥 −

𝛾

48
𝐴2

3𝑘𝑓2
3𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥

+
𝛾𝐴1

2𝐴2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓1+𝑘𝑓2)
+

𝑘𝑓1
3𝑘𝑓2

2𝑘𝑓1+𝑘𝑓2
) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥 

+
𝛾𝐴1

2𝐴2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓1−𝑘𝑓2)
−

𝑘𝑓1
3𝑘𝑓2

2𝑘𝑓1−𝑘𝑓2
) 𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥 

+
𝛾𝐴1𝐴2

2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓2+𝑘𝑓1)
+

𝑘𝑓1𝑘f2
3

2𝑘𝑓2+𝑘𝑓1
) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥 

+
𝛾𝐴1𝐴2

2

8
(−

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓2−𝑘𝑓1)
+

𝑘𝑓1𝑘𝑓2
3

2𝑘𝑓2−𝑘𝑓1
) 𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥.

  

(14) 

The accumulated solution of Equations (5), (9) and (14) (𝑢 = 𝑢(1) + 𝑢(2) + 𝑢(3)) is: 

𝑢 = 𝐴1𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝐴2𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)] −
𝛽𝐴1

2𝑘𝑓1
2

8
𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)] 𝑥  

+
𝛽𝐴2

2𝑘𝑓2
2

8
𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥 −

𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥   

(15) 
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+
𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥  

−
𝛾

8
(
𝐴1

3𝑘𝑓1
3

2
+ 𝐴1𝐴2

2𝑘𝑓1𝑘𝑓2
2) 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾

8
(
𝐴2

3𝑘𝑓2
3

2
+ 𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2) 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

−
𝛾

48
𝐴1

3𝑘𝑓1
2𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)]𝑥 −

𝛾

48
𝐴2

3𝑘𝑓2
3𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥   

+
𝛾𝐴1

2𝐴2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓1+𝑘𝑓2)
+

𝑘𝑓1
3𝑘𝑓2

2𝑘𝑓1+𝑘𝑓2
) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴1

2𝐴2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓1−𝑘𝑓2)
−

𝑘f1
3𝑘𝑓2

2𝑘𝑓1−𝑘𝑓2
) 𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴1𝐴2

2

8
(

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓2+𝑘𝑓1)
+

𝑘𝑓1𝑘𝑓2
3

2𝑘𝑓2+𝑘𝑓1
) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴1𝐴2

2

8
(−

𝑘𝑓1
2𝑘𝑓2

2

2(2𝑘𝑓2−𝑘𝑓1)
+

𝑘𝑓1𝑘𝑓2
3

2𝑘𝑓2−𝑘𝑓1
) 𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥.  

(15) 
Cont. 

When analysing Equation (15) it becomes clear that the harmonic displacement 

components depend linearly on the propagation distance, x. Exactly this behaviour was 

verified experimentally [31–33]. 

With an assumed constant propagation distance and wavenumber, the expressions 

of Equation (16) can be derived. The displacement, u, is interpreted as the accumulated 

amplitude of the harmonic frequency: u(x) = Af1+f2,  

𝑓1 → 𝛾𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
3+𝐴1𝐴2

2 ,  

𝑓2 → 𝛾𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
3+𝐴1

2𝐴2
,  

2𝑓1 → 𝛽2𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
2 ,  

2𝑓2 → 𝛽2𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
2 ,  

3𝑓1 → 𝛾3𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
3 ,  

3𝑓2 → 𝛾3𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
3 ,  

𝑓2 ± 𝑓1 → 𝛽𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
,  

2𝑓1 ± 𝑓2 → 𝛾2𝑓1±𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴1
2𝐴2
,  

2𝑓2 ± 𝑓1 → 𝛾2𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
2 .  

(16) 
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These derived nonlinearity parameters in Equation (16) offer the possibility to evaluate 

the different variations of higher harmonic or subharmonic frequencies. The derived 

parameters 𝛾𝑓1  and 𝛾𝑓2  only combine the fundamental frequencies and thus deliver a 

purely linear result. 

2.1. Validation of the use of the wave equation 

The nonlinearity parameters derived in the previous section are valid for one-dimensional 

wave propagation. Beam samples with artificial and real cracks were tested, and the 

derived nonlinear parameters were measured.  

The derived parameters are used in principle to compare the amplitudes of the 

higher harmonic frequencies with the fundamental frequencies. SLM samples made of 

Inconel 718 with the dimensions 6.4 mm × 70 mm × 2 mm were used. The reference 

sample (SLM–X1–C) was compared with samples with defects (SLM–1R–C,  

SLM–2R–C, and SLM–5R–C). An overview is shown in (Figure 1a). These samples had 

artificial cracks with lengths of 1, 2, and 5 mm. For nonlinear frequency modulation, the 

5 MHz sensor at the top and the 3/4 MHz sensor at the bottom were placed at a distance 

of 30 mm from the receiving sensor (Figure 1b).  

 

Figure 1. Experiments (a) specimen—overview; (b) experimental setup—principle. 

  A 5 MHz signal is transmitted with a voltage of 20 V via sensor S1 (Olympus 

A5014) and a 3-MHz or 4-MHz signal with S2 (Olympus A5014). The ultrasonic waves 

are sent synchronized over two output channels of the pulse generator AIM-TTI 5011. 

The signal is captured with the sensor R1 (Olympus A5013), and amplified with a 

Phoenix ISL 40 dB amplifier. Figure 2 shows the results for the frequency combinations 

3/5 MHz (Figure 2a) and 4/5 MHz (Figure 2b). 
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Figure 2. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz; (b) f1 = 4 MHz, f2 = 5 MHz. 

  It can be seen that the parameter values measured increase with increasing defect 

sizes in the samples.  

2.2. Amplitude summing method 

The total sums of the amplitudes of the fundamental frequencies and the harmonic 

frequencies were compared. It is expected that the amplitudes of the harmonic frequencies 

will increase due to nonlinear effects and the amplitudes of the fundamental frequencies 

will decrease due to energy conservation. This is a quick and effective comparison of the 

measurements. This approximation can be proven by the energy spectral density approach 

(Equation (17)): 

𝐸𝑆 = ∫ |�̂�(𝑓𝑛)|
2𝑑𝑓𝑛

∞

−∞
∝ ∑ |𝐴𝐹,𝑛|

2
𝑛=1 + ∑ |𝐴𝐻,𝑛|

12
𝑛=3 ,  (17) 

where 𝐸𝑆 is the energy, x̂ is the signal, 𝐴𝐹,𝑛 are the fundamental amplitudes, and 𝐴𝐻,𝑛 are 

the harmonic amplitudes.  

In the following, ƩAF is designated as the summation of the fundamental 

amplitudes and ƩAH as the summation of the harmonic amplitudes. Table 1 summarises 

the different fundamental frequencies and the higher and subharmonic frequencies. 
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Table 1.  Summary modes. 

Mode Frequency 

n1 f1 

n2 f2 

n3 2f1 

n4 2f2 

n5 3f1 

n6 3f2 

n7 f2+f1 

n8 f2−f1 

n9 2f1+f2 

n10 2f1−f2 

n11 2f2+f1 

n12 2f2−f1 

  It is also shown that the different harmonic frequencies behave contrarily [29]. 

While individual harmonic frequencies increase with damaged samples, others can 

certainly decrease. 

3. Numerical simulation 

3.1. Modelling 

The nonlinear interaction of elastic waves with a damage was modelled to support the 

experimental campaign, and it was critical to understand how higher harmonics and 

subharmonic frequencies could be generated. For this, the program LS-DYNA was used.  

  First, the simulation is to be demonstrated in a quasi-one-dimensional case and 

then in two dimensions [34]. For this purpose, two 2D elements with a ratio of 

length/width = 10 were modelled [35] (Figure 3). The material 001-ELASTIC with the 

material properties from Table 2 was selected (based at 20 °C ambient temperature). 

Table 2.  Material properties Inconel 718. 

Material Inconel 718 

Density, ρ 8.2 kg/dm3 

Speed of sound, c 5820 m/s 

Young’s modulus, E 205000 MPa 

Poisson’s ratio, υ 0.292 

  The elements are 0.1 mm apart. In order to simulate the nonlinearities, the 2D 

elements were connected to nonlinear spring elements 

(S04_NONLINEAR_ELASTIC_SPRING). The longitudinal waves are generated by the 

application of a periodic force. For this, a 5 MHz sine wave is introduced into the model 

(node S). The element size is λ/6, where λ is the wavelength. For frequency domain 
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acoustics, the keyword *FREQUENCY_DOMAIN_ACOUSTIC_BEM was used to 

compute the acoustic pressure due to vibration of the structure [36].  

 

Figure 3. Quasi-one-dimensional LS-DYNA model. 

  In postprocessing, the acoustic pressure in node R was read out. The frequency 

spectrum is shown in Figure 4. Here it can be seen that in addition to the basic frequency, 

f, the harmonic frequencies, 2f and 3f, are also measured. This is now the proof of the 

generation of nonlinearities in the numerical simulation. 

 

Figure 4. Quasi-one-dimensional frequency spectrum, LS-DYNA simulation with excitation frequency  

f = 5 MHz. 

  For the two-dimensional case, two different frequency excitations were applied to 

demonstrate the generation of complex subharmonic and higher harmonic frequencies. 

  A plate with the dimensions 2 mm × 50 mm × 70 mm modelled with a defect of 

5 mm length in the middle part of the plate was introduced. Nonlinear elastic spring 

elements were used to generate nonlinearities in the defect area. The same material 

parameters as the 1D case were used. 

The excitations are introduced in the plate by two periodic forces. These are set at 

an angle of 50° (Figure 5). These, in turn, are directed into the component at an angle of 

60°, as in the experiments shown in Section 4.2.2. 
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Figure 5. LS-DYNA model. 

3.2. Results and discussion 

Figure 6 shows the wave propagation with the frequency combination 4/5 MHz. In 

Figure 6c, the generated disturbance at the defect becomes visible. In the further course, 

the wave propagation patterns will be more complex, but this is a good basis for further 

evaluation. 

 

Figure 6. Wave propagation: (a) t = 2,4e−09 s; (b) t = 6,8e−09 s; (c) t = 1,2e−08 s; (d) t = 3,6e−08 s;  

(e) t = 5,3e−08 s; (f) t = 1,1e−07 s. 

  The results at node R1 were evaluated. After implementing a fast Fourier 

transformation (FFT) in the LS-DYNA postprocessing, a frequency spectrum is shown in 

Figure 7. The frequencies marked in red are the fundamental frequencies, and the blue 

ones show the higher and subharmonic frequencies. The frequencies predicted in 

Section 2 are clearly shown here. 
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Figure 7. Frequency spectrum, LS-DYNA simulation with excitation frequencies f1 = 3 MHz and f2 = 5 MHz. 

  Figure 8 shows the FFT with the excitation frequencies f1 = 4 MHz and  

f2 = 5 MHz. The analytically predicted complex harmonic frequencies could be clearly 

demonstrated. 

 

Figure 8. Frequency spectrum, LS-DYNA simulation with excitation frequencies f1 = 4 MHz and f2 = 5 MHz. 

4. Experimental validation 

The proposed nonlinear parameters were used to investigate damage in plates and turbine 

blades. Transmission experiments were carried out where two Olympus 60°/5 MHz 

A5014 transducers were selected. The signals were received with an Olympus 70°/5 MHz 

A5013 transducer and amplified with a Phoenix ISL 40 dB preamplifier. The signal was 

generated with an AIM-TTI 5011 pulse generator with two output channels and an output 
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voltage of 20 V each. All measurement data were sent to an oscilloscope for further 

processing. The ambient temperature has an influence on the wave propagation in a 

component. Since this also has an impact on the formation of the harmonic frequencies 

[37], the experiments were carried out at constant temperature. The experimental setup is 

shown in Figure 9. With this basic configuration, all experiments in this paper were made.  

 

Figure 9. Experimental setup. 

4.1. Damage detection methodology 

Figure 10 shows a possible methodology for flaw detection in a flowchart. The process 

begins with the measurement of a reference model for comparison and the sample to be 

examined. Then, the global nonlinearity parameters, δβ/γ, the sum values, ƩAF and ƩAH, 

and the linear fundamental parameters, γf1 and γf2, are evaluated and calculated after the 

measurements. The index ‘i’ represents the reference model, and ‘j’ represents the 

component to be tested. The presence of nonlinearities in the component is a first 

indication of a defect. The comparison of the behaviour of the amplitudes of the 

fundamental and harmonic frequencies gives a clear indication of material defects. Crack 

size estimation is done via the parameter values as a function of the size of the defect. 
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Figure 10. Damage detection methodology. 

4.2. Plate samples—welded 

The samples used were Inconel 718 plates measuring 2 mm × 70 mm × 35 mm. These 

consist of two plates and were joined by micro laser welding. Samples were available 

with 5, 2, and 1 mm defect widths, which were placed both centrally and laterally on the 

samples. After welding, the samples were machined, so that the weld seam was no longer 

visible and the same wall thickness was given at each position. For comparison, samples 

without defect were also analysed. Five variants of each sample were examined, and the 

arithmetic mean values were further processed. Table 3 summarises the used specimens. 

Crack generation through a fatigue test would also be possible but would have some 

disadvantages. The exact crack size and the crack course are hardly controllable here. 
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Table 3.  Welded plate specimens. 

Specimen Crack length Crack position 

X1 — — 

1M 1 mm Centre 

1R 1 mm Lateral 

2M 2 mm Centre 

2R 2 mm Lateral 

5M 5 mm Centre 

5R 5 mm Lateral 

  The positioning angle of the sensors was chosen so that the ultrasonic waves can 

overlap before reaching the crack region.  

4.2.1. Evidence higher harmonic frequencies 

The higher harmonic nonlinearity parameters, derived in the previous section, were also 

measured experimentally. Figure 11 shows the superimposed frequency spectrum with 

the input frequencies of 3 MHz and 5 MHz with a sensor angle of α = 60°. Here, the 

undamaged sample (X1) is compared with the samples with defects (1M, 2M, 5M). The 

same sensor positioning was used as in Section 4.2.2. The different combinations of 

higher harmonic and subharmonic frequencies can be seen clearly. 

It becomes apparent that the amplitudes of the higher harmonic frequencies 3f2, 

f2−f1, 2f1+f2, and 2f2+f1 increase significantly. In contrast, the nonlinearity decreases at 

2f1 for the damaged samples. 

 

Figure 11. Comparison of frequency spectrum: f1 = 3 MHz, f2 = 5 MHz, α = 60°. 

  Figure 12 shows a similar picture. Here, the fundamental frequencies 4/5 MHz 

were investigated. The frequencies 2f1, f2+f1, 2f1−f2, and 2f2−f1 increase strongly 

compared to the reference measurement, and 3f2, however, drops. 
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Figure 12. Comparison of frequency spectrum: f1 = 4 MHz, f2 = 5 MHz, α = 60°. 

  The assumption postulated in the previous section could hereby be confirmed. The 

nonlinearity parameters, determined in Equation (16), were used to calculate and compare 

the corresponding values from the experiments. 

4.2.2. Results and discussion—central defect 

Samples 5M, 2M, and 1M were compared to the sample without damage X1. The 

frequency combinations 3/5 MHz and 4/5 MHz and the angles α = 50°, 60°, and 90° were 

examined (Figure 13). 

 

Figure 13. Measuring principle—sample with central defect. 

  At an angle of 50°, the distance to the flaw is shortest compared to the other angle 

combinations (Figure 14). For the frequency combination 3/5 MHz, all parameter values 

increase significantly in comparison to those of the initial sample. Interestingly, the peak 

values are measured at the 1M and the 2M samples. These points represent the maximum 

of the generated nonlinearities and do not increase with a larger crack. The ƩAF and ƩAH 

values also show this behaviour. At 4/5 MHz (Figure 14b), the highest parameter values 
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were determined for the 5M sample, with the largest defect. A rise with positive gradients 

is shown by nearly all parameters. Figure 14b shows a continuous increase in the ƩAH 

values. 

 

Figure 14. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 50°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 50°. 

  Figure 15a shows the measurement result with the input frequencies 3 MHz and 

5 MHz with a sensor angle of α = 60°. In particular, the parameters of the frequencies 2f1, 

3f1, 2f1+f2, and f2+f1 show a good curve trend depending on the failure size.  

  With the input frequencies 4 MHz and 5 MHz and with a sensor angle of α = 60°, 

the results are presented in Figure 15b. Here, only the nonlinearity parameters of the 

frequencies 2f1 and 3f2 show a good trend depending on the size of the failure.  

 

Figure 15. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 60°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 60°. 

  If the angle is changed to α = 90°, the result shows a different view (Figure 16). 

In this configuration, the collision of the ultrasonic waves is furthest from the crack at 
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this sensor angle. At 3/5 MHz, the parameter values increase and remain relatively 

constant for the 1M sample. ƩAH also reflects this behaviour.  

At 4/5 MHz, it can be clearly seen that the sample 2M in particular shows the 

highest parameter values. The parameters 2f1 and 3f2 start with positive gradients and are 

strong indicators for the presence of damage. 

 

Figure 16. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 90°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 90°. 

  In the previous section, the parameters γf1 and γf2 were derived analytically. This 

linear definition should also be used to classify cracks (Figure 17). The behaviour of the 

two fundamental frequencies is reflected in this parameter because it only contains the 

amplitudes of these frequencies. Especially when measuring at α = 50° and α = 90°, the 

behaviour is shown as a function of the crack size. The development of the defect can be 

observed from the undamaged sample. 

 

Figure 17. Comparison γf1 and γf2 parameters: (a) α = 50°; (b) α = 60°; (c) α = 90°. 
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4.2.3. Results and discussion—lateral defect 

Figure 18 represents the measurement setup with lateral defects. This matches better to 

the typical damage pattern on turbine blades where the thin trailing edge is cracked. 

Samples 5R, 2R and 1R were used for the comparison with X1. The frequency 

combinations 3/5 MHz and 4/5 MHz with angles of 45°, 60°, and 90° were investigated. 

 

Figure 18. Measuring principle—sample with lateral defect. 

  Figure 19a shows a clear trend with peak values for the sample 1R. ƩAF have their 

minimal value here, and ƩAH have the maximum value. At 4/5 MHz, Figure 19b shows a 

comparable but more moderate behaviour. 

The sum of amplitudes of the fundamental frequencies ƩAF decreases in both series 

of measurements, and the sum of the harmonic amplitudes ƩAH increases due to the 

generated nonlinearities. 

 

Figure 19. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 45°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 45°. 

  In Figure 20a, the higher harmonic f2+f1 and 2f2+f1 start with a positive gradient 

from the undamaged sample. At 4/5 MHz, only small variations are shown. The ƩAH 

indicator shows a continuous increase with increased damage size. 
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Figure 20. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 60°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 60°. 

  At an angle of α = 90°, a sensor is positioned in the direction of the crack. This is 

also reflected in the measurement results. Figure 21b shows that the nonlinearities 

increase and then reach a plateau. 

 

Figure 21. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 90°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 90°. 

  The calculated γf1 and γf2 parameters are shown in Figure 22. The frequency 

combination 4/5 MHz in particular shows a crack size representing parameter course. 
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Figure 22. Comparison of γf1 and γf2 parameters: (a) α = 45°; (b) α = 60°; (c) α = 90°. 

    If a comparison sample without defect is available, a defect can be detected with 

an estimate of the failure size. 

4.3. Plate samples—SLM manufactured 

The samples shown in Figure 23 were produced with the material Inconel 718 by SLM. 

The dimensions of the component and the defect were comparable with the samples in 

Section 4.2. This method has the advantage that the samples can be produced with the 

artificial defect in one operation. Compared to forged components, the SLM parts yielded 

high tensile strength, low ductility, and strong anisotropy associated with building 

direction. The static properties of the SLM fabricated parts are comparable with those of 

the wrought parts [38]. 

The same tests as in Section 4.2.3 were performed on this sample and compared 

with an undamaged sample. Five variants of each sample were examined, and the 

arithmetic mean values were used for the evaluations. 

 

Figure 23. SLM samples: (a) reference sample SLM–X1; (b) sample SLM–1R; (c) sample SLM–2R; (d) 

sample SLM–5R. 
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  Table 4 summarises the samples used in this section. 

Table 4.  SLM manufactured metal specimens. 

Specimen Crack Length Crack Position 

SLM–X1 — — 

SLM–1R 1 mm Lateral 

SLM–2R 2 mm Lateral 

SLM–5R 5 mm Lateral 

4.3.1. Results and discussion  

At a sensor angle of 45°, there is a constant increase in the excitation combination of 

3/5 MHz of all parameter values with a peak in the SLM–2R and the SLM–5R samples 

(Figure 24a). The ƩAF and ƩAH again behave in opposite directions. With excitation 

frequencies of f1 = 4 MHz and f2 = 5 MHz (Figure 24b), only the parameter 2f2−f1 shows 

the expected trend. It is expected that failures in the material will result in nonlinearities 

and consequently harmonic frequencies. As a result of the energy conservation of a signal 

shown, a decrease in the amplitudes of the fundamental frequencies is expected with 

increasing harmonic frequencies. As can be seen here, this is not always the case. The 

largest point of error does not necessarily lead to the greatest nonlinearities. Saturation is 

often observed, which does not allow a further increase. 

 

Figure 24. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 45°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 45°. 

  At a sensor angle of 60°, both frequency response variants show the maximum 

values at the SLM–1R sample (Figures 25a, b). 
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Figure 25. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 60°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 60°. 

  With a sensor orientation of 90°, the behaviour is comparable to the 1R, 2R, and 

5R samples. With the excitation combination of 4/5 MHz, relatively constant values are 

set (Figure 26b). Again, the ƩAF and ƩAH values react like predicted.  

 

Figure 26. Nonlinearity parameter: (a) f1 = 3 MHz, f2 = 5 MHz, α = 90°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 90°. 

  When comparing the linear parameters γf1 and γf2, the behaviour is similar to the 

welded samples. The 4/5 MHz excitation combination is significantly more sensitive 

(Figure 27). 
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Figure 27. Comparison of γf1 and γf2 parameters: (a) α = 45°; (b) α = 60°; (c) α = 90°. 

4.4. Turbine vane 

A turbine vane made of Inconel 738 was also investigated. By structural-mechanical 

calculations, possible crack positions are known, typically in the middle of the trailing 

edge. The defect was introduced by erosion. It is 0.2 mm wide and 4 mm deep into the 

component through the cooling air outlet slots (Figure 28).  

 

Figure 28. Vane sample (III.7) with eroded defect. 

4.4.1. Results and discussion  

The sensor arrangement is shown in Figures 29a, b. The results show that all the nonlinear 

parameters increase significantly. The parameter f2+f1 was detected only on the damaged 

sample Figure 29c). 
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Figure 29. Nonlinearity parameter, parallel sensor orientation, f1 = 4 MHz, f2 = 5 MHz:  

(a) sensor orientation; (b) experimental setup; (c) comparison of nonlinearity parameter. 

  In the cross-shaped arrangement of the sensors (Figures 30a, b), the parameters 

2f1, 2f2, 3f2, and 2f2−f1 show increasing values for the damaged sample. The parameter 

f2+f1 appears only on the damaged sample (Figure 30c). 

 

Figure 30. Nonlinearity parameter, 90° sensor orientation, f1 = 4 MHz, f2 = 5 MHz: (a) sensor orientation;  

(b) experimental setup; (c) comparison of nonlinearity parameter. 

  With opposite orientation of the sending and receiving sensors (Figures 31a, b), 

the parameters 2f1, 2f2, 3f2, and 2f2−f1 show increasing values for the damaged sample 

(Figure 31c). 

 

Figure 31. Nonlinearity parameter, opposite sensor orientation, f1 = 4 MHz, f2 = 5 MHz:  

(a) sensor orientation; (b) experimental setup; (c) comparison of nonlinearity parameter. 
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4.5. Turbine blade 

Tests were also conducted on a turbine blade employed in operation conditions. The 

turbine blade (Figure 32) was used for several thousand operating hours in a 10-MW 

industrial gas turbine in the first blade stage and was positioned behind the combustion 

chamber and first vane stage. The turbine blades are regularly inspected using boroscopy 

to make small cracks or other damage visible. The turbine blade had a crack at the trailing 

edge between the cooling air outlet openings. The material was Inconel 625, and the blade 

was provided with a ceramic thermal barrier coating (TBC), which was slightly 

discoloured during operation. The blade B259T was operated under the same conditions 

but remained undamaged and therefore serves as a comparative basis for the following 

measurements. 

 

Figure 32. Turbine blade (B286) with a crack on the trailing edge. 

4.5.1. Results and discussion 

Figure 33 shows the nonlinear parameter measurements on the trailing edges of the 

turbine blades. The left sides of the figure illustrate the results of the undamaged blade 

(B259T). The sensors were positioned on the opposite side of the cooling air outlet slots, 

where a continuous surface is given. 

In Figure 33a, an important indicator is that 2f2 occurs only in the damaged 

sample. The parameter values of 2f2+f1 and 2f2−f1 show a significant increase in the 

damaged sample. 

At a sensor angle of α = 60° (shown in Figure 33b), the harmonic frequencies 

2f1−f2, 2f2+f1, and 2f1+f2 were regressed exclusively on the measurements on the damaged 

sample. With 2f1, 2f2, 3f2, and f2+f1, an increase of the parameters is measurable compared 

to the reference sample.  
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At an angle of α = 90° (Figure 33c), the frequency f2−f1 was not measured at both 

samples. Most other higher harmonic frequencies also indicate an increase in the 

parameter values. Those dependent on one frequency like 2f1, 3f1, and 3f2 but also the 

combination harmonics of two frequencies, f2±f1, 2f1±f2, and 2f2±f1, show a clear increase 

in their parameter values. 

All three combinations of angles were able to clearly identify the crack in the 

turbine blade. However, the sensor arrangement at 60° and 90° showed clearer changes 

in the nonlinear parameter values. 

 

Figure 33. Nonlinearity parameter: (a) f1 = 4 MHz, f2 = 5 MHz, α = 45°; (b) f1 = 4 MHz, f2 = 5 MHz, α = 60°; 

(c) f1 = 4 MHz, f2 = 5 MHz, α = 90°; (d) sensor orientation; (e) experimental setup. 

5. Conclusion 

The aim of this study was the development of a frequency modulated nonlinear ultrasonic 

technique for the detection of cracks in turbine blades. New global nonlinearity 

parameters were developed to determine a correlation between the crack length and the 

measured nonlinear features. Their existence has been proven numerically and 

experimentally. A simple method for adding up the amplitude amounts of the 

fundamental amplitudes and harmonic amplitudes are used for the crack prediction. The 

behaviour of the fundamental frequencies is also a good indicator for crack detection and 

crack size estimation. Therefore, the linear parameters γf1 and γf2 have been proposed. 

New sample types made of metal plates, produced with a welding process and 

SLM technology, were used. Different sensor angle combinations were compared, and in 
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addition to the plate samples, tests were carried out with turbine guide vanes and rotor 

blades. The results show a clear trend of changing nonlinear parameters as a function of 

crack size and sensor angles. In all measurements, a dependence of the sensor position to 

the defect was observed.  

  It was shown that each crack behaves individually during the ultrasound 

measurements, since the highest nonlinearities were often found in small- and medium-

sized defects. Nevertheless, it became clear that the interactions from the various 

harmonic frequencies also offer very good additions or alternatives to the already existing 

measurements and evaluation variants. 

This study demonstrates an efficient way to determine the initial loss of structural 

integrity of these complex components. 
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5 MULTI-FREQUENCY 

MODULATION 

In the previous chapter, nonlinearity parameters up to the third order were analytically derived with 

dual-frequency ultrasound excitation and the advantages were experimentally demonstrated.  

Overall, increasing the degree of nonlinearity is not advantageous, because the higher the order of 

nonlinearity, the lower the probability of receiving an evaluable signal [82, 114, 115]. However, it 

may be promising to increase the number of fundamental frequencies, which is the focus of this 

chapter. Therefore, the wave equation was analytically extended with quadruple wave excitation. 

When four different frequencies pass a material failure, this leads to 64 harmonic frequencies and 

sidebands as a result of the mutual interaction. The grouping concept was developed to use a large 

number of frequencies for failure detection. The fundamental frequencies are selected in such a way 

that several harmonic and sideband frequencies meet at a certain frequency. If, for example, the 

frequencies f1 = 5 MHz and f2 = 10 MHz are sent, then the harmonic frequency 3f2 and the sidebands 

f2 + f1 and 2f2 – f1 will coincide at 15 MHz. This increased signal energy to a certain frequency also 

increases the sensitivity for detecting defects in materials. With four ultrasonic waves, different 

groups were formed, consisting of up to four fundamental frequencies, harmonic frequencies and 

sidebands. To evaluate the data reduced to one value, Nindex was proposed, which represents the 

summation of the nonlinearity parameters. The study presented in this chapter is also intended to 

compare the various excitation techniques with one another. Thus, the following concepts were 

experimentally tested on identical samples and compared: 
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 Single-frequency excitation 

 Dual-frequency excitation with constant frequencies 

 Dual-frequency excitation with a linearly increasing frequency 

 Four-frequency excitation with the grouping concept 

Plate samples made of Inconel 718 were used for experimental evidence, which were 

welded together using a special microwelding process to generate failures of different 

lengths on the samples. In addition, the turbine blades of a gas turbine were examined, 

where cracks formed during its operation. Investigations showed that sending two 

frequencies has considerable advantages over single-frequency excitation. With four 

frequencies and the application of the grouping concept, very good results were obtained 

for the nonlinearity parameters as a function of the crack size. 
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Abstract 

Nonlinear ultrasound crack detection methods are used as modern, non-destructive testing 

tools for inspecting early damage in various materials. Nonlinear ultrasonic wave 

modulation, where typically two or more frequencies are excited, was demonstrated to be 

a robust method for failure indicators when using measured harmonics and modulated 

response frequencies. The aim of this study is to address the capability of multi-frequency 

wave excitation, where more than two excitation frequencies are used, for better damage 

identification when compared to single and double excitation frequencies without the 

calculation of dispersion curves. The excitation frequencies were chosen in such a way 

that harmonic and modulated response frequencies meet at a specific frequency to amplify 

signal energy. A new concept of nonlinearity parameter grouping with multi-frequency 

excitation was developed as an early failure parameter. An analytical solution of the one-

dimensional wave equation was derived with four fundamental frequencies, and a total of 

64 individual and 30 group nonlinearity parameters. Experimental validation of the 

approach was conducted on metal plates with different types of cracks and on turbine 

blades where cracks originated under service conditions. The results showed that the use 

of multi-frequency excitation offers advantages in detecting cracks. 

  



5. Multi-Frequency Modulation 

132 

 

1. Introduction 

Linear ultrasound techniques are proven testing methods for inspecting components. The 

failure detection entails measuring changes in elastic properties such as the speed of 

sound, attenuation, transmission coefficient and reflection coefficient [1–3]. 

In 1964, Hikata et al. expanded this research and found that a sinusoidal ultrasonic 

wave distorts the fundamental frequency when it propagates in the presence of 

nonlinearities [4]. If an ultrasonic wave propagates into a solid body with the fundamental 

frequency and is disturbed during the propagation, harmonic frequencies are generated. 

When the amplitudes of these frequencies are measured and compared with the 

fundamental frequencies, these values represent an accurate indicator for detecting 

material changes [4]. When linear ultrasonic failure detection techniques reach their 

limits, nonlinear ultrasonic techniques revealed higher detection rates of incipient failures 

in materials [4, 5].  

The comparison of the amplitudes is conducted using derived nonlinearity 

parameters. Jhang et al. studied the second harmonic parameter β to explain its 

dependence on the wave shift, which enabled drawing conclusions about the material to 

be examined [6]. This work was extended by Frouin et al. [7], Rothenfusser et al. [8] and 

Yost et al. [9], who showed the direct dependence of the amplitudes of the fundamental 

frequency as well as the frequency of the second harmonic. The analytical derivations 

were conducted by Jeong et al. [10], while Ostrovky et al. investigated the nonlinearity 

parameters for geomaterials [11]. To determine the residual fatigue life of a component, 

Malfense Fierro and Meo developed the nonlinearity parameters for two superimposed 

frequencies [12–14], which was further developed by Jinpin et al. [15]. The third-order 

nonlinearity parameter with one driving frequency was derived from Amura and Meo 

[16]. The nonlinearity parameters of the second and third harmonic frequencies are shown 

in Equation (1) for one excitation frequency, where A is the amplitude of the fundamental 

frequency, A2 is the amplitude of the second harmonic frequency and A3 is the amplitude 

of the third harmonic frequency: 

The excitation with two different frequencies up to third-order nonlinearity was 

analytically derived and investigated [17]. A total of 12 derived nonlinearity parameters 

𝛽2𝑓 ∝
𝐴2

𝐴2
,  

𝛾3𝑓 ∝
𝐴3

𝐴3
.  

(1) 
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were successfully used to detect cracks in metal components and turbine blades 

(Equation (2)). The excitation with two different frequencies were defined with  

𝑢(1) = 𝐴1𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝐴2𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)], where A1 and A2 are the amplitudes 

and kf1 and kf2 are the wavenumbers of the fundamental frequencies f1 and f2. 𝐴𝑓1+𝑓2 are 

the amplitudes of the harmonic or modulated response frequencies: 

𝛾𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
3+𝐴1𝐴2

2,  

𝛾𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
3+𝐴1

2𝐴2
,  

𝛽2𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
2 ,  

𝛽2𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
2 ,  

𝛾3𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
3 ,  

𝛾3𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
3 ,  

𝛽𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
,  

𝛾2𝑓1±𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴1
2𝐴2
,  

𝛾2𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
2 .  

(2) 

An overview of current research developments relating to nonlinear vibroacoustic 

modulation techniques is shown in [18]. Van Den Abeele et al. used two superimposed 

frequencies for excitation and examined the harmonics of both waves and their sideband 

frequencies to detect cracks [19]. They also developed a technique to investigate the 

influence of damaged materials on the amplitude-dependent resonance frequency shifts 

[20]. These methods are based on the nonlinear interactions of low-frequency and high-

frequency waves. Straka et al. and Greenhall et al. worked on a nonlinear elastic wave 

modulation spectroscopy (NEWMS), where the effect of two superimposed waves was 

investigated, and low frequency and high frequency waves were combined to detect 

damage in components [21, 22]. Using time-reversal-based imaging methods, an 

application for non-destructive material testing (NDT) with two multi-frequency signals 

was developed [23]. A technique was presented where two signals are correlated to 

estimate the Time-of-Flight (ToF) for determining distance information [24]. Novak et 

al. developed a method to extract system reactions for the second and third harmonic 

frequencies with a nonlinear convolutional signal analysis [25]. Pfleiderer et al. 
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investigated the nonlinear response of subharmonics, ultra-subharmonics and ultra-

frequency pairs for detecting defects in components [26]. Abraham et al. used nonlinear 

multi-frequency ultrasound measurement to characterise grain size fluctuations and 

distributions in metal samples [27]. Gao et al. developed a method for estimating 

corrosion size, position and depth in aircraft structures based on a local multi-frequency 

wavenumber estimation [28]. Malfense Fierro and Meo developed a phased array 

technique where three frequencies were used to identify cracks. The initiate signal f2 is 

sent out to affect the dynamics of the crack topology. The subsequent transmitted pump 

signals f1 and f3 generate a modulation that can be used for crack detection, and it was 

demonstrated that using multiple frequency excitation improves crack detection 

capabilities [29]. 

Deng investigated shear horizontal (SH) mode propagation on solid plates, where 

two shear waves propagate vertically and parallel in the plate and intersect. If the phase 

velocity of the SH mode is equal to the longitudinal velocity of the plate material, this 

leads to a cumulative effect of the second harmonic excitation frequency [30, 31]. Pruell 

et al. showed that phase and group velocity matching can be used to generate acoustic 

nonlinearities to determine plasticity-driven fatigue damage [32, 33]. Approaches were 

developed where correction factors were integrated into the solution of the wave equation 

for other wave types [34, 35]. 

To show possibly occurring Lamb waves, Figure 1 reveals the dispersion diagram 

of the phase velocity for the material Inconel 718, which is examined in Section 4. Due 

to comparable behaviour, the group velocity was not shown in this context. The 

fundamental frequencies from 6 MHz to 10 MHz were used in parallel and represented 

by the S1 mode according to [32]. The S2 mode demonstrates the range of the second 

harmonic frequency (12 MHz to 20 MHz) and S3 the third harmonic frequency range 

(18 MHz to 30 MHz). It becomes clear that phase synchronization with several excitation 

frequencies in this frequency range is not possible. The difference in phase velocities 

decreases only at higher frequencies, such in the third harmonic frequency range. The 

integration of the modulated response frequencies would make synchronisation highly 

complex. 
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Figure 1. Dispersion curve – phase velocity. 

  In this paper the strength of the quasi-chaotic generation of harmonic and 

modulated response frequencies was clearly demonstrated where the dispersion curves 

are not considered. 

Different excitation concepts were compared to detect cracks in metal plates and 

on turbine blades. For this purpose, excitations with up to four frequencies were 

examined. In the case of quadruple excitation, a new concept of nonlinearity grouping 

was developed analytically. The fundamental frequencies were defined in such a way that 

several harmonics and sideband frequencies meet at certain frequencies to improve crack 

detection and classification. 

2. Multiple nonlinearity parameter 

2.1. Analytical approach 

To describe and evaluate the excitation with four frequencies, novel nonlinearity 

parameters up to the third order of nonlinearity were derived analytically in this section. 

Figure 2 demonstrates this excitation with the one-dimensional model. In the area 

of the defect, nonlinearities are generated, and these signals are received at the other end. 

  

Figure 2. Model - multi-frequency excitation. 
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  The one-dimensional wave equation was solved with four excitation frequencies. 

All harmonic frequencies and modulated response frequencies up to the third order were 

derived as well as the associated nonlinearity parameters, which include the amplitudes 

of the fundamental frequencies and the harmonic and sideband frequencies as variables. 

In the presence of nonlinearity, the stress σ is defined as: 

where E is Young's modulus, 휀 is the strain, 𝛽 is the second-order nonlinearity parameter 

and 𝛾 is the third-order nonlinearity parameter.  

Equation (4) is the one-dimensional wave equation with the assumption that 

longitudinal waves propagate in a thin circular rod and the attenuation is neglected: 

where 𝜌 is the mass density and u represents the displacement. The wave speed is defined 

as 𝑐 = √
𝐸

𝜌
 and the strain as 휀 =

𝜕𝑢

𝜕𝑥
. This is substituted into Equations (3) and (4) and leads 

to: 

Equation (5) is solved using the perturbation method; therefore, Equation (6) is used to 

find solutions for 𝑢(2) with the second-order parameter β and 𝑢(3) with the third-order 

parameter γ: 

𝑢 = 𝑢(1) + 𝑢(2) + 𝑢(3).  (6) 

According to Fourier, the assumption for 𝑢(1) for four excitation frequencies is: 

𝑢(1) = 𝐴1𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝐴2𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)] 

+𝐴3𝑠𝑖𝑛[𝑘𝑓3(𝑥 − 𝑐𝑡)] + 𝐴4𝑐𝑜𝑠[𝑘𝑓4(𝑥 − 𝑐𝑡)],  
(7) 

where A1,2,3,4 are the amplitudes and k1,2,3,4 are the wavenumbers of the four fundamental 

frequencies. The detailed derivations are documented in Appendix A. 

With an assumed constant wave propagation distance and wavenumber, the 

general expressions in Table 1 can be derived. The displacement u (Equations (A2) and 

(A5)) is interpreted as the accumulated amplitude of the harmonic 

frequency: u(x)=Af1+f2+f3+f4.  

𝜎 = 𝐸휀 +
𝐸𝛽

2
휀2 +

𝐸𝛾

6
휀3,  (3) 

𝜌
𝜕²𝑢

𝜕𝑡²
=
𝜕𝜎

𝜕𝑥
,  (4) 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2⏟      
Linear part

= 𝑐2𝛽
𝜕𝑢

𝜕𝑥

𝜕2𝑢

𝜕𝑥2⏟      
2𝑛𝑑 order

+
𝑐2𝛾

2
(
𝜕𝑢

𝜕𝑥
)
2 𝜕2𝑢

𝜕𝑥2⏟        
3𝑟𝑑 order⏟                

Nonlinear part

.  
(5) 
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Table 1.  Nonlinearity parameter of quadruple-excitation. 

Frequency Nonlinearity parameter 

𝑓𝑛 1 𝛾𝑓𝑛 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑛
3 + 𝐴𝑛(∑ 𝐴𝑖

2𝑛−1
𝑖=1 + ∑ 𝐴𝑖

24
𝑖=𝑛+1 )

 

2𝑓𝑛 1 𝛽2𝑓𝑛 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑛
2  

3𝑓𝑛 1 𝛽3𝑓𝑛 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑛
3  

𝑓𝑛 ± 𝑓𝑚 1,2 𝛽𝑓𝑛±𝑓𝑚 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑛𝐴𝑚
 

2𝑓𝑛 ± 𝑓𝑚 1,3 𝛾2𝑓𝑛±𝑓𝑚 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑛
2𝐴𝑚

 

𝑓𝑛 + 𝑓𝑚 ±𝑓𝑝 1,3 𝛾𝑓𝑛+𝑓𝑚±𝑓𝑝 ∝
𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴𝑚𝐴𝑛𝐴𝑝
 

1 𝑛,𝑚, 𝑝 ∈ {1, 2, 3, 4} 
2 𝑛 > 𝑚 
3 𝑛 ≠ 𝑚 ≠ 𝑝 

  The parameters β or γ were used depending on the degree of nonlinearity. In the 

following, δ is used overriding and independent of the degree of nonlinearity for all 

nonlinearity parameters. A comparison of the various nonlinearity parameters due to 

multi-frequency excitation is shown in Appendix B. 

2.2. Group parameters 

The choice of excitation frequencies is crucial to improving damage detection. The 

following criteria were defined for selecting the highest ( f4) and lowest frequency ( f1) in 

the multi-frequency analysis: 

 No frequency overlap: 𝑓4 ≠
𝑓1

2
 

 No frequencies with theoretical zero values and negative values: 𝑓4 >
𝑓1

2
 

 Sensor bandwidth 

With the defined criteria, the excitation frequencies f1 = 6.8 MHz, f2 = 7.3 MHz,  

f3 = 10 MHz and f4 = 12 MHz result in 64 individual harmonic and sideband frequencies. 

If the excitation frequency combination is chosen systematically (f1 = 6 MHz,  

f2 = 7.3 MHz, f3 = 8.7 MHz and f4 = 10 MHz), only 30 harmonic and sideband frequencies 

result. The signal energies of the various harmonic and sidebands add up at specific 

frequencies; therefore, the group parameters form a stronger indicator for the presence of 

nonlinearities. The nonlinearity parameters shown in Table 1 described individual values 

for each frequency. When different fundamental frequencies, harmonic frequencies and 
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sidebands coincide on a frequency, these parameters are no longer valid. The nonlinearity 

information of one frequency must be summarised on one nonlinearity parameter. For 

this purpose, the solutions from u(2) (Equation (A2)) and u(3) (Equation (A5)) were re-

examined for the grouped nonlinearity parameters. If, for example, the sideband 

frequencies f3–f1 and f4–f2 coincide at the frequency 2.6 MHz (Table 3), it can be assumed 

that the individually calculated nonlinearity parameters, δ, are identical at this point. The 

total displacement, according to Equations (A2) and (A5), is defined as: u=uf3–f1+uf4–f2, 

which is interpreted as the accumulated amplitude of the sideband frequency (2.6 MHz). 

Therefore, equations were solved for the new combined nonlinearity parameters. 30 new 

parameters were derived for this work, called group parameter δG. Table 2 to Table 5 

illustrate the groups with corresponding frequencies, the harmonic and sideband 

designation and the new group nonlinearity parameters δG.  

The derivation of this parameter is illustrated by Equation (8). For group 1, where 

only one harmonic or sideband per frequency were used, the parameters result from 

Equations (A2) and (A5). In group 2, two harmonics and sidebands always meet one 

frequency, which is described by the generalised shift of group 2 with uG2. The amplitudes 

A1 and A2 reveal the summary of the solutions from Equations (A2) and (A5) which 

should be solved. The placeholder 𝛤𝑓/ℎ/𝑠  represents the combination of fundamental, 

harmonic and sideband frequencies: 

𝑢𝐺2 = 𝐴1
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠1

)(𝑥 − 𝑐𝑡)] 𝑥+𝐴2
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠2

)(𝑥 − 𝑐𝑡)] 𝑥,  

𝑢𝐺3 = 𝐴1
𝑠𝑖𝑛

𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠1

)(𝑥 − 𝑐𝑡)] 𝑥 

+𝐴2
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠2

)(𝑥 − 𝑐𝑡)] 𝑥+𝐴3
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠3

)(𝑥 − 𝑐𝑡)] 𝑥, 

𝑢𝐺4 = 𝐴1
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠1

)(𝑥 − 𝑐𝑡)] 𝑥+𝐴2
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠2

)(𝑥 − 𝑐𝑡)] 𝑥 

+𝐴3
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠3

)(𝑥 − 𝑐𝑡)] 𝑥 + 𝐴4
𝑠𝑖𝑛
𝑐𝑜𝑠
[(𝛤𝑓/ℎ/𝑠4

)(𝑥 − 𝑐𝑡)] 𝑥.  

(8) 

This procedure was also used for the further displacement terms 𝑢𝐺3 and 𝑢𝐺4. 
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Table 2.  Nonlinearity parameter group 1, δG1. 

Group 𝑨𝒙 
Frequency 

[MHz] 
𝜞𝒇/𝒉/𝒔𝒙

 Nonlinearity parameter group 

𝜹𝑮 

1 

1 2 2f1–f4 𝛿𝐺1
1 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
2𝐴4

  

1 4 f4–f1 𝛿𝐺1
2 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4𝐴1
  

1 12 2f1 𝛿𝐺1
3 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
2   

1 13.3 f2+f1 𝛿𝐺1
4 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2𝐴1
  

1 14 2f4–f1 𝛿𝐺1
5 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4
2𝐴1

  

1 18 3f1 𝛿𝐺1
6 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
3   

1 18.7 f4+f3 𝛿𝐺1
7 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4𝐴3
  

1 19.3 2f1+f2 𝛿𝐺1
8 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
2𝐴2

  

1 20 2f4 𝛿𝐺1
9 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4
2   

1 28.7 2f4+f3 𝛿𝐺1
10 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4
2𝐴3

  

1 30 3f4 𝛿𝐺1
11 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4
3   

Table 3.  Nonlinearity parameter group 2, δG2. 

Group 𝑨𝒙 
Frequency 

[MHz] 
𝜞𝒇/𝒉/𝒔𝒙

 Nonlinearity parameter group 

𝜹𝑮 

2 

1 
2.6 

f3–f1 𝛿𝐺2
1 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3𝐴1+𝐴4𝐴2
  

2 f4–f2 

1 
3.3 

f1+f2–f4 𝛿𝐺2
2 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1𝐴2𝐴4+𝐴1
2𝐴3

  
2 2f1–f3 

1 
12.6 

f3+f4-f1 𝛿𝐺2
3 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3𝐴4𝐴1+𝐴4
2𝐴2

  
2 2f4–f2 

1 
14.7 

2f2 𝛿𝐺2
4 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2
2+𝐴3𝐴1

  
2 f3+f1 

1 
16 

f4+f1 𝛿𝐺2
5 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4𝐴1+𝐴3𝐴2
  

2 f3+f2 

1 
17.3 

2f3 𝛿𝐺2
6 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
2+𝐴4𝐴2

  
2 f4+f2 

1 
20.7 

2f1+f3 𝛿𝐺2
7 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
2𝐴3+𝐴2

2𝐴1
  

2 2f2+f1 

1 
27.3 

2f3+f4 𝛿𝐺2
8 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
2𝐴4+𝐴4

2𝐴2
  

2 2f4+f2 
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Table 4.  Nonlinearity parameter group 3, δG3. 

Group 𝑨𝒙 
Frequency 

[MHz] 
𝜞𝒇/𝒉/𝒔𝒙

 Nonlinearity parameter group 

𝜹𝑮 

3 

1 

1.3 

f2–f1 
𝛿𝐺3
1 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2𝐴1+𝐴3𝐴2+𝐴4𝐴3
  2 f3–f2 

3 f4–f3 

1 

6 

f1 
𝛿𝐺3
2 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴1
3+𝐴1𝐴2

2+𝐴1𝐴3
2+𝐴1𝐴4

2+𝐴2
2𝐴3+𝐴2𝐴3𝐴4

  2 2f2–f3 

3 f2+f3–f4 

1 

10 

f4 
𝛿𝐺3
3 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴4
3+𝐴1

2𝐴4+𝐴2
2𝐴4+𝐴3

2𝐴4+𝐴3
2𝐴2+𝐴2𝐴3𝐴1

  2 2f3–f2 

3 f2+f3–f1 

1 

22 

3f2 
𝛿𝐺3
4 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2
3+𝐴1

2𝐴4+𝐴1𝐴2𝐴3
  2 2f1+f4 

3 f1+f2+f3 

1 

23.3 

2f2+f3 
𝛿𝐺3
5 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2
2𝐴3+𝐴3

2𝐴1+𝐴1𝐴2𝐴4
  2 2f3+f1 

3 f1+f2+f4 

1 

24.7 

2f2+f4 
𝛿𝐺3
6 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2
2𝐴4+𝐴3

2𝐴2+𝐴1𝐴3𝐴4
  2 2f3+f2 

3 f1+f3+f4 

1 

26 

3f3 
𝛿𝐺3
7 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
3+𝐴4

2𝐴1+𝐴2𝐴3𝐴4
  2 2f4+f1 

3 f2+f3+f4 

Table 5.  Nonlinearity parameter group 4, δG4. 

Group 𝑨𝒙 
Frequency 

[MHz] 
𝜞𝒇/𝒉/𝒔𝒙

 Nonlinearity parameter group 

𝜹𝑮 

4 

1 

4.6 

2f2–f4 

𝛿𝐺4
1 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴2
2𝐴4+𝐴1𝐴2𝐴3+𝐴1𝐴3𝐴4+𝐴1

2𝐴2
  

2 f1+f2–f3 

3 f1+f3–f4 

4 2f1–f2 

1 

7.3 

2f3–f4 

𝛿𝐺4
2 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
2𝐴4+𝐴2

3+𝐴1
2𝐴2+𝐴2𝐴3

2+𝐴2𝐴4
2+𝐴1𝐴3𝐴2+𝐴1𝐴4𝐴3

  
2 f2 

3 f1+f3–f2 

4 f1+f4–f3 

1 

8.7 

f3 

𝛿𝐺4
3 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
3+𝐴1

2𝐴3+𝐴2
2𝐴3+𝐴3𝐴4

2+𝐴2
2𝐴1+𝐴2𝐴4𝐴3+𝐴1𝐴4𝐴2

  
2 2f2–f1 

3 f2+f4–f3 

4 f1+f4–f2 

1 

11.3 

2f3–f1 

𝛿𝐺4
4 =

𝐴𝑓1+𝑓2+𝑓3+𝑓4

𝐴3
2𝐴1+𝐴2𝐴4𝐴1+𝐴3𝐴4𝐴2+𝐴4

2𝐴3
  

2 f2+f4–f1 

3 f3+f4–f2 

4 2f4–f3 

  If several harmonics or sidebands meet on one frequency, it was expected that the 

signal energy increases at this point. This assumption was proved experimentally, and the 

groupings were conducted with two frequencies for comparison. In this case, the 

previously defined criteria for frequency combination selection do not apply. The 

frequencies f1 = 5 MHz and f2 = 10 MHz are selected for the experiments (Figure 3). 
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Figure 3. Sensor arrangement – evidence signal grouping. 

  Using the pulse generator Rigol DG1022Z, the sinus signals were sent to the 

sensor Olympus A5013. The same sensor was used on the receiving side. Table 6 

illustrates the fundamentals, harmonics and sidebands with the corresponding frequencies 

and groupings. With this frequency combination, there are several harmonics and 

sidebands at the frequencies 5 MHz, 10 MHz, 15 MHz and 20 MHz. 

Table 6.  Signal grouping. 

Group Γf/h/s Frequency [MHz] 

— 2f1–f2 0 

1 
f1 5 

f2–f1 5 

2 
f2 10 

2f1 10 

3 

3f1 15 

f2+f1 15 

2f2–f1 15 

4 
2f2 20 

2f1+f2 20 

— 2f2+f1 25 

— 3f2 30 

  The first measurement was separately executed with one frequency f1 and f2. In 

the frequency spectrum, the amplitudes were measured at positions f1/2, 2f1/2 and 3f1/2 

(Figures 4a, b). The same experiments were repeated using two superimposing 

frequencies (f1 and f2) transmitted in parallel (Figure 4c). For this purpose, 100 signals 

were sent out, an average frequency spectrum was formed and the corresponding 

amplitudes were evaluated. 

 

Figure 4. Grouping spectra: (a) f1 = 5 MHz; (b) f2 = 10 MHz; (c) f1 = 5 MHz and f2 = 10 MHz. 
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  The signal energies were calculated from the measured amplitudes and shown as 

a comparison in Figure 5. The signal energy resulting from the excitation with one 

frequency is on the left side of the graphs (1f), while the energy from the two-frequency 

excitation is demonstrated on the right (2f). It is evident that more energy was transmitted 

in the multi-harmonic and sideband grouped signals (2f). 

 

Figure 5. Energy comparison: (a) group 1 (5 MHz); (b) group 2 (10 MHz); (c) group 3 (15 MHz);  

(d) group 4 (20 MHz). 

2.3. Evaluation parameter 

The aim of this work is to demonstrate a practicable application of the multi-frequency 

excitation and compare the results with one, two and four excitation frequencies.  

In other research, the total sums of the fundamental frequencies and those of the 

harmonic and sideband frequencies were compared for evaluation (Equation (9)) [17, 36]: 

𝐸 = ∫ |�̂�(𝑓𝑛)|
2𝑑𝑓𝑛

∞

−∞
∝ ∑|𝐴𝐹| + ∑|𝐴𝐻| ∝ ∑|𝐸𝐹| + ∑|𝐸𝐻|,  (9) 

where E is the energy, x̂ is the signal, AF are the fundamental amplitudes, and AH are the 

harmonic amplitudes, 𝐸𝐹 is the signal energy of the fundamental frequencies and 𝐸𝐻 is 

the energy of the harmonic signal. This approach may not be applicable with the four 

frequency excitation, however, because the grouping of the fundamental frequencies as 

well as the harmonic and sideband frequencies may overlap. Another possibility of 

evaluation with the same disadvantages is to use the acoustic moment concept, which is 

the integral of the power spectral density (PSD) function of a signal [37, 38]. 

In addition to the nonlinearity parameters, the comparison value Nindex was 

introduced for this purpose. This is a summation of the parameter values 𝛿 

(Equation (10)): 

𝑁𝑖𝑛𝑑𝑒𝑥
(1𝑓,2𝑓,2𝑓−𝑠𝑤𝑒𝑝𝑡,4𝑓)

= ∑ |𝛿𝑛|
𝑚
𝑛=1 ,  (10) 

where m is the total number of nonlinearity parameters of the individual measurements. 
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3. Proof of the use of the one-dimensional wave 

equation 

The derived nonlinearity parameters are based on one-dimensional wave propagation, and 

it was examined whether this model can also be applied to multi-dimensional 

applications. A round bar made of the material 1.4571 with a diameter of 5 mm and length 

of 100 mm was used to simulate a one-dimensional model. To generate artificial contact 

nonlinearities, the sample was cut in the middle and glued back together. At an area of 

1 mm wide, no glue was used so that the two halves had metallic contact. For the 

measurements, the Olympus sensor A109S were used to send the longitudinal waves into 

the sample via the front side and to receive them on the other side (Figure 6). 

One frequency (6 MHz), two frequencies (6 and 10 MHz) and 4 frequencies (6, 

7.3, 8.7 and 10 MHz) were sent according to the group derivation from Section 2.2. The 

signals were generated with Rigol DG1022Z pulse generators over two channels each and 

an input voltage of 150 V. The output signal was amplified with the Phoenix ISL 40 dB 

amplifier. 

 

Figure 6. Experimental setup - longitudinal waves. 

  These tests were also conducted with a reference sample without damage for 

comparison. The nonlinearity parameters were calculated from these measurements, and 

the determined Nindex values are shown in Figure 7a. To clarify the comparison of the 

excitation methods, the normalised view was also selected (Figure 7b). It becomes clear 

that the difference with the 4f excitation is stronger than with the 1f excitation. 

 

Figure 7. Evaluation: (a) Nindex; (b) normalised Nindex. 
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4. Experimental investigation – plate samples 

In this section, the analytical derivations were proven experimentally and compared with 

the different excitation concepts. 

4.1. Experimental setup 

Identical test setups were installed for all experiments (Figure 8a), where two Rigol 

DG1022Z pulse generators were used for signal generation. Each device had two output 

channels to send the single or superimposed frequencies to the sending sensor. For 

synchronisation, both devices were connected to each other via the trigger inputs and 

outputs. The combined signals were amplified with the amplifier Falco WMA-300. The 

S1 sensor was the Olympus A5013. The same sensor was used to receive the signal (R1), 

which was amplified with the Phoenix ISL 40 dB amplifier and sent to the Picoscope 

4424 oscilloscope. The post-processing was conducted from this position. 

Figure 8b reveals the experimental setup. The sensors were held in an additively 

manufactured holder and always ensured precise alignment. Two clamps were used for a 

certain contact pressure, and standard contact gel was applied under the sensors for better 

contact. 

  

Figure 8. Experimental setup: (a) scheme; (b) sensor arrangement. 

  The samples used were Inconel 718 plates with the dimensions  

2 mm × 70 mm × 30 mm, which consist of two plates connected using a special micro 

laser welding process. Samples with a defect width of 5, 2 and 1 mm were used and 

arranged centrally (Figure 9). Due to these artificial defects, contact nonlinearities were 

generated and evaluated, and reference samples without defects were available for 
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comparison. Six variants of each sample were examined and the arithmetic mean values 

processed. 

 

Figure 9. Specimen: (a) X1 - reference sample; (b) 1M - failure size: 1 mm; (c) 2M - failure size: 2 mm;  

(d) 5M - failure size: 5 mm. 

4.2. One-frequency excitation 

In this section, the excitation via single frequencies was examined. A 6 MHz frequency 

signal and a 10 MHz signal were separately sent to the samples (Figure 10). 

 

Figure 10. Excitation frequencies: (a) f1 = 6 MHz; (b) f1 = 10 MHz. 

  The second and third harmonic frequencies were considered accordingly. When 

6 MHz is excited, the nonlinearity parameters of samples 1M and 2M increase 

significantly (Figure 11a). A form of saturation was observed as the values drop in the 

5M sample. With the nonlinearity parameters of the third harmonic frequency, the value 

for the 1M sample decreases and then continuously increases for the other samples (2M 

and 5M). If the samples are sonicated with 10 MHz, a downward trend for both the second 

and third harmonic frequencies was given. Only the 5M sample demonstrated a 

significant increase in nonlinearities compared to the reference sample (Figure 11b). 

 

Figure 11. Nonlinearity parameter: (a) f1 = 6 MHz; (b) f1 = 10 MHz. 
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4.3. Two-frequency excitation 

4.3.1. Constant frequencies 

If two frequencies emitted in parallel are used, the evaluation becomes more complex 

since a total of 12 harmonic and sideband frequencies are formed which can be evaluated. 

This technique was successfully used and proven in [17]. A 6 MHz and 10 MHz signal 

were generated, superimposed and sent via sensor S1. If the waves overlap, harmonic 

frequencies and more complex modulated response frequencies were generated, which 

are evaluated in the following. To compensate the overlapping effects of alternating 

compressive and tensile stresses on the various sine waves, 100 signals were transmitted 

per experiment and the mean values of the amplitudes were evaluated. 

 

Figure 12. Excitation frequencies: f1 = 6 MHz, f2 = 10 MHz. 

  Figure 13 reveals the evaluation of the nonlinearity parameters, and all 

demonstrate a change compared to the reference sample. The parameter value δ2f2 

showed a clear pattern depending on the crack size. This phenomenon was moreover 

observed in [17, 36], where the largest nonlinearities were not generated for the largest 

crack. These are strongly dependent on the fundamental frequencies and illustrate 

significantly more influence with the 1M and 2M samples.  

 

Figure 13. Nonlinearity parameter. 
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4.3.2. Linear increasing frequency 

To investigate as many frequency combinations as possible, the concept of linearly 

increasing frequencies was also explored. A constant frequency of 10 MHz was 

transmitted via the sensor S1, and a 6 MHz signal was sent in parallel, which increases 

linearly to 10 MHz over a period of 60 seconds. The signals were received by sensor R1 

(Figure 14), and 60 measurements per second were recorded. 

 

Figure 14. Excitation frequencies: f1 = 6 to 10 MHz, f2 = 10 MHz. 

  In Figure 15 to Figure 19, the nonlinearity parameters are shown for the individual 

harmonics and sidebands.  

In Figure 15a, the x-axis illustrates the actual increasing frequency combination 

starting with 6/10 MHz up to 10/10 MHz. At the excitation frequencies of 8.4/10 MHz, 

the values of the 5M sample increase drastically. The values of the 1M sample are 

consistently higher than those of the 2M sample, while the reference values are always 

lower except for a peak at 7.4/10 MHz. With parameter δ2f2 (Figure 15b), there were 

increased nonlinearities in the 5M sample at the frequency combinations 6.4/10 MHz, 

9.25/10 MHz and 9.6/10 MHz; therefore, the 1M sample reveals smaller peaks at 

6.4/10 MHz and 7.8/10 MHz. 

 

Figure 15. Nonlinearity parameter: (a) δ2f1; (b) δ2f2. 

  The third harmonic frequency of the sample 1M demonstrates several significant 

points at δ3f1 (Figure 16a). With δ3f2, increased material nonlinearities were detected in 

the reference sample at the start of the measurement. In the further course, several peaks 

of the 5M sample arise again (Figure 16b). 
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Figure 16. Nonlinearity parameter: (a) δ3f1; (b) δ3f2. 

  In Figure 17a, the strength of the dual frequency excitation with a modulated 

response parameter becomes clear. A comparison demonstrates that the δf2–f1 values for 

the 1M sample as well as for the 2M and 5M samples reveal significant increases in 

nonlinearity. For the parameter δf2+f1, all samples reveal peaks from different frequency 

excitation combinations (Figure 17b). 

 

Figure 17. Nonlinearity parameter: (a) δf2–f1; (b) δf2+f1. 

  The parameter δ2f1–f2 (Figure 18a) demonstrates a clear crack-predicting 

behaviour. All damaged samples reveal nonlinear features. The previously shown 

nonlinearity behaviour is continued in (Figure 18b), with clear nonlinear signature 

particularly in the frequency range 9/10 MHz to 10/10 MHz. 

 

Figure 18. Nonlinearity parameter: (a) δ2f1–f2; (b) δ2f1+f2. 
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In Figure 19a, the sample 1M stands out again due to increased parameter values. In the 

higher frequency combination range, the damage of the samples 2M and 5M could be 

identified. Of all parameters, 2f2+f1 (Figure 19(b)) best demonstrates the nonlinearity 

increases as a function of the crack size. Although higher values were required from the 

frequency combination 7/10 MHz, the clearest results are from 8.6/10 MHz to 

10/10 MHz. 

 

Figure 19. Nonlinearity parameter: (a) δ2f2–f1; (b) δ2f2+f1. 

4.4. Four-frequency excitation 

Four frequencies were sent into the sample with sensor S1 (Figure 20). The frequency 

selection should relate to the concept of frequency grouping (Section 2.2). 

 

Figure 20. Excitation frequencies: f1 = 6 MHz, f2 = 7.3 MHz, f3 = 8.7 MHz, f4 = 10 MHz. 

  In Figure 21 to Figure 24, the nonlinearity parameters were shown separately with 

the different groupings. Figure 21 demonstrates all nonlinearity parameters for one 

frequency (Table 2). The parameter values of the damaged samples usually differ 

significantly from those of the reference sample. With the 5M sample, insufficient 

nonlinearities are generated to observe a clear change to the reference sample. For the 

parameters δ2f1, δf2+f1, δ2f4–f1, δ3f1, δ2f1+f2, δ2f4+f3 and δ3f4, the values of the reference 

sample and the damaged 5M sample are on the same level. With this nonlinearity group, 

frequencies with a large bandwidth from 2 MHz to 30 MHz were considered. 
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Figure 21. Nonlinearity parameter – δG1. 

  In the nonlinearity grouping with 2 frequencies (Table 3), eight parameters were 

evaluated (Figure 22), with a clear change to the reference sample. At 12.6 MHz  

(δf3+f4–f1/δ2f4–f2), 14.7 MHz (δ2f2/δf3+f1), 16 MHz (δf4+f1/δf3+f2), 17.3 MHz  

(2f3/δf4+f2) and 20.7 MHz (δ2f1+f3/δ2f2+f1), there is an increase in the nonlinearity 

parameters as a function of the crack size. The bandwidth ranges from 2.6 MHz to 

27.3 MHz. 

 

Figure 22. Nonlinearity parameter – δG2. 

  Figure 23 demonstrates the frequencies where three nonlinearity parameters meet 

(Table 4). This group consists of 7 frequencies covering a bandwidth from 1.3 MHz to 

26 MHz. These results revealed the strength of the multiple harmonic and modulated 

response frequencies on one frequency. They reflect the size of the cracks in the samples, 

with exception of the higher frequencies (23.3 MHz, 24.7 MHz and 26 MHz). Contrary 
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to group 1, an increase in the parameter values of the 5M sample is given; however, the 

values remain below the 1M and 2M samples. 

 

Figure 23. Nonlinearity parameter – δG3. 

  The group with four nonlinearity parameters per frequency is shown in Figure 24 

(Table 5), which was revealed in a narrower frequency range from 4.6 MHz to 11.3 MHz. 

This illustrated that the energy of four fundamental, harmonic and sideband frequencies 

are combined at one frequency, which is why this group has the greatest influence in the 

evaluation. At 7.3 MHz and 8.7 MHz, two fundamental frequencies are included. At 

4.6 MHz, the values of the 5M sample decrease. The other frequencies reveal the 

nonlinearity parameters as a function of the crack size. 

 

Figure 24. Nonlinearity parameter – δG4. 
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4.5. Results and discussion 

The various excitation techniques are compared in this section. Therefore, Figure 25 

illustrates all Nindex values. Since the reference sample X1 represents the basis of 

comparison (Nindex = 0), only the difference to these values were shown. If the values are 

higher than zero, the nonlinearities increase; if they are smaller, the nonlinearities 

decrease. The values drop sharply with single-frequency excitation at 10 MHz. Only the 

values of the 5M sample are in the positive range. The 6 MHz excitation provided better 

values, even if the values of the 1M sample are minimally below the value of the reference 

sample. The constant excitation with two frequencies reveals a clear increase in the 

values, which, however, decrease in the still-positive range for the 5M sample. The 

arithmetic mean of all measurement data was used to evaluate the swept values. The Nindex 

of the 2M sample is on the same level as the reference sample. In this graphic, it was only 

possible to deliver a course as a function of the crack size with the quadruple-excitation. 

 

Figure 25. Comparison Nindex values. 

5. Experimental investigation - turbine blades 

In the previous section, the various excitation philosophies were tested on metal plates 

with artificial defects. In this section, turbine blades with cracks on the trailing edges were 

examined using the different excitation concepts. 

5.1. Experimental setup 

Four Inconel 628 turbine blades from an industrial gas turbine were used for this study. 

Three blades had cracks on the trailing edges on different positions (Figure 26), while one 

blade was unused and undamaged and serves as a reference for comparison. These blades 

are cooled internally, with the cooling air directed into the blade via the blade root and 

exiting via various outlet slots at the trailing edge following the serpentine cooling. 
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Figure 26 illustrates the blades used with the crack position and Table 7 the corresponding 

crack lengths. 

 Table 7.  Overview - turbine blades. 

Blade 

Crack position 

[cooling air outlet 

chamber (Figure 26)] 

Crack 

length 

[mm] 

B292 — — 

B046 2 6.0 

B254 3 6.8 

B286 6 6.1 
 

Figure 26. Damaged turbine blades. 

  The experimental setup was implemented as described in Section 4. The emitting 

sensor S1 was positioned in the area of the inner shroud on a smooth area on the blade 

airfoil (Figure 27a). The receiving sensor R1 was located opposite, near the outer shroud. 

Using an additively manufactured sensor holder, the sensors are held in the same position 

during all tests, and an identical measuring distance was ensured (Figure 27b). 

 

Figure 27. Measurements turbine blades: (a) sensor orientation; (b) experimental setup. 

5.2. Measurements with results and discussion 

Figure 28 revealed the excitation with a frequency of 6 MHz (Figure 28a) and 10 MHz 

(Figure 28b). When excited with 6 MHz, the second harmonic parameter δf2 demonstrates 

a clear increase in nonlinearities; the 10 MHz excitation, however, hardly allows 

conclusions to be drawn about the damage. 
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Figure 28. Nonlinearity parameter: (a) f1 = 6 MHz; (b) f1 = 10 MHz. 

  The dual frequency excitation with 6 MHz and 10 MHz clearly reveals increases 

in nonlinearity (Figure 29). 

 

Figure 29. Nonlinearity parameter. 

  In Figure 30 and Figure 31, the most relevant results are demonstrated with swept 

signals. It is noticeable that the reference blades (B292) also have a higher degree of 

nonlinearity peaks (Figure 30a). Using an excitation frequency combination starting with 

8.2/10 MHz, both the reference blade B292 and blade B286 show harmonics. Further 

significant increases in the nonlinearity parameters were measured for all damaged 

blades. As with the metal plate samples, the excitation frequency combinations from 

8/10 MHz lead to considerable increases in the nonlinearity parameters. Blade B254 

achieved the highest values for both δ2f1 and parameter δ3f1 (Figure 30b). 
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Figure 30. Nonlinearity parameter: (a) δ2f1; (b) δ3f1. 

  The results of two modulated response parameters (δ2f2±f1) are illustrated in 

Figure 31. The blade B254 reveals the highest nonlinear values. The crack can also be 

diagnosed for blades B046 and B286 by the increased nonlinearity values. 

 

Figure 31. Nonlinearity parameter: (a) δ2f1–f2; (b) δ2f1+f2. 

  When evaluating the excitation with four frequencies, the procedure described in 

Section 2.2 was followed. The grouping of the nonlinearity parameters was used for crack 

detection. Figure 32 illustrates group 1, with one nonlinearity parameter per frequency. 

The parameters δf4–f1, δ2f4–f1, δ3f1, δf4+f3, δ2f4, δ2f4+f3 and δ3f4 reveal a clear increase 

in the nonlinearity parameters and allow a positive crack prognosis. 

 

Figure 32. Nonlinearity parameter – δG1. 
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  If two parameters decrease on one frequency (Figure 33), the results are strong, 

showing that detecting cracks was possible with this group evaluation alone. 

 

Figure 33. Nonlinearity parameter – δG2. 

  This behaviour continues and is also shown in the nonlinearity group 3 

(Figure 34). Only δ3f2 failed to clearly detect the crack on the blade B046. 

 

Figure 34. Nonlinearity parameter – δG3. 

  As in Section 4, the differences between the various parameter values have 

become smaller (Figure 35). Because the signal energies of four fundamental, harmonic 

and modulated response parameters each coincide on one frequency, this group approach 

provides the strongest informative value. 
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Figure 35. Nonlinearity parameter – δG4. 

  In Figure 36, the normalised Nindex values for the different processes are used for 

evaluation again. If only one frequency is used for excitation, a crack forecast with these 

values is hardly possible; if two frequencies are used, both constant excitation and 

excitation by means of swept signals reveal a comparable, increasing behaviour; and with 

four frequency excitations, these values increase continuously. 

  In most of the measurements, the B254 blade revealed the highest values. 

Although this blade had the longest crack with a crack length of 6.8 mm, the high 

nonlinearities can have various causes. Compared to the plate metal samples, the position 

of the cracks on the blades is variable. The crack of the blades B046 is only 5 mm behind 

the sensors, and the distance increases accordingly up to blade B286. In addition, real 

cracks behave differently, and many factors can lead to an increase of nonlinearities. The 

decisive factor is whether the crack is closed or open, and it is furthermore crucial how 

the asperities of the crack topography are in contact and how much of them are in 

interaction [39, 40]. 

 

Figure 36. Comparison Nindex values. 
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6. Conclusion 

A comparison of various nonlinear ultrasonic wave modulation techniques was presented. 

The tests were conducted on metal plates, with artificially generated cracks and on turbine 

blades with real cracks. 

When using one excitation frequency, the results for both the plate samples and 

turbine blades were not convincing and showed that selecting the appropriate 

fundamental frequency is crucial to the success of the measurement.  

The parallel excitation with two frequencies provides a total of 12 nonlinearity 

parameters to evaluate the components, and the new Nindex values was used as a 

comparison with the other excitation techniques. For the plate samples, some nonlinearity 

parameters revealed a clear increase depending on the crack size. With the two-frequency 

excitation with a linearly increasing signal, the informative value of the failures had not 

improved in comparison. 

The four-frequency excitation was analytically solved using the extended one-

dimensional wave equation. A total of 64 individual nonlinearity parameters were 

derived. Furthermore, the four fundamental frequencies were chosen so that as many 

different fundamental frequencies, harmonic frequencies and sidebands as possible meet 

at one frequency. The concept of grouping nonlinear parameters simplifies the evaluation 

with a total of 30 nonlinearity parameters, which facilitates identifying a defect in the 

material. This behaviour and advantages were proven experimentally. The Nindex values 

of these measurements demonstrated behaviour as a function of the crack size. It was 

shown that, especially with the quasi-chaotic frequency evaluation, detecting the failure 

is possible without calculating dispersion curves. 

The use of four fundamental frequencies offers clear advantages in detecting 

defects in materials by pairing with the frequency grouping method. 

Appendix A 

This section includes the further derivation for the solution of the one-dimensional wave 

equation with four excitation frequencies up to the third order of nonlinearity 

(Section 2.1). 

Substituting Equation (7) in the right side of Equation (5) with the second-order 

nonlinearity parameter β and making further transformations with trigonometric formulas 

lead to: 
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𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
=  

𝑐2𝛽

(

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

−
1

2
𝐴1
2𝑘𝑓1

3 𝑠 𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)]

+
1

2
𝐴2
2𝑘𝑓2

3 𝑠 𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]

−
1

2
𝐴3
2𝑘𝑓3

3 𝑠 𝑖𝑛[𝑘𝑓3(𝑥 − 𝑐𝑡)]

+
1

2
𝐴4
2𝑘𝑓4

3 𝑠 𝑖𝑛[𝑘𝑓4(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴2𝑘𝑓1𝑘𝑓2(𝑘𝑓2 − 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴2𝑘𝑓1𝑘𝑓2(𝑘𝑓2 + 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴3𝑘𝑓1𝑘𝑓3(𝑘𝑓3 − 𝑘𝑓1) 𝑠𝑖𝑛[(𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴3𝑘𝑓1𝑘𝑓3(𝑘𝑓3 + 𝑘𝑓1) 𝑠𝑖𝑛[(𝑘𝑓3 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴4𝑘𝑓1𝑘𝑓4(𝑘𝑓4 − 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴1𝐴4𝑘𝑓1𝑘𝑓4(𝑘𝑓4 + 𝑘𝑓1) 𝑐𝑜𝑠[(𝑘𝑓4 − 𝑘𝑓1)(𝑥 + 𝑐𝑡)]

+
1

2
𝐴2𝐴3𝑘𝑓2𝑘𝑓3(𝑘𝑓3 − 𝑘𝑓2) 𝑐𝑜𝑠[(𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴2𝐴3𝑘𝑓2𝑘𝑓3(𝑘𝑓3 + 𝑘𝑓2) 𝑐𝑜𝑠[(𝑘𝑓3 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

+
1

2
𝐴2𝐴4𝑘𝑓2𝑘𝑓4(𝑘𝑓4 − 𝑘𝑓2) 𝑠𝑖𝑛[(𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

+
1

2
𝐴2𝐴4𝑘𝑓2𝑘𝑓4(𝑘𝑓4 + 𝑘𝑓2) 𝑠𝑖𝑛[(𝑘𝑓4 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴3𝐴4𝑘𝑓3𝑘𝑓4(𝑘𝑓4 − 𝑘𝑓3) 𝑐𝑜𝑠[(𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]

−
1

2
𝐴3𝐴4𝑘𝑓3𝑘𝑓4(𝑘𝑓4 + 𝑘𝑓3) 𝑐𝑜𝑠[(𝑘𝑓4 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)])

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

.  
(A1) 

Based on this expression and according to [17], the following solution results for u(2): 

𝑢(2) = −
𝛽𝐴1

2𝑘𝑓1
2

8
𝑐𝑜𝑠[2𝑘𝑓1(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴2
2𝑘𝑓2
2

8
𝑐𝑜𝑠[2𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

−
𝛽𝐴3

2𝑘𝑓3
2

8
𝑐𝑜𝑠[2𝑘𝑓3(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴4
2𝑘𝑓4
2

8
𝑐𝑜𝑠[2𝑘𝑓4(𝑥 − 𝑐𝑡)]𝑥  

+
𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴1𝐴2𝑘𝑓1𝑘𝑓2

4
𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥  

+
𝛽𝐴1𝐴3𝑘𝑓1𝑘𝑓3

4
cos[(𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥 −

𝛽𝐴1𝐴3𝑘𝑓1𝑘𝑓3

4
cos[(𝑘𝑓3 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥  

−
𝛽𝐴1𝐴4𝑘𝑓1𝑘𝑓4

4
sin[(𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥 −

𝛽𝐴1𝐴4𝑘𝑓1𝑘𝑓4

4
sin[(𝑘𝑓4 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)] 𝑥  

−
𝛽𝐴2𝐴3𝑘𝑓2𝑘𝑓3

4
sin[(𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴2𝐴3𝑘𝑓2𝑘𝑓3

4
sin[(𝑘𝑓3 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)] 𝑥  

−
𝛽𝐴2𝐴4𝑘𝑓2𝑘𝑓4

4
cos[(𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴2𝐴4𝑘𝑓2𝑘𝑓4

4
cos[(𝑘𝑓4 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)] 𝑥  

+
𝛽𝐴3𝐴4𝑘𝑓3𝑘𝑓4

4
sin[(𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)] 𝑥 +

𝛽𝐴3𝐴4𝑘𝑓3𝑘𝑓4

4
sin[(𝑘𝑓4 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)] 𝑥.  

(A2) 

The solution of Equation (5) should now be extended by the cubic nonlinearity parameter 

γ to obtain an encompassing description of the nonlinearity parameters. Substituting 

Equation (7) into the right side of Equation (5) in the third-order nonlinearity parameter 

γ gives: 
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𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
=  

𝑐2𝛾

2
[(
𝐴1𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] + 𝐴2𝑐𝑜𝑠[𝑘𝑓2(𝑥 − 𝑐𝑡)]  +

𝐴3𝑠𝑖𝑛[𝑘𝑓3(𝑥 − 𝑐𝑡)] + 𝐴4𝑐𝑜𝑠[𝑘𝑓4(𝑥 − 𝑐𝑡)]
)

2

  

(
−𝐴1𝑘𝑓1

2𝑠𝑖 𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)] − 𝐴2𝑘𝑓2
2𝑐𝑜 𝑠[𝑘2(𝑥 − 𝑐𝑡)]

−𝐴3𝑘𝑓3
2𝑠𝑖 𝑛[𝑘𝑓3(𝑥 − 𝑐𝑡)] − 𝐴4𝑘𝑓4

2𝑐𝑜 𝑠[𝑘4(𝑥 − 𝑐𝑡)]
)].  

(A3) 

Transformation with binominal and trigonometric formulas leads to: 

𝜕2𝑢

𝜕𝑡2
− 𝑐2

𝜕2𝑢

𝜕𝑥2
=  

𝑐2𝛾

2
[−
1

2
(𝐴1𝐴2

2𝑘𝑓1
2𝑘𝑓2

2 + 𝐴1𝐴4
2𝑘𝑓1

2𝑘𝑓4
2 + 𝐴1𝐴3

2𝑘𝑓1
2𝑘𝑓3

2 +
1

2
𝐴1

3𝑘𝑓1
4) 𝑠𝑖𝑛[𝑘𝑓1(𝑥 − 𝑐𝑡)]

−
1

2
(𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2

2 + 𝐴2𝐴4
2𝑘𝑓2

2𝑘𝑓4
2 + 𝐴2𝐴3

2𝑘𝑓2
2𝑘𝑓3

2 +
1

2
𝐴2

3𝑘𝑓2
4) 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]

−
1

2
(𝐴1

2𝐴3𝑘𝑓1
2𝑘𝑓3

2 + 𝐴2
2𝐴3𝑘𝑓2

2𝑘𝑓3
2 + 𝐴3𝐴4

2𝑘𝑓3
2𝑘𝑓4

2 +
1

2
𝐴3

3𝑘𝑓3
4) 𝑠𝑖𝑛[𝑘𝑓3(𝑥 − 𝑐𝑡)]

−
1

2
(𝐴1

2𝐴4𝑘𝑓1
2𝑘𝑓4

2 + 𝐴2
2𝐴4𝑘𝑓2

2𝑘𝑓4
2 + 𝐴3

2𝐴4𝑘𝑓3
2𝑘𝑓4

2 +
1

2
𝐴4

3𝑘𝑓4
4) 𝑠𝑖𝑛[𝑘𝑓4(𝑥 − 𝑐𝑡)]

 

−
1

4
𝐴1

3𝑘𝑓1
4𝑠𝑖𝑛[3𝑘𝑓1(𝑥 − 𝑐𝑡)] +

1

4
𝐴2

3𝑘𝑓2
4𝑐𝑜𝑠[3𝑘𝑓2(𝑥 − 𝑐𝑡)]  

−
1

4
𝐴3

3𝑘𝑓3
4𝑠𝑖𝑛[3𝑘𝑓3(𝑥 − 𝑐𝑡)] +

1

4
𝐴4

3𝑘𝑓4
4𝑐𝑜𝑠[3𝑘𝑓4(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1

2𝐴2(𝑘𝑓1
3𝑘𝑓2 +

1

2
𝑘𝑓1

2𝑘𝑓2
2)𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1

2𝐴2(𝑘𝑓1
3𝑘𝑓2 −

1

2
𝑘𝑓1

2𝑘𝑓2
2)𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1

2𝐴3(
1

2
𝑘𝑓1

2𝑘𝑓3
2 + 𝑘𝑓1

3
𝑘𝑓3)𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1

2𝐴3(
1

2
𝑘𝑓1

2𝑘𝑓3
2 − 𝑘𝑓1

3
𝑘𝑓3)𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1

2𝐴4(𝑘𝑓1
3𝑘𝑓4 +

1

2
𝑘𝑓1

2𝑘𝑓4
2)𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1

2𝐴4(𝑘𝑓1
3𝑘𝑓4 −

1

2
𝑘𝑓1

2𝑘𝑓4
2)𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2

2(
1

2
𝑘𝑓1

2𝑘𝑓2
2 + 𝑘𝑓1𝑘𝑓2

3)𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2

2(𝑘𝑓1𝑘𝑓2
3 −

1

2
𝑘𝑓1

2𝑘𝑓2
2)𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴2

2𝐴3(𝑘𝑓2
3𝑘𝑓3 +

1

2
𝑘𝑓2

2𝑘𝑓3
2)𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴2

2𝐴3(𝑘𝑓2
3𝑘𝑓3 −

1

2
𝑘𝑓2

2𝑘𝑓3
2)𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

+
1

4
𝐴2

2𝐴4𝑘𝑓2
2𝑘𝑓4

2𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

4
𝐴2

2𝐴4𝑘𝑓2
2𝑘𝑓4

2𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1𝐴3

2(
1

2
𝑘𝑓1

2𝑘𝑓3
2 + 𝑘𝑓1𝑘𝑓3

3)𝑠𝑖𝑛[(2𝑘𝑓3 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]   

+
1

2
𝐴1𝐴3

2(
1

2
𝑘𝑓1

2𝑘𝑓3
2 − 𝑘𝑓1𝑘𝑓3

3)𝑠𝑖𝑛[(2𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]    

−
1

2
𝐴1𝐴3

2(
1

2
𝑘𝑓2

2𝑘𝑓3
2 + 𝑘𝑓2𝑘𝑓3

3)𝑐𝑜𝑠[(2𝑘𝑓3 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]   

(A4) 
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+
1

2
𝐴2𝐴3

2(𝑘𝑓2𝑘𝑓3
3 −

1

2
𝑘𝑓2

2𝑘𝑓3
2)𝑐𝑜𝑠[(2𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴3

2𝐴4(𝑘𝑓3
3𝑘𝑓4 +

1

2
𝑘𝑓3

2𝑘𝑓4
2)𝑐𝑜𝑠[(2𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴3

2𝐴4(𝑘𝑓3
3𝑘𝑓4 −

1

2
𝑘𝑓3

2𝑘𝑓4
2)𝑐𝑜𝑠[(2𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴4

2(
1

2
𝑘𝑓1

2𝑘𝑓4
2 + 𝑘𝑓1𝑘𝑓4

3)𝑠𝑖𝑛[(2𝑘𝑓4 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴4

2(𝑘𝑓1𝑘𝑓4
3 −

1

2
𝑘𝑓1

2𝑘𝑓4
2)𝑠𝑖𝑛[(2𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

4
𝐴2𝐴4

2𝑘𝑓2
2𝑘𝑓4

2𝑐𝑜𝑠[(2𝑘𝑓4 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
1

4
𝐴2𝐴4

2𝑘𝑓2
2𝑘𝑓4

2𝑐𝑜𝑠[(2𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴3𝐴4

2(
1

2
𝑘𝑓3

2𝑘𝑓4
2 + 𝑘𝑓3𝑘𝑓4

3)𝑠𝑖𝑛[(2𝑘𝑓4 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴3𝐴4

2(𝑘𝑓3𝑘𝑓4
3 −

1

2
𝑘𝑓3

2𝑘𝑓4
2)𝑠𝑖𝑛[(2𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3 + 𝑘𝑓1𝑘𝑓2
2𝑘𝑓3 + 𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓2 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3 + 𝑘𝑓1𝑘𝑓2
2𝑘𝑓3 − 𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓2 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1𝐴3𝐴4(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4 + 𝑘𝑓1𝑘𝑓3
2𝑘𝑓4 + 𝑘𝑓1𝑘𝑓3𝑘𝑓4

2)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴3𝐴4(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4 + 𝑘𝑓1𝑘𝑓3
2𝑘𝑓4 − 𝑘𝑓1𝑘𝑓3𝑘𝑓4

2)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴4(𝑘𝑓1

2𝑘𝑓2𝑘𝑓4 + 𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓2 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴4(𝑘𝑓1

2𝑘𝑓2𝑘𝑓4 − 𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓2 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3 − 𝑘𝑓1𝑘𝑓2
2𝑘𝑓3 − 𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴3𝐴4(𝑘𝑓1𝑘𝑓3

2𝑘𝑓4 − 𝑘𝑓1
2𝑘𝑓3𝑘𝑓4 − 𝑘𝑓1𝑘𝑓2𝑘𝑓4

2)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴4(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4 − 𝑘𝑓1𝑘𝑓3
2𝑘𝑓4 − 𝑘𝑓1𝑘𝑓3𝑘𝑓4

2)𝑐𝑜𝑠[(𝑘𝑓3 + 𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓2

2𝑘𝑓4 + 𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴1𝐴2𝐴3(𝑘𝑓1𝑘𝑓2𝑘𝑓3

2 − 𝑘𝑓1𝑘𝑓2
2𝑘𝑓3 + 𝑘𝑓1

2𝑘𝑓2𝑘𝑓3)𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4 − 𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4 − 𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4 + 𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]  

+
1

2
𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4 + 𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)𝑠𝑖𝑛[(𝑘𝑓3 + 𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]  

−
1

2
𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓2𝑘𝑓4

2)𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]].  

(A4) 
Cont. 

Based on [17] , this results in the following solution: 

𝑢(3) = +(
𝛾(𝐴1𝐴2

2𝑘𝑓1𝑘𝑓2
2+𝐴1𝐴4

2𝑘𝑓1𝑘𝑓4
2+𝐴1𝐴3

2𝑘𝑓1𝑘𝑓3
2+

1

2
𝐴1
3𝑘𝑓1

4)

8
) 𝑐𝑜𝑠[𝑘𝑓1(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾(𝐴1

2𝐴2𝑘𝑓1
2𝑘𝑓2+𝐴2𝐴4

2𝑘𝑓1𝑘𝑓4
2+𝐴2𝐴3

2𝑘𝑓2𝑘𝑓3
2+

1

2
𝐴2
3𝑘𝑓2

4)

8
) 𝑠𝑖𝑛[𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾(𝐴1

2𝐴3𝑘𝑓1
2𝑘𝑓3+𝐴2

2𝐴3𝑘𝑓2
2𝑘𝑓3+𝐴3𝐴4

2𝑘𝑓3𝑘𝑓4
2+

1

2
𝐴3
3𝑘𝑓3

4)

8
) 𝑐𝑜𝑠[𝑘𝑓3(𝑥 − 𝑐𝑡)]𝑥  

(A5) 
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−(
𝛾(𝐴1

2𝐴4𝑘𝑓1
2𝑘𝑓4+𝐴2

2𝐴4𝑘𝑓2
2𝑘𝑓4+𝐴3

2𝐴4𝑘𝑓3
2𝑘𝑓4+

1

2
𝐴4
3𝑘𝑓4

4)

8
) 𝑠𝑖𝑛[𝑘𝑓4(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴1

3𝑘𝑓1
3

48
𝑐𝑜𝑠[3𝑘𝑓1(𝑥 − 𝑐𝑡)] 𝑥 +

𝛾𝐴2
3𝑘𝑓2

3

48
𝑠𝑖𝑛[3𝑘𝑓2(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴3

3𝑘𝑓3
3

48
𝑐𝑜𝑠[3𝑘𝑓3(𝑥 − 𝑐𝑡)] 𝑥 +

𝛾𝐴4
3𝑘𝑓4

3

48
𝑠𝑖𝑛[3𝑘𝑓4(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1

2𝐴2(𝑘𝑓1
3𝑘𝑓2+

1

2
𝑘𝑓1

2𝑘𝑓2
2)

8(2𝑘𝑓1+𝑘𝑓2)
) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴1

2𝐴2(𝑘𝑓1
3𝑘𝑓2−

1

2
𝑘𝑓1

2𝑘𝑓2
2)

8(2𝑘𝑓1−𝑘𝑓2)
) 𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1

2𝐴3(
1

2
𝑘𝑓1

2𝑘𝑓3
2+𝑘𝑓1

3𝑘𝑓3)

8(2𝑘𝑓1+𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓1 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴1

2𝐴3(
1

2
𝑘𝑓1

2𝑘𝑓3
2−𝑘𝑓1

3𝑘𝑓3)

8(2𝑘𝑓1−𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓1 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1

2𝐴4(𝑘𝑓1
3𝑘𝑓4+

1

2
𝑘𝑓1

2𝑘𝑓4
2)

8(2𝑘𝑓1+𝑘𝑓4)
) 𝑠𝑖𝑛[(2𝑘𝑓1 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴1

2𝐴4(𝑘𝑓1
3𝑘𝑓4−

1

2
𝑘𝑓1

2𝑘𝑓4
2)

8(2𝑘𝑓1−𝑘𝑓4)
) 𝑠𝑖𝑛[(2𝑘𝑓1 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾𝐴1𝐴2

2(
1

2
𝑘𝑓1

2𝑘𝑓2
2+𝑘𝑓1𝑘𝑓2

3)

8(2𝑘𝑓2+𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾𝐴1𝐴2

2(
1

2
𝑘𝑓1

2𝑘𝑓2
2−𝑘𝑓1𝑘𝑓2

3)

8(2𝑘𝑓2−𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴2

2𝐴3(𝑘𝑓2
3𝑘𝑓3+

1

2
𝑘𝑓2

2𝑘𝑓3
2)

8(2𝑘𝑓2+𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓2 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾𝐴2

2𝐴3(𝑘𝑓2
3𝑘𝑓3−

1

2
𝑘𝑓2

2𝑘𝑓3
2)

8(2𝑘𝑓2−𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓2 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴2

2𝐴4𝑘𝑓2
2𝑘𝑓4

2

16(2𝑘𝑓2+𝑘𝑓4)
𝑠𝑖𝑛[(2𝑘𝑓2 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥 +

𝛾𝐴2
2𝐴4𝑘𝑓2

2𝑘𝑓4
2

16(2𝑘𝑓2−𝑘𝑓4)
𝑠𝑖𝑛[(2𝑘𝑓2 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1𝐴3

2(
1

2
𝑘𝑓1

2𝑘𝑓3
2+𝑘𝑓1𝑘𝑓3

3)

8(2𝑘𝑓3+𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓3 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴1𝐴3

2(
1

2
𝑘𝑓1

2𝑘𝑓3
2−𝑘𝑓1𝑘𝑓3

3)

8(2𝑘𝑓3−𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴2𝐴3

2(
1

2
𝑘𝑓2

2𝑘𝑓3
2+𝑘𝑓2𝑘𝑓3

3)

8(2𝑘𝑓3+𝑘𝑓2)
) 𝑠𝑖𝑛[(2𝑘𝑓3 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴2𝐴3

2(
1

2
𝑘𝑓2

2𝑘𝑓3
2−𝑘𝑓2𝑘𝑓3

3)

8(2𝑘𝑓3−𝑘𝑓2)
) 𝑠𝑖𝑛[(2𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴3

2𝐴4(𝑘𝑓3
3𝑘𝑓4+

1

2
𝑘𝑓3

2𝑘𝑓4
2)

8(2𝑘𝑓3+𝑘𝑓4)
) 𝑠𝑖𝑛[(2𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥 

+(
𝛾𝐴3

2𝐴4(𝑘𝑓3
3𝑘𝑓4−

1

2
𝑘𝑓3

2𝑘𝑓4
2)

8(2𝑘𝑓3−𝑘𝑓4)
) 𝑠𝑖𝑛[(2𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

 

(A5) 
Cont. 
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−(
𝛾𝐴1𝐴4

2(
1

2
𝑘𝑓1

2𝑘𝑓4
2+𝑘𝑓1𝑘𝑓4

3)

8(2𝑘𝑓4+𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓4 + 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾𝐴1𝐴4

2(
1

2
𝑘𝑓1

2𝑘𝑓4
2−𝑘𝑓1𝑘𝑓4

3)

8(2𝑘𝑓4−𝑘𝑓1)
) 𝑐𝑜𝑠[(2𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

+
𝛾𝐴2𝐴4

2𝑘𝑓2
2𝑘𝑓4

2

16(2𝑘𝑓4+𝑘𝑓2)
𝑠𝑖𝑛[(2𝑘𝑓4 + 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥 +

𝛾𝐴2𝐴4
2𝑘𝑓2

2𝑘𝑓4
2

16(2𝑘𝑓4−𝑘𝑓2)
𝑠𝑖𝑛[(2𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴3𝐴4

2(
1

2
𝑘𝑓3

2𝑘𝑓4
2+𝑘𝑓3𝑘𝑓4

3)

8(2𝑘𝑓4+𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓4 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴3𝐴4

2(𝑘𝑓3𝑘𝑓4
3−

1

2
𝑘𝑓3

2𝑘𝑓4
2)

8(2𝑘𝑓4−𝑘𝑓3)
) 𝑐𝑜𝑠[(2𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3+𝑘𝑓1𝑘𝑓2
2𝑘𝑓3+𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)

8(𝑘𝑓1+𝑘𝑓2+𝑘𝑓3)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓2 + 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥 

−(
𝛾𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3+𝑘𝑓1𝑘𝑓2
2𝑘𝑓3−𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)

8(𝑘𝑓1+𝑘𝑓2−𝑘𝑓3)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓2 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴3𝐴4(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4+𝑘𝑓1𝑘𝑓3
2𝑘𝑓4+𝑘𝑓1𝑘𝑓3𝑘𝑓4

2)

8(𝑘𝑓1+𝑘𝑓3+𝑘𝑓4)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1𝐴24(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4+𝑘𝑓1𝑘𝑓3
2𝑘𝑓4−𝑘𝑓1𝑘𝑓3𝑘𝑓4

2)

8(𝑘𝑓1+𝑘𝑓3−𝑘𝑓4)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓2

2𝑘𝑓4+𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)

8(𝑘𝑓1+𝑘𝑓2+𝑘𝑓4)
) 𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓2 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓2

2𝑘𝑓4−𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)

8(𝑘𝑓1+𝑘𝑓2−𝑘𝑓4)
) 𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓2 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1𝐴2𝐴3(𝑘𝑓1

2𝑘𝑓2𝑘𝑓3−𝑘𝑓1𝑘𝑓2
2𝑘𝑓3−𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)

8(𝑘𝑓2+𝑘𝑓3−𝑘𝑓1)
) 𝑠𝑖𝑛[(𝑘𝑓2 + 𝑘𝑓3 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓3

2𝑘𝑓4−𝑘𝑓1
2𝑘𝑓3𝑘𝑓4−𝑘𝑓1𝑘𝑓2𝑘𝑓3

2)

8(𝑘𝑓1+𝑘𝑓4−𝑘𝑓3)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴3𝐴4𝐴1(𝑘𝑓1

2𝑘𝑓3𝑘𝑓4−𝑘𝑓1𝑘𝑓3
2𝑘𝑓4−𝑘𝑓1𝑘𝑓2𝑘𝑓4

2)

8(𝑘𝑓3+𝑘𝑓4−𝑘𝑓1)
) 𝑠𝑖𝑛[(𝑘𝑓3 + 𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴2𝐴4(𝑘𝑓1𝑘𝑓2

2𝑘𝑓4+𝑘𝑓1𝑘𝑓2𝑘𝑓4
2)

8(𝑘𝑓2+𝑘𝑓4−𝑘𝑓1)
) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓4 − 𝑘𝑓1)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴1𝐴2𝐴3(𝑘𝑓1𝑘𝑓3𝑘𝑓3

2−𝑘𝑓1𝑘𝑓2
2𝑘𝑓3+𝑘𝑓1

2𝑘𝑓2𝑘𝑓3)

8(𝑘𝑓1+𝑘𝑓3−𝑘𝑓2)
) 𝑠𝑖𝑛[(𝑘𝑓1 + 𝑘𝑓3 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4−𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)

8(𝑘𝑓2+𝑘𝑓3+𝑘𝑓4)
) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓3 + 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

 −(
𝛾𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4−𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)

8(𝑘𝑓2+𝑘𝑓4−𝑘𝑓3)
) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓4 − 𝑘𝑓3)(𝑥 − 𝑐𝑡)]𝑥  

+(
𝛾𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4+𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)

8(𝑘𝑓2+𝑘𝑓3−𝑘𝑓4)
) 𝑐𝑜𝑠[(𝑘𝑓2 + 𝑘𝑓3 − 𝑘𝑓4)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴2𝐴3𝐴4(𝑘𝑓2

2𝑘𝑓3𝑘𝑓4+𝑘𝑓2𝑘𝑓3𝑘𝑓4
2)

8(𝑘𝑓3+𝑘𝑓4−𝑘𝑓2)
) 𝑐𝑜𝑠[(𝑘𝑓3 + 𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥  

−(
𝛾𝐴1𝐴2𝐴4𝑘𝑓1𝑘𝑓2𝑘𝑓4

2)

8(𝑘𝑓1+𝑘𝑓4−𝑘𝑓2)
) 𝑐𝑜𝑠[(𝑘𝑓1 + 𝑘𝑓4 − 𝑘𝑓2)(𝑥 − 𝑐𝑡)]𝑥.  

(A5) 
Cont. 
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Appendix B 

Table B1 summarises the derived nonlinearity parameters with an increasing number of 

fundamental frequencies. If only one frequency is used, the second and third harmonic 

frequencies are available for evaluation. With two fundamental frequencies, 12 

nonlinearity parameters were derived, including the linear-dependent parameter δfn, the 

harmonic parameters δ2fn, δ3fn and the modulated response parameters δfn±fm and δ2fn±fm. 

If four frequencies are transmitted in parallel, the number of harmonics and sidebands 

increases to a maximum of 64. New parameters of the type δfn+fm±fp were added. 

The second harmonic parameters δ2fn and sideband δfn±fm were derived from the 

second-order nonlinearity parameter β. All others have their origin in the third-order 

nonlinearity parameter, γ. 

Table B1.  Comparison – nonlinearity parameters. 

One excitation frequency Two excitation frequencies Four excitation frequencies 

Harmonic/ 

sideband 

Number of 

harmonics/ 

sidebands 

Harmonic/ 

sideband 

Number of 

harmonics/ 

sidebands 

Harmonic/ 

sideband 

Number of 

harmonics/ 

sidebands 

— — fn 2 fn 4 

2fn 1 2fn 2 2fn 4 

3fn 1 3fn 2 3fn 4 

— — fn±fm 2 fn±fm 12 

— — 2fn±fm 4 2fn±fm 24 

— — — — fn+fm±fp 16 

 ∑2  ∑12  ∑64 
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6 CREEP DETECTION AND 

METALLURGICAL 

EVALUATION 

In the previous chapters, the importance of detecting cracks in gas turbine components at 

an early stage was emphasised. Creep is a failure mode that leads to plastic deformation 

and cracks and ultimately to component failure. This defect occurs particularly on turbine 

blades, as they are exposed to high centrifugal and gas forces in combination with high 

temperatures. In gas turbines, this failure is unavoidable but can be influenced by 

coatings, operating parameters and the choice of materials. Hastelloy X is a typical 

material used in the hot-gas area of gas turbines. This superalloy was examined in this 

chapter both metallurgically and by ultrasound to detect and evaluate creep damage. 

  Three samples with creep damage were available, which were mechanically 

loaded at different temperatures under laboratory conditions. One sample was broken, 

and another was welded to determine the influence of the load on the weld seam. During 

the metallurgical tests, pores and microcracks formed in the edge area of the samples. 

Energy-dispersive X-ray analysis showed that chromium diffused outwards in the edge 

area to oxidise. This chromium depletion in the edge area led to the formation of pores 

and microcracks at the grain boundaries of the material. Inside the component, however, 

molybdenum was mainly precipitated. To classify the creep damage, the sizes of the pores
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and microcracks were evaluated, along with the damage density and surface occupancy 

in the evaluated areas. 

  The samples were examined with ultrasonic dual-frequency excitation. With a 

special experimental setup, longitudinal waves were sent to the samples in a fixed grid to 

determine the area distribution of the nonlinearity parameters. The opposing behaviours 

of certain nonlinearity parameters were also highlighted. In comparison, the harmonic 

frequencies 2f1,2 and 3f1,2 revealed a high sensitivity to the damage size of the pores and 

the accumulating sidebands (f2 + f1, 2f1 + f2 and 2f2 + f1), hence showing a good agreement 

with the failure area and damage density. 

  Overall, the findings of this chapter help improve the understanding of the damage 

process of Hastelloy X during creep to increase the service life of components through 

appropriate measuring techniques. Moreover, the systematics of the ultrasonic 

measurement support the identification of creep damage and reveal the current creep 

phase by comparing the nonlinearity parameters. 
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Abstract 

Creep damage is one of the main failure modes in hot-gas-leading components in gas 

turbines, which results from high temperatures along with mechanical loads. The aim of 

this study is to clarify the metallurgical creep behaviour of the Hastelloy X material and 

detect and evaluate creep damage at an early stage with a nonlinear ultrasonic modulation 

technique. 

  For this purpose, multiple samples were examined to demonstrate that pores and 

microcracks in grain boundaries spread from the outside to the inside. Inside the 

specimen, molybdenum was identified as the main precipitation element. In addition, the 

chromium diffusion in the outer areas led to the depletion of this element and favoured 

the formation of pores and microcracks.  

  Failures were proven with nonlinear dual-frequency ultrasound technology. 

Moreover, two different longitudinal waves were sent into the samples to use harmonic 

and modulated response frequencies for evaluation. As a result, harmonic frequencies 

offered a favourable prediction of pore sizes, whereas defined sideband frequencies 

reacted very sensitively to the damage density and area distribution of the failures.  

  This study offers a method for detecting creep damage with nonlinear ultrasound 

techniques at an early stage as well as for differentiating between pores, microcracks, 

dislocations and precipitation. Therefore, the design of future gas turbine components 

made of Hastelloy X can be adapted with regard to the shown metallurgical behaviour 

and damage signatures. 
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1. Introduction 

In modern gas turbines, it is important for the turbine blades and other hot-gas-leading 

components to be able to withstand extreme loads. Such loads include not only high 

centrifugal and gas forces, but also high temperatures. Since these high-tech components 

are challenging to manufacture, the goal is to extend their lifetime as much as possible. 

To assess the mechanical integrity of these parts, appropriate test technologies are 

required for the various failure modes. As a result of the continuous mechanical load on 

gas turbines used for power generation, coupled with the high temperatures, creep and 

oxidation commonly occur as failure modes [1], which can even lead to component 

failure.  

In general, creep damage begins after a component is exposed to a high 

mechanical load and temperature, resulting in elastic strain. This is then followed by the 

primary stage, at which the strain rate decreases to a constant creep rate. The secondary 

stage of creep is usually characterised by a slow but constant plastic flow of material. 

Then, during the tertiary stage, additional pores form and the strain further increases, 

ultimately leading to component failure [2].  

To detect these failures at the earliest stage possible, various technological 

approaches have been developed. For example, in [3], Semenov et al. investigated the 

crack growth kinetics of fatigue, creep and thermal fatigue cracks in turbine blades. In 

addition, in [4], Chen et al. made a lifetime prediction of turbine blades under creep. 

Moreover, in [5], using the Larson–Miller parameter, Marahleh et al. investigated the 

possibility of a numerical assessment of the service life of turbine blades with creep load. 

In [6], Kim et al. estimated the material deterioration of high-temperature components. 

Maharaj et al. studied the finite element simulation of creep behaviour at the coupling of 

a turbine blade to a turbine disc in a fir-tree region [7]. Lui et al. investigated a turbine 

blade failure due to creep [8] and proposed a numerical approach for assessing the service 

life of turbine blades, which is based on the Lemaitre–Chaboche creep damage model. 

Shi et al. studied an experimental method for the determination of creep with low cycle 

fatigue [9]. Hyde et al. used finite element methods based on Norton’s creep law to predict 

the creep life of pipes [10]. Finally, in a review study, Raj et al. described and evaluated 

existing material characterisation techniques [11].  

Another promising area is the use of nonlinear ultrasound techniques. For example, 

Baby et al. used a second-order nonlinearity parameter to detect creep [12] and assess 
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service life. They found that the nonlinearity parameter (β) increases until reaching a 

maximum value at creep fraction life of ~0.6 and then decreases again until the test 

component breaks. Balasubramaniam et al. described a new nonlinear ultrasound 

technique for characterising creep damage [13]. They assessed the nonlinear response of 

samples at much lower amplitudes than those used in previous studies on nonlinear 

material behaviour. They also successfully detected creep damage to welded steel pipes 

with nonlinear ultrasound using the second harmonic nonlinearity parameter [14]. 

However, in their case, the weld seam did not lead to an increase in nonlinearity. Kang et 

al. compared different studies on creep und mechanical plastic deformation with second- 

and third-order nonlinearity parameters [15]. In another study, Xiang et al. examined 

titanium alloys with nonlinear Lamb waves. Because of the dispersive behaviour of Lamb 

waves, they performed phase synchronisation in the dispersion diagram so that both the 

fundamental and the harmonic frequencies move with the same phase velocity. They 

found that the initial creep load increases the level of nonlinearity as a result of the 

precipitation and dislocation effect. Since these factors decrease with higher creep loads, 

resulting in the generation of additional voids, the level of nonlinearity decreases [16]. In 

another study, a new analytical model was presented, which combines the wave equation 

of nonlinear Lamb waves in a plate with a dislocation model [17, 18]. The study results 

showed that the precipitation–displacement interaction has the greatest influence on the 

change in the second-order nonlinearity during creep in materials. Valluri et al. described 

a technique for characterising creep damage using nonlinear ultrasound, wherein the third 

harmonic nonlinearity parameter is the most sensitive [19]. Other researchers have also 

highlighted that high operating temperatures lead to increased oxidation, which can cause 

material failure as a result of the reduced functional properties of oxides [1, 20–22]. 

In this study, a frequency modulation excitation concept is proposed to detect 

creep damage in gas turbine materials. Three different creep samples were examined, two 

of which were identically loaded. The only difference between these two samples is that 

one of them was welded at the middle. The third sample was loaded with a higher 

temperature but with a lower tensile force. To obtain a metallurgical classification, the 

damage size, damage density and area distribution of the pores were evaluated. The 

primary precipitation element was identified using the characteristic X-ray radiation of a 

scanning electron microscope. This technique is used for the detection of cracks [23, 24] 

and the determination of plastic deformation [25], two failure modes that also occur in 
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the case of creep damage. Finally, the measured amplitudes and calculated nonlinearity 

parameters were compared with the metallurgical data.  

2. Specimen 

The creep samples were made of a material called Hastelloy X (DIN designations: 

No. 2.4665 and NiCr22Fe18Mo). This material is highly resistant to oxidation and is, 

therefore, often used in the hot-gas-leading parts of gas turbines. Its chemical composition 

is shown in Table 1. 

Table 1.  Nominal chemical composition [m%] of Hastelloy X [26]. 

Ni Cr Fe Mo Co W C Mn Si B 

47 22 18 9 1.5 0.6 0.1 1 1 0.008 

  The samples had dimensions of 2 × 30 × 150 mm. Figure 1a illustrates the 

unloaded reference sample from the same batch, which was used for comparison. All 

creep samples had measuring tips that were used for continuous strain measurement 

during the creep tests. Sample CR2-1 was broken after 3250 h and loaded with 70 MPa 

and 750 °C (Figure 1b), and a strain of 6.3% was achieved. Sample CR2-2 (Figure 1c) 

was loaded with identical parameters but was welded at the middle to assess the influence 

of the weld seam on the creep behaviour. Sample CR3 was loaded with 35 MPa and 

800 °C for 5850 h (Figure 1d), and a strain of 1% was reached before the test was stopped. 

 

Figure 1. Creep specimens: (a) CR1; (b) CR2-1; (c) CR2-2; (d) CR3. 

  Figure 2 shows that widely different strain values were measured for samples 

CR2-1 and CR2-2. In sample CR2-2, a slightly higher strain than that in sample CR2-1 

was determined up to 580 h. However, after that, the values plateaued and sample CR2-1 

showed a significantly greater strain, leading to the breaking of the sample at 3250 h. For  

the welded sample CR2-2, the tests were stopped after 3200 h when a strain of 2.5% was 
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reached. 

Sample CR3 was loaded with 800 °C and 35 MPa for 5900 h. When the strain 

reached 1%, the tests were also stopped.  

 

Figure 2. Strain–time diagram of creep samples. 

  Table 2 provides an overview of the samples used along with the test parameters 

and resulting strain values. 

Table 2.  Experimental parameters of the creep test. 

Specimen Temperature [°C] Load [MPa] Time [h] Strain [%] 

CR2-1 750 70 3250 6.3 

CR2-2 (welded) 750 70 3200 2.5 

CR3 800 35 5850 1.0 

3. Metallurgical evaluations 

To investigate the level of damage, the samples were metallurgically examined. First, to 

prepare for the metallurgical studies, the samples were ground to 0.5 mm. Then, one 

section plane was examined with the assumption that the statistical failure distribution of 

the entire plate samples with small wall thicknesses is comparable. These sample 

elements were then embedded in a plastic mould (Figure 3) to facilitate the following 

grinding and polishing work. To examine the cracks more closely, sample CR2-1 was 

divided into two parts (Figure 3b). 
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Figure 3. Sample preparation: (a) CR1; (b) CR2-1; (c) CR2-2; (d) CR3. 

  As outlined in Section 3.1, the samples were examined using a reflected light 

microscope (RLM). To make the grain structure visible, the samples were etched and then 

examined using a scanning electron microscope (SEM), as shown in Section 3.2. Finally, 

as shown in Section 3.3, the precipitation examinations were evaluated. 

3.1. Reflected light microscopy 

First, sample CR1 (reference sample) was investigated in different positions. The red dot 

shown in Figure 4 represents the position of an exemplary evaluation. From the figure, it 

can be seen that, apart from small carbide inclusions, no pores are visible. 

 

Figure 4. Reflected light microscopy of CR1. 

  As shown in Figure 5a, sample CR2-1 exhibited a crack area with enormous 

damage in the base material. Moreover, as shown in Figure 5b, approximately 5 mm away 

from the crack, a large number of pores and microcracks were detected. Figure 5c shows 

the area of the transition radius to the measuring tip. As shown in Figure 5d, the higher 

pore density was due to the influence of the breaking area. This influence then decreased 

(see Figure 5e and Figure 5f), and the damage was mainly revealed at the side areas. 
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Figure 5. Reflected light microscopy of CR2-1. 

  Compared to the identically loaded sample CR2-1, stronger formation of 

microcracks was visible for sample CR2-2, with a length reaching up to 100 µm 

(Figure 6). However, no difference between the weld seam area and the rest of the 

material was determined. In [14], no influence of creep damage on weld seam was found 

either. The area of the transition radius showed pronounced microcracks (Figure 6d). 
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Figure 6. Reflected light microscopy of CR2-2. 

  Figure 7 shows the analysis results of creep damage in sample CR3. From the 

figure, it is clear that the damage progressed from the outside to the inside. Many small 

pores were visible in the edge area, which combined to form microcracks. In addition, a 

large concentration of imperfections were observed in the area of the transition radius 

(Figure 7d). 
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Figure 7. Reflected light microscopy of CR3. 

  The metallurgical results were evaluated in more detail using the image processing 

software Imagic IMS (Imagic Imaging Ltd., UK). The defect areas were statistically 

evaluated via colour mapping (Figure 8). Then, the damage sizes and the failure areas 

were evaluated. 

 

Figure 8. Surface evaluation: (a) original, (b) surface analysis. 
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Generally, the selection of areas to be evaluated is decisive for a meaningful evaluation. 

Therefore, the following evaluations were made: 

 All evaluations between the measuring tips (AALL) (Figure 9a)  

 Defined areas without the influence of breakage, weld seam and transition radius (AD) 

(Figure 9b)  

 Fillet radius areas (AFR) (Figure 9c) 

 

Figure 9. Evaluation areas: (a) AALL; (b) AD; (c) AFR. 

  From the images, the mean values of the damage sizes (𝑆�̅�) of individual samples 

were first determined (Figure 10a) and found to vary from 2.5 to 19.3 µm. In general, 

damage size is considered a good indicator for determining the current creep phase. Pores 

form first at the grain boundaries, which then combine to form microcracks and then 

progress to larger failures. With all values (AALL) considered, CR2-1 and CR2-2 show 

almost identical damage sizes, with the CR3 sample exhibiting the largest flaws. With the 

defined areas (AD), the welded CR2-2 sample was found to have significantly larger pores 

than those of the broken CR2-1 sample. This was also demonstrated in the scanning 

electron microscopy images, wherein the pores in the edge area have already combined 

to form microcracks (Figure 6). Sample CR3 clearly showed the largest flaws, and sample  

CR2-1 had the largest damage in the transition radii. 

Damage density (Figure 10b) describes the number of defects in an evaluated area 

and is calculated as 𝜌𝑑 =
𝑛𝑑

𝐴0
, where 𝐴0  is the total evaluated area and 𝑛𝑑  is the total 

number of damage points in the evaluation area. If several pores connect to form 

microcracks, this results in larger damage and a reduced damage density, hence further 

increasing the formation of pores in other positions. With all areas (AALL) and defined 

areas (AD) considered, CR2-1 provided the highest density as a result of the influence of 

the break point of the sample. However, with only the transition radii considered, sample 

CR3 had the highest values. 
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In an area-based evaluation, the values are provided as percentages (Figure 10c). 

Sample CR2-1 exhibited peak values when all the values and the values at the transition 

radii were considered: 𝐴𝑅 =
𝐴∑𝑑∙100

𝐴0
, where 𝐴∑𝑑  is the total area of damage. With the 

defined areas (AD) considered, the values increased steadily from sample CR2-1 to sample 

CR3. This sample was loaded the longest, for a total of 5850 h.  

When the damage density (𝜌𝑑) and area proportion (𝐴𝑅) reached a critical value, 

the remaining cross section became unable to withstand the load and the component 

failed. 

 

Figure 10. Metallurgical evaluation: (a) damage size; (b) damage density; (c) area proportion. 

3.2. Scanning electron microscopy 

To evaluate the influence of creep damage on the microstructure, the etched samples were 

examined using a scanning electron microscope (SEM). Figure 11 shows the reference 

sample with a clear austenitic crystalline structure with primary carbides, which formed 

during the solidification of the melt. 

 

Figure 11. Scanning electron microscopy images of sample CR1. 
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  Although sample CR2-1 (Figure 12) shows an austenitic structure, a high 

precipitation density can also be observed, with occasional pore formation at the grain 

boundaries. 

 

Figure 12. Scanning electron microscopy images of sample CR2-1. 

  In addition to an increased precipitation density, the welded CR2-2 sample was 

found to exhibit clear microcracks on the sides (Figure 13). The pores inside were hardly 

detectable, and there was no discernible difference in the welded area (Figure 13a). 

 

Figure 13. Scanning electron microscopy images of sample CR2-2. 

  Sample CR3 demonstrates how creep damage develops. In Figure 14a, an oxide 

layer can be observed on the outside, from which the creep damage progresses. Moreover, 

for this sample, pores form at the grain boundaries from the outside to the inside, which 

then combine to form microcracks at points with a high precipitation density. 
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Figure 14. Scanning electron microscopy images of sample CR3. 

3.3. Precipitation 

With a scanning electron microscope, an increased precipitation density was detected in 

all creep samples. This section focusses on determining which elements are mainly 

involved in precipitation. 

Characteristic X-ray radiation was used along with SEM and energy-dispersive 

X-ray (EDX) analysis to characterise element precipitation in creep samples. Figure 15 

illustrates the mapping inside the specimen. Analysis showed that molybdenum was the 

primary precipitation element, and nickel the secondary precipitation element. 

 

Figure 15. EDX mapping of the inner area. 

  Figure 16 shows the element mapping at the edge of a sample, where intergranular 

microcracks have already formed. It can be observed that chromium mainly diffused 

outwards into the edge area, where oxygen was also found to exhibit an increased 

concentration. Comparison of the chromium and oxygen mapping revealed the formation 

of chromium oxide in the edge area, which led to the depletion of chromium inside. In 
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the case of nickel and iron, only a few dislocations formed in the outer oxide layer. 

However, molybdenum showed no dislocations in the edge area. 

 

Figure 16. EDX mapping of the outer area (crack). 

  Because of the temperature load, the chromium particles diffused out of the mixed 

crystal as a result of their high affinity for oxygen, where they oxidised directly outside 

the material [22]. If no natural oxide is present on the surface, then the process of 

oxidation starts with the adsorption of oxygen on the surface, followed by the splitting of 

O2 atoms into O atoms. Then, as the reaction proceeds, oxygen is dissolved in the metal 

and an oxide is formed. 

Overall, since the carbides in the area near the edge are also dissolved, this leads 

to a certain degree of harmonisation. The reaction occurs at both the metal–oxide and the 

oxide–oxygen interfaces, forming several oxide layers [22]. Above 900 °C, the oxide 

layers evaporate over a long period of time. Therefore, the chromium oxide needs to be 

reproduced repeatedly from the metallic chromium present in the base material. Figure 17 

shows a chromium(III) oxide layer (Cr2O3), which is very hard and brittle. The typical 

corundum crystalline structure consists of hexagonal lattices.  

 

Figure 17. Chromium(III) oxide (Cr2O3): (a) overview; (b) crystal structure. 
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  Figure 18a shows another representative sample in which a second layer of 

iron/nickel oxide has formed on the chromium oxide layer, represented as a red line in 

the EDX image (Figure 18b). However, the level of adhesion was found to be 

significantly lower than that of the chromium oxide layer. 

 

Figure 18. Oxide layer: (a) (1) base material, (2) chromium oxide and (3) iron/nickel oxide; (b) concentration 

profile, EDX analysis. 

  According to the level of damage, pores form at the grain boundaries of edge areas 

as a result of chromium diffusion. In this area, the concentration of the base material 

depletes in chromium over time. Therefore, its concentration falls below a critical level 

and internal oxidation and subsequent material failure occur [27]. It is also worth noting 

that creep damage favours the formation of intergranular pores and cracks, resulting in 

mixed damage from oxidation and creep. 

4. Ultrasonic experiments 

Before the samples were prepared for the metallurgical tests, they were examined with 

longitudinal ultrasound waves. Then, the measured amplitudes of the different 

frequencies were used to evaluate the measurement results. Generally, an introduced 

ultrasonic wave propagates in a body with a defined frequency. If this propagation is 

disturbed as a result of a failure, harmonic frequencies are produced [28–33]. The 

amplitudes of these harmonic frequencies are then measured and compared to those of 

the fundamental frequencies. Using two fundamental frequencies has been proven to be 

an indicator for the detection of material changes with a high resolution [23, 24]. Dual-

frequency excitation not only delivers harmonic frequencies for each excitation frequency 

but also interdependent modulated response frequencies. The following expressions show 

the nonlinearity parameters used to evaluate the ultrasonic experiments in this study [23, 

24]: 



6. Creep Detection and Metallurgical Evaluation 

185 

 

𝛽2𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
2 ,  

𝛽2𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
2 ,  

𝛾3𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1
3 ,  

𝛾3𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴2
3 ,  

𝛽𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
,  

𝛾2𝑓1±𝑓2 ∝
𝐴𝑓1+𝑓2

𝐴1
2𝐴2
,  

𝛾2𝑓2±𝑓1 ∝
𝐴𝑓1+𝑓2

𝐴1𝐴2
2 .  

(1) 

The criteria for the selection of fundamental frequencies are as follows:  

 No frequency overlap (𝑓2 ≠
𝑓1

2
) 

 Positive frequency values (𝑓2 >
𝑓1

2
) 

 Sensor bandwidth 

Table 3 shows the frequencies evaluated with the chosen excitation frequencies  

(f1 = 6 MHz, f2 = 10 MHz) covering a harmonic and sideband frequency range from 2 to 

30 MHz. 

Table 3.  Evaluated frequencies. 

Fundamental/harmonic/

sideband 
Frequency [MHz] 

f1 6 

f2 10 

2f1 12 

2f2 20 

3f1 18 

3f2 30 

f2+f1 16 

f2−f1 4 

2f1+f2 22 

2f1−f2 2 

2f2+f1 26 

2f2−f1 14 

4.1. Experimental setup and procedure 

In this study, a Rigol DG1022Z pulse generator was used to generate the frequencies. 

Two frequencies (i.e. f1 = 6 MHz, f2 = 10 MHz) were sent over two channels to a Falco 

WMA-300 amplifier and amplified with an output voltage of 150 V. The signals were 
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sent to the sample by Sensor S, and the longitudinal waves were received on the other 

side with Sensor R and amplified with a Phoenix ISL 40 dB amplifier. Olympus  

V129-sm contact transducers were used for this application. The measurement data were 

then sent to an oscilloscope for further processing. A total of 100 pulses were sent, and 

their mean values were considered. This not only allowed avoiding wave reflections but 

also increased the probability of passing small flaws. The wave propagation due to the 

reduced wall thicknesses of the deformed components was examined without any 

influence [25]. In the additively manufactured specimen-clamping and positioning device 

shown in Figure 19b, the sample can be moved around two axes with a constant sensor 

position.  

 

Figure 19. Experimental setup: (a) overview; (b) sensor attachment to a sample. 

  The area between the measuring tips was first examined (Figure 20), and then  

3 × 21 measuring points were documented in the area between the strain measuring tips. 

Figure 20 shows the grid of the measuring points of the examined vertical rows (R1 to 

R3) and horizontal columns (C1 to C21). 

 

Figure 20. Experimental procedure. 
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4.2. Experimental results 

The measurement results are shown in Figure 21–Figure 23 as calculated contour plots. 

The same legend scaling was used for all samples for the respective nonlinearity 

parameters. 

Figures 21a, b illustrate the evaluations of the second harmonic frequencies (2f1,2), 

revealing an increase in the nonlinearity parameters compared to the reference sample. 

Increased nonlinearities were also detected in the area of the fracture, which extended 

into the sample approximately 10 mm from the measuring tips. With the parameter of 

frequency 2f1, increased nonlinearities were also detected at the transition radii to the 

measuring tips. This evaluation revealed higher parameter values in the side areas along 

the x-axis compared to the middle. The third harmonic frequencies were also found to 

behave similarly (Figures 21c, d), and the creep damage was clearly observed. Moreover, 

the values in the middle area were slightly lower than on the sides. 

 

Figure 21. Nonlinearity parameters: (a) 2f1; (b) 2f2; (c) 3f1; (d) 3f2. 

  Overall, the first sideband frequencies (f2±f1) exhibited partly opposite behaviour. 

In contrast to the f2+f1 frequency (Figure 22b), the middle range was smaller at the f2−f1 

frequency (Figure 22a). The zone of influence of the fracture can be clearly observed in 

both figures. 
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Figure 22. Nonlinearity parameters: (a) f2−f1; (b) f2+f1. 

  In general, the contour plot of the 2f1±f2 frequency illustrates the different 

characteristics of the middle area (Figures 23a, b). Increased nonlinearities were also 

observed at the corners, especially for the 2f1−f2 frequency. 

Overall, the previously determined behaviour continued for the sideband 

frequency 2f2±f1 (Figures 23c, d). Moreover, the middle ranges of the 2f2−f1 frequency 

were clearly more pronounced than with 2f2+f1, and the zone of influence of the crack 

was identified with the sidebands. The corner areas, where the transition radii to the 

measuring tips were positioned, also showed increased nonlinearity values. 

 

Figure 23. Nonlinearity parameters: (a) 2f1−f2; (b) 2f1+f2; (c) 2f2−f1; (d) 2f2+f1. 

  In summary, nonlinear ultrasound techniques with dual-frequency excitation were 

used to clearly identify the creep damage and crack zone in CR2-1. It was also observed 

that the 2f1−f2 and 2f2−f1 frequencies behave differently in the middle range compared to 

the 2f1+f2 and 2f2+f1 frequencies. In addition, increased nonlinearities were measured in 

the area of the transition radii. However, tests with removed oxide layers did not yield 

different results. 
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5. Results and discussion 

In Section 3, we showed that the formation of pores begins at the outward grain 

boundaries, which then combine to form microcracks when the level of creep loading is 

increased. Although there were hardly any pores inside the material, the precipitation 

density was very pronounced. The ultrasonic measurements showed that pores and 

microcracks with sizes from 6.4 to 16 µm can be detected. 

Moreover, the ultrasound test outlined in Section 3 revealed a difference in the 

measured data. Figure 24 shows a sectional image of a sample with metallurgical defects. 

The outer part is surrounded by oxide layers followed by pores and microcracks, and the 

inside part contains dislocations and precipitations. When measurements were performed 

in the middle (R2), the pores and microcracks on the top and bottom were found to lead 

to the formation of increased nonlinearities. In addition, measurements in the edge areas 

(R1 and R3) showed that the ultrasonic waves passed the pores and microcracks in the 

top, bottom and side areas. This difference is demonstrated in the contour plots in 

Section 4.2. 

 

Figure 24. Sectional image of a sample undergoing an ultrasonic measurement. 

  A difference between the 2f1−f2 and 2f2−f1 nonlinearity parameters and the 2f1+f2 

and 2f2+f1 nonlinearity parameters was also observed. This phenomenon has been 

demonstrated in material plasticity [25], in which the dislocation theory was combined 

with a one-dimensional wave equation with dual-frequency excitation. Table 4 shows the 

behaviour of the individual harmonic and modulated response frequencies, which have 

been analytically and experimentally proven. 
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Table 4.  Dislocation behaviour [25]. 

Frequency 
Behaviour nonlinearity 

parameter 1 

2f1 − 

2f2 + 

3f1 − 

3f2 − 

f2−f1 − 

f2+f1 + 

2f1−f2 − 

2f1+f2 + 

2f2−f1 − 

2f2+f1 + 
‘+’ means an increasing nonlinearity parameter with increasing plasticity. 
‘−’ means a decreasing nonlinearity parameter with increasing plasticity. 
1 Measurement perpendicular to the surface and the tensile load vector. 

  Although the nonlinearities measured in [25] are considered evidence of 

dislocations in the material, the behaviour was not quite pronounced as in [25]. It was 

also found that the increased nonlinearities in the area of the transition radii are due to 

increased pore formation and microcracks. 

Figure 25 shows a normalised comparison of nonlinearity parameters together 

with metallurgical data. For this study, AALL, AD and AFR were compared (Figure 9). For 

the sake of clarity, the harmonic nonlinearity parameters and sideband parameters were 

shown separately. 

As shown in Figure 25a, sample CR2-1 had the greatest damage density and defect 

area, with the sideband frequencies showing a favourable match. In addition, sample CR3 

exhibited the largest damage size, with the harmonic frequencies 2f1,2 and 3f1,2 reaching 

their peaks.  

When AD was considered (Figure 25b), the behaviour changed. For instance,  

CR2-1 had the largest damage density with the summing sidebands (i.e. f2+f1, 2f1+f2 and 

2f2+f1), whereas CR3 had the largest area occupancy and damage size, with the harmonic 

frequencies 2f1,2 and 3f1,2 reaching their peaks.  

During the radius evaluation (Figure 25c), sample CR2-1 was found to have the 

largest area occupancy as well as a relatively large damage density as a result of the 

influence of the fracture with the sideband frequencies f2+f1, 2f1−f2 and 2f2±f1. Moreover, 

sample CR3 was found to exhibit the largest damage size, which is also mirrored in the 

harmonic frequencies.  
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Figure 25. Comparison: (a) AALL; (b) AD; (c) AFR. 

  According to this evaluation, the harmonic frequencies 2f1,2 and 3f1,2 seem to be 

very sensitive to the size of the damage. With regard to the damage density and area, the 

summing sideband frequencies f2+f1, 2f1+f2 and 2f2+f1 showed very favourable matches, 

along with comparatively high frequencies (16, 22 and 26 MHz). 

Generally, the different strain behaviour of sample CR2-1 and the welded CR2-2 

sample can be explained by the high constriction in sample CR2-1 and thus the higher 

strain, which, however, was not constant over the entire measuring distance. In Figure 2, 

it can be seen that the sample started undergoing a strong strain from 343 h onwards.  

It can be assumed that the relatively large damage sizes of samples CR2-2 and 

CR3 are due to the pores being already connected to form microcracks (Figure 6 and 

Figure 13).  

The oxidation resistance of Hastelloy X can be improved by applying a protective 

layer using MCrAlY [22]. In addition, creep damage can only be improved by reducing 

the mechanical load or reducing the temperature load, such as via active cooling. 

6. Conclusion 

In this study, we used a nonlinear modulation ultrasound approach to detect and image 

creep and oxidation damage in various samples made of Hastelloy X. Metallurgical 

investigations showed that it is possible to prove that the temperature load causes 
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chromium to diffuse outwards in the edge areas of the samples to oxidise on the outside. 

Favoured by the lack of chromium in the edge areas, pores form at the grain boundaries, 

which then combine to form microcracks. 

It was also found that the harmonic frequencies 2f1,2 and 3f1,2 can serve as a useful 

parameter to accurately measure the damage sizes of failures. Moreover, the modulated 

response frequencies f2+f1, 2f1+f2 and 2f2+f1 were found to be in good agreement with the 

total surface area of the pores and damage density. The dislocation theory was used to 

explain dislocations and precipitations in the material, allowing clear differentiation 

between dislocations and microcracks. 

SEM analysis revealed a high dislocation density. It was also found that the weld 

seam exhibits the same creep damage as that in the base material. Moreover, EDX 

analysis identified molybdenum as the main precipitation element inside the material. In 

addition, the chromium diffusion at the edge areas led to the depletion of the element and 

favoured the formation of pores and microcracks due to intergranular corrosion. 

Overall, the investigations presented herein offer a better understanding of creep 

damage in a material when it is used in gas turbines and also help in the design of hot-

gas-leading components. Nonlinear ultrasound technology has also been proven to be a 

powerful tool for detecting and classifying creep damage at an early stage as well as for 

differentiating between precipitation and microcracks. 
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7 THERMOSONIC TECHNIQUES 

FOR CRACK DETECTION 

In the previous chapters, creep damage (Chapter 6) and crack detection (Chapters 4 and 5) were 

examined using nonlinear ultrasound techniques. It was also pointed out that if the cracks are closed, 

then the nonlinear ultrasound techniques may fail because the waves may pass through the failure 

unhindered. In this regard, ultrasonically stimulated thermographic techniques showed promising 

results, in which the components were vibrated so that the cracked surfaces rub against each other. 

The resulting frictional heat was detected using a thermal imaging camera. 

  In this study, a piezo actuator was used to passively excite cracked turbine blades with a newly 

designed blade-clamping device. The actuator excited the turbine blades with frequencies (𝑓𝑎𝑐 ) 

ranging from 0 to 100 kHz to document the temperature increase with a thermal imaging camera. 

Thus, the temperature increase, ΔT = f(𝑓𝑎𝑐), was evaluated for each blade. In the next step, frequencies 

with the highest increases in temperature were kept constant and the energy supply (Pel) to the 

actuator was gradually increased. The behaviour of the curves, ΔT = f(Pel), was used to draw 

conclusions regarding the preloads or constraints in the crack area, which may indicate plastic 

deformation in the material around the crack area. In particular, the influence of preloads on the 

temperature increase due to friction was investigated with separate experiments. Moreover, a 

developed finite element model was used to simulate the vibration modes and calculate the 

temperature increase due to friction.
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  During the experiments, a previously unknown crack was detected under the TBC 

in a turbine blade, which underlines the strength of this process. 
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Abstract 

The hot gas components in a gas turbine have to withstand extreme loads. As failure of 

turbine blades could have catastrophic consequences, the integrity of the entire engine 

must always be guaranteed, hence quick and reliable structural health monitoring (SHM) 

or nondestructive testing techniques (NDT) are essential. 

In this work, an ultrasonic stimulated thermographic test system was developed to 

efficiently detect cracks in turbine blades. The used technique is based on the ultrasound 

excitation with a piezo actuator, where the contact surfaces of the crack are excited and 

generate frictional heat, which is captured by a thermal imaging camera. A method was 

developed, where the temperature increase is measured as a function of the electrical 

energy supply to the actuator. This allows understanding crack topology and the 

prediction of preloads in the crack. Numerical analysis were conducted for optimising the 

frequency to be excited for the type of damage experienced by the blade and for 

understanding the basic physics of the coupling between cracks configuration, local crack 

velocity and temperature increase. The procedure presented helps to efficiently detect 

cracks and to optimize the inspection cycles of these components. 
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1. Introduction 

Different causes can lead to failure of components in a gas turbine [1]. Among various 

NDT methods for damage imaging, the vibro-stimulated thermography process has been 

developed in recent years to detect cracks quickly and efficiently. A component is 

vibrated so that the surfaces of the crack rub against each other and the generated 

frictional heat can be detected using a thermal imaging camera.  

There are different possibilities how infrared thermography can be used for NDT 

[2–4]. Rahammer et al. conducted vibrothermal tests in composites using local defect 

resonance (LDR) technology [5] to investigate the changed resonance behaviour due to 

the changed stiffness in the area of the crack. Vibrothermography successfully 

demonstrated the viscoelastic temperature increase due to the delamination of composites 

[6, 7], while Solodov et al. utilised Chladni figures to demonstrate and visually illustrate 

resonance defects [8]. Gao et al. used statistical methods to detect cracks in turbine blades 

using sonic IR [9], and Obeidat et al. developed algorithms for post-processing to better 

extract damage [10–12]. The effect on the temperature of a closing crack was studied by 

Lu et al. [13], and the energy and heat index was developed for crack classification [14–

16] based on the dissipated energy in the crack. Rothenfusser et al. examined the 

behaviour of open and closed cracks in turbine blades in an energy context [17]. 

Mendioroz et al. developed a technique to detect vertical cracks with a thermal imaging 

camera using ultrasound excitation [18]. Cracks in aluminium structures were 

successfully detected using sonic IR thermography and extended post-processing 

techniques to process the results [19]. Weekes et al. successfully detected cracks under a 

ceramic thermal barrier coating (TBC) used in many hot gas components in gas turbines 

[20], and Zang et al. developed finite element methods for verifying experiments using 

sonic IR on turbine blades with cracks [21, 22]. 

In the literature overview shown so far, single frequencies were used for 

excitation. Studies with multi-frequency excitations are presented in the following. 

Zang et al. excited turbine blades using multiple frequencies to locate cracks with 

a thermal imaging camera [23, 24], and some studies used high-frequency loudspeakers 

as a source of excitation [25, 26]. Kang et al. increased the vibration amplitudes in the 

test component through an alternative constructive fastening solution for the ultrasonic 

horn and test component [27]. It was shown that different excitation frequencies offers 

advantages in crack detection. Holland successfully detected delamination under the TBC 
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of turbine vanes with a broadband vibrothermography technique [28]. A frequency 

dependency of the heat generated at the flaws was shown. 

Many technical possibilities can stimulate and vibrate the components, such as 

using sonotrodes [29–45], where 20 to 40 kHz signals are transmitted with high energy 

to the component to be measured. This creates a quasi-chaotic excitation, since single 

impulses are mainly transmitted and no periodic signals [18, 20, 34, 38, 43, 45–48]. A 

disadvantage is that damage to the contact surface of the sonotrode with the test 

component can occur [31, 33, 38, 44]. Typical piezoelectric sensors can also be used for 

excitation [49–51]. Dyrwal, Meo and Ciampa used air-coupled transducers (ACT) to 

excite turbine blades to detect cracks with thermography [52]. An advantage here is the 

contactless use of these transducers, but the whole system sensitively reacts to the position 

of the sensor and to smallest deviations of the focusing point.  

The aim of this work was the development of an efficient detection and 

classification of cracks with an ultrasonic stimulated thermal wave imaging approach. In 

addition, a novel developed procedure was used to identify preloads in cracks. This is an 

important indicator of plastic deformations caused by one of the typical failure modes in 

turbine blades. A piezo actuator was used as a source of excitation in this study, which 

allowed exciting the test components with frequencies up to 100 kHz and detecting the 

generated frictional heat using a thermal imaging camera. The turbine blades were excited 

indirectly via a rigid holding device to prevent damage to the blades and the TBC. For 

this purpose, turbine blades were used with cracks located at different positions on the 

trailing edges. This cracks formed during operation in a gas turbine.  

The temperature increase on the cracks was mapped as a function of the excitation 

frequencies. This was used to investigate the crack behaviour using varying actuator 

amplitudes with constant excitation frequencies. Finite element simulations were 

developed to study the behaviour of the crack and to optimise the experimental 

approaches. It was numerically demonstrated the importance of exciting the appropriate 

velocity component to generate frictional heat when the crack is open or closed. The 

generated heat was calculated numerically and compared with the experiments. 

2. Specimen description 

For the thermographic study, 12 turbine blades made from Inconel 628 of a 10 MW 

industrial gas turbine with cracks at the trailing edges were used. These blades are 
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internally cooled. The cooling air is led into the blade via the blade root and exits after 

serpentine cooling via different exit slots at the trailing edge. Figure 1 shows the positions 

of the cracks on the trailing edges of the turbine blades for further evaluations. In Table 1, 

all blades were summarised with corresponding names, crack positions and the visible 

crack lengths.  

 

Table 1.  Investigated turbine blades – overview. 

Blade name 

Crack in 

cooling air 

chamber 

Visible Crack length 

L [mm] 

B327 1 1.6 

B285 1 4.5 

B100 2 5.4 

B046 2 6 

B189 2 6 

B154 2 6.1 

B221 2 6.6 

B259 3 2.4 

B115 3 5.8 

B254 3 6.8 

VKH1084 6 2.5 

B286 6 6.1 

B189 9 — 
 

Figure 1. Cracked turbine blades. 

3. Experimental setup 

A piezo actuator was used to vibrate the turbine blades. Typical applied strains are 0.1% 

to 0.15% of the actuator length. Piezo actuators behave like capacitive loads, which is 

why their charging and discharging currents increase with the working frequency. The 

preloaded actuator from Piezosystem Jena was used due to its robust design and low heat 

impact area. Table 2 summarises the properties. 

Table 2.  Properties – piezo actuator. 

Type 
Dimensions 

[mm] 

Stiffness 

[N/µm] 

Displacement 

[µm] 

Mechanical 

resonance 

[kHz] 

Blocking 

Force 

[N] 

Piezosystem Jena 

PiSha 150/16/2 

Ø25×29 

Holder: Ø10×4 
600 2 40 1000 

  The entire scheme of the experimental setup is shown in Figure 2a. The actuator 

was directly bolted to the mounting device of the turbine blade using internal thread 

(Figure 2b).  
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Figure 2. Experimental setup: (a) Scheme; (b) Components: (1) Breakout box, (2) Oscilloscope - Picoscope 

5243D, (3) Puls generator - Rigol DG1022Z, (4) Amplifier - HV-LE150/100/EBW, (5) Piezo actuator - 

PiSha150/16/2. 

  A linearly rising sine wave signal generated by the Rigol DG1022Z pulse 

generator was used to excite the crack resonance frequencies. This signal is amplified by 

the device HV-LE150/100/EBW from Piezosystem Jena. The extended bandwidth of the 

amplifier introduces sufficient power over a large frequency range to the piezo actuator. 

As a control, the signal was transmitted via the monitor output to an oscilloscope and 

further evaluated using a computer. A breakout box was integrated via the trigger output 

to synchronise the frequency signal of the pulse generator with the recorded images of 

the thermal camera. For recording, the Infratec thermography system was used with the 

VarioCAM® HDx head research 645S camera, which is an uncooled micro bolometer 

camera with a detector format of 640 × 480 pixels and automatic focusing. The noise 

equivalent differential temperature (NETD) is up to 20 mK.  

The device for blade mounting was clamped to achieve maximum system rigidity, 

and to avoid erroneous reflection measurements, a black paper box was placed over the 

specimen.  

4. Thermographic spectra 

To examine the investigations with increasing energy supply in the actuator, the 

frequencies leading to the highest temperature increase were first determined. For this 

purpose, the thermograms for all turbine blades were measured. 

All measurements were performed in 5 kHz steps and synchronised with the 

highest accuracy. The frequency was linearly increased by 60 seconds for each excitation 

block, which guaranteed detecting small temperature increases. This was performed in 

the frequency range of 0 to 100 kHz. 
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Thermal energy is also transferred into the system through the piezo actuator’s 

heat and can thereby influence the result of the thermal imaging camera measurement. 

An influence of the heating of the ambient air and convective transmission to the blades 

was not measured. The thermal power 𝑃𝑡ℎ generated in the actuator can be estimated as 

follows [53] (Equation (1)): 

𝑃𝑡ℎ ≈
𝜋

2
𝑡𝑎𝑛(𝛿)𝑓𝐶𝑈2,  (1) 

where 𝑡𝑎𝑛(𝛿) is the dielectric loss factor (ratio of effective to reactive power), 𝑓 the 

working frequency, 𝐶  the actuator capacitance and 𝑈  the voltage difference between 

positive and negative peak voltage. Figure 6a shows the heat loss, Pth, as a function of the 

input voltage, U, for frequencies up to 100 kHz. The frequency influences the thermal 

output emitted, where the higher the actuator frequency, the greater the temperature 

increase.  

Measurements from 0 to 100 kHz were performed to estimate the heat influence 

on the experimental setup (Figure 6b). Temperature profiles were measured at different 

positions and compared regarding the outer shell of the actuator (1), the contact surface 

for the washer (2), the holder (3), the inner shroud of the turbine blade (4) and two 

positions on the airfoil (5) and (6). The temperature significantly rises at the contact 

surface (2) with an excitation of 10 kHz, and a temperature increase of 4.2 K was 

measured at 30 kHz to 40 kHz.  

This also affects the airfoil, where the temperature begins to rise continuously 

from an excitation of 20 kHz. The influence on two cooling air outlets on the airfoil were 

also evaluated. A maximum temperature increase of 1.19 K was measured at the position 

of the first cooling air chamber (5), further up on the ninth cooling air chamber (6) a 

maximum of 1.03 K. 
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Figure 3. Temperature influence actuator: (a) theoretical heat loss actuator - U f(Pth);  

(b) experimentally determined heat transfer. 

  The theoretical calculations and experiments showed actuator influence on the 

heating of the turbine blade with a slow transfer of heat to the test object. Rapid heating 

in the crack area due to friction represents a clear difference detectable due to the higher 

temperatures.  

Figure 4 shows the thermograms of the various turbine blades and cooling air 

openings. The designations C1, C2, C3, C6 and C9 in the figures describe the evaluated 

positions of the cracks on the turbine blades. The significant temperature increases occur 

primarily in the frequency range from 30 to 50 kHz for all measurements. As already 

shown in Figure 3b, the general temperature difference increases continuously. 

Nevertheless, the temperature peaks were clearly identified. With consideration of all 

blades, the arithmetic average temperature increase was 6.5 K. In the case of cracks in the 

sixth chamber, the frequencies also shift to higher values since a maximum temperature 

increase of 26 K was measured (Figure 4-C6(b)). These significant increases in 

temperature are certainly favoured by the rigid clamping and thus by the direct 

transmission of the actuator energy.  

The crack in the ninth chamber (Figure 4-C9(a)) is noteworthy, as a crack in the 

second chamber was originally detected on blade B189, but a further crack was not 

detected using conventional inspection methods and only made visible by thermographic 

experiments. This crack was located under the TBC. 



7. Thermosonic Techniques for Crack Detection 

204 

 

 

Figure 4. Thermograms: C1(a) B327; C1(b) B285; C2(a) B100; C2(b) B046; C2(c) B189; C2(d);  

C2(e) B221; C3(a) B259; C3(b) B115; C3 (c) B254; C6(a) VKH1084; C6(b) B286; C9(a) B189. 

  Some cracks also showed two positions of high heat generation. The point of 

maximum heat generation of all blades, L1 (Figure 5), is approximately 50% of the visual 

crack length, which proves that the cracks are wedge shaped and slightly open to the 

outside. This also means that there are plastic deformations in the areas of the cracks or 

erosion. Since there are mainly turbine blades with cracks in the second chamber, these 

were dominant for the evaluation. In addition, for blade B254 the heat generation point 

was located deep in the component (88% compared to the visual crack length, L). 

 

Figure 5. Positions heat generation. 
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  Table 3 summarises the most important results of the experiments. The crack 

dimensions and positions (L1, L2) of the temperature generation are shown along with 

the highest temperature peaks with the corresponding frequencies. The number of 

measured peaks in the thermograms provides information about incorporating the 

thermographic measuring method. 

Table 3.  Results thermography turbine blades – summary. 

Blade name Crack 

chamber 
Visible Crack 

length  

L [mm] 

Position max. heat 

generation Peak ∆T 

[K] 1 
Peak f 

[kHz] 1 No. Peaks 
L1 

[mm] 
L2 

[mm] 
B327 1 1.6 1.3 — 2.7 38.0 6 
B285 1 4.5 3.6 2.3 8.48 27.25 22 
B100 2 5.4 2.5 1.1 4.6 39.7 18 
B046 2 6 1.9 — 9.6 39.0 16 
B189 2 6 3.2 — 3.3 43.7 19 
B154 2 6.1 4.7 1.0 4.7 29.0 11 
B221 2 6.6 3.5 2.2 12.1 40.3 13 
B259 3 2.4 1.1 — 1.9 37.5 11 
B115 3 5.8  — 2.0 67.0 11 
B254 3 6.8 6.6 2.2 9.7 34.0 14 
B286 6 6.1 2.7 0.9 25.2 34.8 14 

VKH1084 6 2.5 0.9 — 6.0 38.7 18 
B189 9 — 2.2 1.4 5.93 41.56 16 

1 Refers to max. heat generation point L1.  

  The frequencies determined from the maximum temperature peaks serve as the 

basis for the investigations in the next section. 

5. Temperature behaviour with increasing energy 

supply 

In the previous section, the frequency was gradually increased and relevant crack 

resonance frequencies determined using thermography. Next, the frequencies with the 

highest temperature increase were kept constant for the individual blades while the energy 

supply to the actuator (amplitude) was gradually increased. The electrical power is 

defined as [53] (Equation (2)): 

𝑃𝑒𝑙 =
1

2
𝐶𝑈2𝑓.  (2) 

Figure 6 show the temperature behaviour with slowly rising electrical energy in the piezo 

actuator. The frequencies with the highest temperature increase (Table 3) were selected 

for the individual blades and kept constant for the studies. After each measuring point, 

the actuator was switched off for electrical voltage readjustment. The actuator was 
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activated for 2 seconds at each measuring point. This concept also works with frequencies 

with a lower temperature increase, but the frequencies with the peak temperatures offer 

the best possible response to even small actuator excitations. 

The power display on the abscissa was shown in a standardised manner (Pnorm) 

since the induced power in the actuator fluctuates depending on the excitation frequency. 

The closer the friction point is to the trailing edges of the blades, the higher the 

relative sliding speeds and thus also the temperature. Uncertainties occur such as residual 

internal stresses or constraints due to the crack topography. The curves are characterised 

by different curve gradients. If the curve gradient is negative, saturation occurs and the 

temperature increase is limited, which could indicate closed cracks. With positive 

gradients, the temperature continues to rise and it is assumed that the crack has minimal 

inner constraints. 

  

Figure 6. Heating behaviour: (a) chamber 1; (b, c) chamber 2; (d) chamber 3; (e) chamber 6; (f) chamber 9. 

  A quadratic fitting curve was used through the measuring points on all 

measurements (dotted line). It can be observed that there is a direct connection to the 
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kinetic energy (𝐸𝑘𝑖𝑛 =
1

2
𝑚�⃗�𝑠𝑙

2 ) since the measured temperature is proportional to the 

relative sliding velocity (∆𝑇 ∝ �⃗�𝑠𝑙). If excitation occurs in the resonance area of the crack, 

a significant part of the energy induced in the actuator was converted into crack vibration.  

6. Preload 

Different behaviour of the cracks were determined, where constraints from preload forces 

were assumed. Therefore, the influence of preloads on the cracks was examined more 

closely. Figure 7 shows an experimental setup to demonstrate a preload’s influence on 

thermographic examinations. A metallic body is clamped in the test setup and was painted 

matte black to avoid reflections. Using additive manufacturing, a device was constructed 

to guide a cylindrical pin, which should lead to a heat increase on the friction surface of 

the device. To measure the temperatures with changed preloads, the cylinder pin is 

preloaded with a compression spring and grub screw. The influence of the screwed-in 

threaded pin on the inertia of the vibrating system is estimated to be negligible. Six 

different load positions were examined (0.14 N to 0.98 N). 

 

Figure 7. Influence preload: (a) experimental setup - overview; (b) experimental setup - components. 

  Figure 8 shows the result, where the input energy, Pel, was illustrated standardised. 

With small contact forces, a convex course appears, which becomes concave with higher 

forces. Quadratic behaviour occurs, as demonstrated in the other experiments. The 

numerical evidence and comparison are shown in Section 7.3. 
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Figure 8. Experimental evidence influence preload. 

7. FEM simulations 

Cracks react differently to different excitation frequencies or excited wave modes. Using 

the finite element method (FEM), the excitation frequency could be optimised to achieve 

the highest temperature increase at crack locations. The different velocity vectors in the 

crack area were calculated and compared with the simulated temperature increases due to 

friction. Figure 8 experimentally showed a preload’s influence on the thermographic 

results, which were numerically evaluated and compared. 

7.1. FEM model 

The blade model was geometrically simplified for the numerical thermographic 

simulations. To avoid influencing the thermal flow and stiffness, the FEM model’s 

internal cooling channels were modelled. The lower surface was fixed, and the periodic 

excitation, equivalent to the experiments, occurs over the root area of the blade (Figure 9). 

This excitation is transferred to the crack model and vibrates this region. A sufficiently 

small time increment must be selected to correctly represent the temperature increase   

(6e-5 s). With the Ansys calculation program, the ‘CoupledFields’ extension is required to 

calculate temperature increases due to friction. The thermo-mechanical contact condition 

was programmed via the Ansys Parametric Design Language (APDL). The crack was 

simulated using a frictional contact algorithm, and an initial force of 10 N was applied 

whereby the contact areas were lightly pressed together.  
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Figure 9. Thermographic FEM model. 

  The crack was modelled over the visual crack length, L, and the heat generation 

point, L1, where the temperature-increase evaluation was conducted. The surfaces to the 

right and left of the heat generation zone move freely and cannot overlap during vibration. 

The damping of the entire system significantly influences the measured results. 

Many factors have influence which cannot be mapped with FEM due to the chosen system 

boundary. The ground below the measuring device also affects the damping. One method 

is to experimentally determine the attenuation for the numerical simulations. The 

Rayleigh damping 𝑪 = 𝛼𝐷1𝑴+ 𝛼𝐷2𝑲  is used for this purpose, where 𝛼𝐷1  is the 

proportionality constant of the mass matrix and 𝛼𝐷2 the proportionality constant of the 

stiffness matrix. High-frequency vibrations are damped by the factor 𝛼𝐷2  and low-

frequency vibrations by the factor 𝛼𝐷1. If the damping ratios of two different vibrations 

are known (𝜆𝐷𝑖), these factors can be calculated with Equation (3): 

𝛼𝐷1 =
2𝜔1𝜔2

𝜔2
2−𝜔1

2 (𝜆𝐷1𝜔2 − 𝜆𝐷2𝜔𝐷1), 

𝛼𝐷2 =
2(𝜆𝐷2𝜔2−𝜆𝐷1𝜔1)

𝜔2
2−𝜔1

2 .   

(3) 

The experiment was positioned on the same ground as those in the previous section. The 

blade was manually excited and the vibration measured using a portable laser vibrometer 

(Polytec Laser PDV 100). These experiments were repeated with different samples. The 

decay coefficient, 𝛿 , is determined by the logarithmic decrement with the measured 

values 𝛿𝑖 =
1

𝑛
𝑙𝑛

𝑥𝐷(𝑡)

𝑥𝐷(𝑡+𝑛𝑇𝐷)
, where 𝑛 is the number of measured oscillations, 𝑡 is the time, 

𝑇𝐷 are the periods and 𝑥𝐷 are the vibration amplitudes of the decaying vibration. The 
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value 𝑖  describes the respective evaluated frequency. The damping ratio 휁𝑖 =
1

√1+(
2𝜋

𝛿𝑖
)²

 

was then determined. The 𝜆𝐷 values are the values of 휁, which are given as percentages, 

which were used to calculate the damping factors of 𝛼𝐷1 and 𝛼𝐷2 for the FEM calculation 

(Table 4). 

Table 4.  Experimental determined damping values. 

f1 [Hz] 𝛿1 [s-1] ζ1 [%] f2 [Hz] 𝛿2 [s-1] ζ2 [%] αD1 αD2 

3263 7,1 0,035 6707 11,53 0,027 11,74 6,2e-9 

7.2. Crack dynamics 

In this section, the different crack modes are shown, the velocity vectors are computed 

and the reaction forces of the cracks’ contact surfaces are demonstrated for comparison.  

If a component with an outwardly open crack is set in oscillation, different 

vibration modes result depending on the resonance frequency at the crack region 

(Figure 10). The local resonance crack modes can be exploited to generate a high 

temperature gradient.  

The behaviour of the rubbing mode in y-direction can be compared to that of a 

mass-swinging pendulum (Figure 10a), where due to laws of energy conservation, the 

kinetic energy is equal to the potential energy. In the maximum deflection at point P1, the 

oscillation speed and thus also the kinetic energy are zero and the potential energy in this 

case is the strain energy with the maximum value 𝐸𝑝𝑜𝑡 = 𝐸𝑠𝑡𝑟𝑎𝑖𝑛 =
1

2
𝑉𝐸휀2 . When 

swinging back to point P2, the strain energy is zero and the kinetic energy also reaches 

its maximum by the maximum swinging speed 𝐸𝑘𝑖𝑛,𝑦 =
1

2
𝑚�̇�2 in the y-direction. The 

sliding velocity at the contact point of the crack thus leads to an increase in temperature, 

which is important for thermographic measurements.  

Figure 10b shows the shear vibration mode, where the energy behaviour is 

identical to the previous mode. This means that at P2 the kinetic energy reaches its 

maximum value (𝐸𝑘𝑖𝑛,𝑥 =
1

2
𝑚�̇�2), whereas in P1 the strain energy is maximum and the 

kinetic energy is zero.  

The clapping mode, shown in Figure 10c, allows the crack surfaces to clap onto 

each other, where the maximum speed is reached before the cracks’ surfaces meet 

(𝐸𝑘𝑖𝑛,𝑧 =
1

2
𝑚�̇�2). Real systems always involve a combination of all three modes. 
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Figure 10. Crack modes: (a) rubbing mode y-direction; (b) rubbing mode x-direction; (c) clapping mode  

z-direction. 

  The FEM investigations were conducted similarly to the experiments in the 

frequency range from 0 to 100 kHz (Section 4). The simulation results showed the 

behaviour of the various vibrating crack modes (Figure 10). Figure 11a and Figure 11b 

show the velocity vectors and relative temperature increase due to friction for the 

exemplary B286 blade. The two temperature peaks (Figure 11c) occur at the points where 

the lateral velocity vectors have a maximum and the relative displacement creates a 

surface pressure at the crack location (Figure 11b). It was shown that the rubbing mode 

in y-direction (Figure 10a) causes a large increase in measured temperatures. 



7. Thermosonic Techniques for Crack Detection 

212 

 

 

Figure 11. Results FEA: (a) legend; (b) crack velocity vectors and reaction forces; (c) frictional temperature. 

7.3. Influence preload 

A preload’s influence on a crack during the thermographic experiments was examined for 

blade model shown in the previous section. The highest relative sliding velocity was 

determined at a frequency of 31.1 kHz (Figure 11b). Figure 12 shows the maximum 

temperature increase of the friction surface for the various contact loads from 10 N to 

200 N. The preload was integrated into the surface normal of the upper contact surface of 

the model. The periodic sinusoidal excitation with a maximum amplitude of 1000 N was 

introduced into the test object to simulate the functionality of the piezo actuator. 
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Figure 12. Study preload: (a) load = 10 N to 100 N; (b) load = 150 N to 200 N. 

  Figure 12a showed quadratic behaviour of the curves at forces from 10 N to 100 N, 

where if the load increases, the curve progressively reverses and becomes concave 

(Figure 12b). This confirms the previous assumption that the concave course of the curve 

evidences the presence of constraints due to vertical loads. 

Figure 13 shows the qualitative comparison of the experimental data (Figure 8) 

and numerically determined data (Figure 12) for sequentially increased loads denoted by 

the increasing number of ‘+’ signs. 

 

Figure 13. Comparison normalised preload study: (a) numerical analysis; (b) experimental results. 

  The verification of experiments and numerical calculations allow statements about 

possible preloads in cracks. 

8. Conclusion 

This paper proposes an ultrasonic stimulated thermal wave imaging system for crack 

detection in turbine blades. The presented method allows determining the presence of 

preloads on the crack surface as well as local plastic deformation. It was shown that the 

temperature increase as a function of the introduced actuator energy changes from 
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concave to convex with higher preloads in the crack areas. This was demonstrated by the 

development of finite element models able to reproduce results. 

Turbine blades with real cracks on the trailing edges and in unknown locations 

under the ceramic TBC were investigated. The experimental results supported by finite 

element modelling results showed that the acquired thermograms provide crack detection 

and allow to provide information about the crack characteristic.  

The presented procedure enables quick and accurate nondestructive investigation 

of turbine blades or other hot gas-leading components of gas turbines, leading to 

significant cost saving and safer operations. 
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8 CONCLUSIONS AND 

RECOMMENDATIONS FOR 

FUTURE WORK 

The aim of this research work is to develop new techniques for the early and sensitive detection of 

failures in gas turbine components with a high degree of accuracy. This chapter summarises the 

findings on nonlinear ultrasound and vibrothermographic techniques. 

8.1 Nonlinear Ultrasound 

This chapter highlights the techniques developed for damage detection in materials with novel 

nonlinear frequency modulation methods. According to the literature, using frequency modulation 

offers advantages in the detection of defects in materials (Chapter 2.2.2). So far, the nonlinearity 

parameters of the second-harmonic (2f) and third-harmonic (3f) frequencies were used for evaluation, 

along with sums and differential sidebands (f2 ± f1) for frequency modulation. However, an analytical 

holistic view of frequency modulation with two transmitted frequencies up to the third order of 

nonlinearity was missing. Therefore, the nonlinearity parameters of the frequencies f1,2, 2f1,2, 3f1,2, 

f2 ± f1, 2f1 ± f2 and 2f2 ± f1 were analytically derived together. These frequencies were clearly 

detectable in the frequency spectrum during the experiments. The wave propagation and generation 

of the derived nonlinearities were also verified in the numerical simulations. A total of 12 nonlinearity 
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parameters were used to detect cracks, allowing the prediction of the sizes of the defects. 

Overall, the work presented in Chapter 4 forms the basis for further consideration of 

nonlinear phenomena and their use in identifying defects in materials. 

  Frequency modulation was found to have clear advantages compared to single-

frequency excitation, whereby the question was whether a further increase in the number 

of fundamental frequencies can bring about some advantages. Therefore, the analytical 

model discussed above was extended to four sent frequencies and resulted in 64 

fundamental, harmonic and modulated response frequencies (Table 1), and their existence 

was proven experimentally (Chapter 5). 

Table 1.  Nonlinearity parameters of quadruple excitation. 

Frequencies 

Fundamental 

frequencies 

2nd harmonic 

frequencies 

3rd harmonic 

frequencies 
2f sidebands 

2nd harmonic 

sidebands 
3f sidebands 

𝑓𝑛 1 2𝑓𝑛 1 3𝑓𝑛 1 𝑓𝑛 ± 𝑓𝑚 1,2 2𝑓𝑛 ± 𝑓𝑚 1,3 𝑓𝑛 + 𝑓𝑚 ±𝑓𝑝 1,3 

1 𝑛,𝑚, 𝑝 ∈ {1, 2, 3, 4}.  
2 𝑛 > 𝑚. 
3 𝑛 ≠ 𝑚 ≠ 𝑝. 

  If the fundamental frequencies are systematically defined in advance, then several 

harmonic and sideband frequencies will superimpose at certain frequencies. For this 

purpose, groups were used, which consist of up to four fundamental frequencies, 

harmonic frequencies and sidebands. Because of the increased signal energy introduced 

at these particular frequencies, it was possible to predict cracks and estimate their sizes. 

The proposed technique, called the grouping technique, was compared to other excitation 

methods in this study. Excitation was performed with one fundamental frequency, with 

two fundamental frequencies (constant and linearly increasing) and with four 

fundamental frequencies. Two-frequency excitation already demonstrated clear 

advantages over waves with only one fundamental frequency. With quadruple excitation 

combined with the grouping concept, precise predictions regarding crack sizes were 

possible. 

  Crack detection was successfully resolved in Chapters 4 and 5. However, if a 

crack has already formed, then there is a high risk that component breakage will endanger 

the operation of the entire gas turbine. In many cases, a crack is signalled by the initiation 

of plastic deformation, which may be due to TMF, LCF or FOD. The topic of plastic 

deformation also includes component damage due to creep, which was discussed in detail 
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in Chapter 6. Creep samples made of Hastelloy X material were investigated, which is 

often used in the hot-gas area of gas turbines because of its advantageous physical 

properties. The samples were subjected to high temperatures and mechanical loads for 

3200 to 5850 hours. One sample was welded to draw conclusions regarding the creep 

behaviour of the weld seam. During the metallurgical examinations of the samples, there 

was already increased pore formation, starting from the edge area of the samples, which 

continued to decrease towards the inside. The weld seam, however, demonstrated no 

difference compared to the rest of the material. Pore formation was evaluated precisely, 

and parameters such as the damage sizes, damage densities and the occupied damage area 

were evaluated. Scanning electron microscopy was used to clearly identify the creep 

damage, and EDX analysis was used to determine the precipitation elements, which 

showed that molybdenum was mainly precipitated inside the component. A different 

picture, however, emerged in the edge area, because this is where chromium was 

primarily precipitated. The chromium particles diffused into the outside area, where they 

oxidised to form a Cr2O3 layer when combined with oxygen. A further layer of iron-nickel 

oxide was also detected on the chromium oxide layer. This chromium diffusion led to its 

depletion in the edge area, hence supporting the formation of intergranular pores and 

microcracks. Given the promising results obtained in Chapters 4, ultrasonic dual 

frequencies were sent to the samples using identical technology. Creep samples were 

examined in an area grid, and the known nonlinearity parameters were evaluated. In 

comparison to the reference sample, the creep damage and the increased pore 

concentration were clearly detectable. Compared to the metallurgical results, the 

harmonic frequencies showed an increased sensitivity to the damage sizes of the pores 

and the summing sidebands (f2 + f1, 2f1 + f2 and 2f2 + f1) showed a good agreement with 

the damage density. Overall, the knowledge gained in this study can help better 

understand the behaviour of materials and increase their service life by using appropriate 

measurements for components and modifying their design, such as by applying a 

protective coating. 

8.2 Vibrothermography 

To detect closed cracks, turbine blades were examined using ultrasonically stimulated 

thermography (Chapter 7). Cracks were found to form on the trailing edges of the turbine 
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blades in various positions during the operation of the gas turbines. To avoid the known 

disadvantages of direct excitation on the components and the difficult transfer of energy 

with contactless excitation techniques, a sample holder with passive excitation was 

designed. Excitation was then performed using a piezo actuator, which was screwed 

directly onto the sample holder. On this device, the turbine blades were clamped with the 

blade roots, similar to the installation of a turbine disc in gas turbines. As a result, the 

coating on the blade airfoil was protected during the measurements. In the first step, the 

blades were excited with the actuator from 0 to 100 kHz. The temperature increases of 

the individual blades were then determined as a function of the excitation frequency. 

Moreover, a previously unknown crack was detected, which was below the TBC in the 

base material. Frequencies with the highest increases in temperature were kept constant 

in the next step, and the voltage supply to the actuator was slowly increased. This allowed 

evaluations with the measured temperature increase as a function of the electrical energy 

input into the actuator. The course of the curves showed whether the cracks were closed 

or whether they were prevented from vibrating by internal constraints, such as preloads. 

Therefore, a squared curve behaviour and, thus, a comparison to the kinetic energy of the 

vibration of the crack were discussed. Moreover, the behaviour of possible preloads in 

the crack was investigated with a new experimental setup. It was thus possible to 

demonstrate that the curve progression, ΔT = f(Pel), changes from convex to concave with 

increased preloads in the crack area. Different vibration modes (rubbing, clapping) were 

examined in a newly developed finite element model. The simulated temperature increase 

confirmed the preload theory in the crack area. 

8.3 Summary of Contributions  

The major contributions of this research work are summarised below. 

Nonlinear ultrasound: 

 The first holistic derivation of frequency modulation from two fundamental 

frequencies up to the third order of nonlinearity 

 An analytical derivation of quadruple excitation and the development of the grouping 

concept for the efficient detection of cracks 
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 A new metallurgical understanding of the creep behaviour of the Hastelloy X 

material with different precipitated elements, depending on the evaluated position on 

the sample 

 A clear identification of creep damage by means of ultrasound, with conclusions 

regarding the metallurgical outcomes 

Ultrasonically stimulated thermography: 

 The design of a new component-friendly sample holder with passive actuator 

excitation 

 The measurement of temperature increase as a function of the frequency and energy 

input into the actuator to identify cracks 

 A proof of preloads between the crack surfaces with the curve behaviour, ΔT = f(Pel), 

allowing new conclusions regarding the possible plastic deformation in the crack area 

 The development of a finite element model for the simulation and verification of 

temperature increases in the crack area 

8.4 Future Work 

Overall, the studies presented herein on the detection of creep and cracks on turbine 

blades show promising results. Nonetheless, these proposed techniques should be 

examined more closely to reach a better understanding of their capabilities and 

limitations. 

  The failure detection technologies presented in Chapter 3 offer many promising 

possibilities for modern NDT&E and SHM systems. For example, tip timing techniques 

have been used successfully for many years in gas turbines for failure identification. 

Moreover, continuously monitoring the temperature of highly stressed components is 

very promising. The decisive factor here is the further development of smaller, more cost-

effective sensors that can be used in-situ in the hot-gas area of gas turbines. 

  Most of the ultrasound techniques were presented as NDT&E variants. The 

algorithms developed for failure identification in this work can also be used as an SHM 

system for component monitoring while the gas turbines are in operation. Moreover, 

additive manufacturing processes allow equipping even complex-shaped components, 

such as turbine blades, with appropriate sensors. Contactless sensors, such as ACTs, have 

also been found to have favourable potential in this application. The greatest challenge 
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here is to develop reliable and inexpensive piezo elements for use in the high temperature 

range. Promising research was presented in the overview of the literature in Chapter 2. In 

this work, algorithms for failure detection were derived, which can also be applied on a 

larger scale to machine learning algorithms to derive lifetime conclusions regarding 

certain gas turbine components. 

  The algorithms developed for crack detection using nonlinear frequency 

modulation were derived in Chapters 4 and 5 and verified numerically and 

experimentally. In general, it can be useful to extend these studies and test the algorithms 

on samples with various crack sizes to obtain a more precise understanding of the 

accuracy of the measurements. Investigation of microcracks with different sizes with the 

corresponding damage tolerance can also lead to new insights. 

  In Chapters 4 and 5, the algorithms were primarily examined on specimens with 

artificial defects and on turbine blades with trailing edge cracks. However, it can also be 

useful to investigate this on other turbine blade variants with defects at different positions. 

Besides turbine blades, this method can be adapted to and tested on other hot-gas-leading 

components of gas turbines. 

    Overall, the behaviour of creep in materials is very complex and is still not fully 

understood. The samples examined in this work were loaded in the laboratory with a high 

technical effort. This can be compared to the samples used in a gas turbine, since the 

atmosphere is aggressive because of the hot gas flow behind the combustion chambers. 

  In the case of ultrasonically stimulated thermography, the experimental setup can 

be further automated for planned commercial use. However, it is worth noting that the 

generation of frictional heat through crack excitation is still not entirely clear. For a more 

precise simulation, the finite element model can be improved with a more detailed crack 

design. 

  Overall, the CAN technology presented in Chapter 2.2.1 can be extended with the 

experimental setup shown in Chapter 7. The piezo actuator demonstrably set the crack to 

vibrate, whereby the crack dynamics can be examined using nonlinear ultrasound instead 

of a thermal imaging camera. 
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