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Abstract

Data on social media is abundant and offers valuable information that can be util-
ised for a range of purposes. Users share their experiences and opinions on various
topics, ranging from their personal life to the community and the world, in real-
time. In comparison to conventional data sources, social media is cost-effective to
obtain, is up-to-date and reaches a larger audience. By analysing this rich data
source, it can contribute to solving societal issues and promote social impact in
an equitable manner. In this thesis, I present my research in exploring innovat-
ive applications using Natural language processing (NLP) and machine learning to
identify patterns and extract actionable insights from social media data to ulti-
mately make a positive impact on society.

Firsts, I evaluate the impact of an intervention program aimed at promoting inclus-
ive and equitable learning opportunities for underrepresented communities using
social media data. Second, I develop EmoBERT, an emotion-based variant of
the BERT model, for detecting fine-grained emotions to gauge the well-being of a
population during significant disease outbreaks. Third, to improve public health
surveillance on social media, I demonstrate how emotions expressed in social media
posts can be incorporated into health mention classification using an intermediate
task fine-tuning and multi-feature fusion approach. I also propose a multi-task
learning framework to model the literal meanings of disease and symptom words to
enhance the classification of health mentions. Fourth, I create a new health mention
dataset to address the imbalance in health data availability between developing and
developed countries, providing a benchmark alternative to the traditional stand-
ards used in digital health research. Finally, I leverage the power of pretrained
language models to analyse religious activities, recognised as social determinants
of health, during disease outbreaks.
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Chapter 1

Introduction

Social media has revolutionised how we communicate and exchange information,

connecting billions of users who generate and share vast amounts of data on every-

day matters [37]. This creates an opportunity to analyse and understand the

various aspects of society in unprecedented detail. By leveraging the power of

social media data, we can gain valuable insights into the needs, concerns, and be-

haviours of individuals and communities and use this information to inform policy

decisions and positively impact society [267]. The widespread use of social media

has allowed greater access to real-time data at a low cost, making it suitable for

automatic analysis [57].

This thesis aims to explore different approaches to analyse data derived from social

media for applications with social impact. Specifically, I explore novel applications

using Natural Language Processing (NLP) and machine learning to process large-

scale social media data to address some of our society’s most pressing challenges.

The main goal is to contribute to the growing body of knowledge on the role of

social media for social good and to demonstrate how this data can be used to

improve the lives of individuals and communities.

Although there is no universally agreed definition of social good in the field of Com-

puter Science [241], a common approach for research in this area is to adopt the UN

Sustainable Development Goals (SDG), which consists of a set of 17 objectives that
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1. Introduction

aim to guide society towards a more equitable, prosperous, and sustainable world

[135]. Existing research focus on applying Artificial Intelligence (AI) techniques of-

ten referred to as Artificial Intelligence for Social Good (AI4SG), that address some

of the social issues facing our world in areas such as healthcare [107], education

[42], agriculture [231], social welfare, and justice [49]. Social media analysis can

be thought of as a sub-field of artificial intelligence that focuses on the automatic

analysis of large amounts of text data generated by users on social media platforms

[70].

In this thesis, I adopt the definition of the umbrella term AI4SG as defined by

Cowls et al [55]: actions that prevent, mitigate or resolve problems affecting human

life or wellbeing, enable socially sustainable developments while not introducing new

forms of harm and/or amplifying existing disparities and inequities. Based on this, I

present novel computational methods for social media analysis to understand better

and draw actionable insights that deliver positive social impact. I will leverage the

huge amount of social media data generated by billions of people and novel NLP

methods to analyse such data automatically. When successfully applied, social

media analysis has a great potential impact that can ensure healthy lives, promote

well-being for individuals and promote inclusive and equitable education.

Building upon the definition of AI4SG by Cowls et al [55], which describes AI4SG

as actions aimed at preventing, mitigating, or resolving issues affecting human life

or wellbeing, enabling socially sustainable developments without introducing new

forms of harm or amplifying existing disparities and inequities, I present novel

computational methods for social media analysis to gain deeper understanding and

extract actionable insights for delivering positive social impact. In this thesis, I

harness the voluminous social media data generated by billions of people world-

wide, alongside innovative NLP techniques to automatically analyse such data. If

successfully applied, social media analysis has the potential to foster inclusive and

equitable education, ensure healthy lives and promote well-being for individuals

thereby contributing to social good.

2
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1.1 Research Motivation

As social media grows in popularity, it generates enormous amounts of data daily.

The sheer volume and variety of user-generated content and the user interaction

network create unique opportunities for understanding individuals, communities,

and society as a whole. One key advantage of social media data is its real-time

nature, providing current information and commentary on significant events and

happenings in society. Additionally, social media posts often include geo-location

information, which can be valuable for large-scale geographical assessments at the

city, state or national level [88].

The contents of social media, including micro blogs on Twitter∗, status updates on

Facebook†, comments on YouTube‡ and user forums on Reddit§, are mainly in the

form of textual data [98]. This offers the potential for applications in NLP [24].

In recent years, NLP has achieved remarkable success across several domains, at-

tracting widespread interest from researchers. NLP applications have been used to

solve a wide range of practical problems such as speech recognition [219] and ma-

chine translation of low-resource languages [5]. In general, the success of machine

learning presents the possibility of utilising the large amount of data generated

from social media as a data source for tracking social phenomena.

However, analysing social media data is a non-trivial task and poses challenges

for NLP[189]. Social media often uses unstructured nature of language, including

misspellings, the adoption of informal words such as slang, and deviations from

standard grammar [208]. Additionally, social media posts are often brief, covering

a wide range of topics, making it challenging to develop tools specific to this domain

or to use contextual information to clarify the meaning of the content. It is therefore

crucial to optimise methods to deal with the unique characteristics of social media
∗https://twitter.com
†https://www.facebook.com
‡https://www.youtube.com
§https://www.reddit.com
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data.

The use of social media analysis in various fields has proven to be impactful in

promoting public health and addressing social issues. For example, the analysis of

social media data has been used to monitor the spread of diseases and identify po-

tential health risks associated with certain behaviours [99, 235, 187, 11]. Addition-

ally, researchers have utilised social media data to identify instances of discrimina-

tion [26, 30] and shed light on systemic issues related to immigration [115, 87, 158].

These applications demonstrate the potential for social media analysis to have a

significant positive impact on society.

The primary motivation of the work presented in this thesis is to examine how

social media content can be analysed for the benefit of society in two key areas:

education and healthcare. In education, I measure the impact of an intervention

program that promotes inclusive and equitable learning opportunities for under-

represented communities In healthcare, I propose to monitor health and well-being

during disease outbreaks and effectively detect health reports on social media.

Overall, I explore ways to address the unique characteristics of social media data

to improve the performance of related tasks through a combination of NLP and

machine learning techniques.

1.2 Research Questions

In this thesis, I focus on how social media data can be automatically analysed to

address social issues that can lead to positive social impact. Based on this, I have

formulated the following research questions:

• RQ1: What is the impact of technology retraining programs for women from

underrepresented communities, as reflected on social media?

• RQ2: How can social media be used to detect fine-grained emotions during

major disease outbreaks?
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• RQ3: How can health mentions be detected on social media to track health-

related conversations?

• RQ4: How can the gap in health-related social media data between developed

and developing countries be narrowed?

• RQ5: How has the COVID-19 pandemic impacted religious and spiritual

practices in the UK, as reflected on social media?

The research areas in this thesis were selected to offer a broad coverage within

AI4SG, while considering data availability and the topical relevance of the issues

at the time of research. For instance, at the commencement of this research, the

TechUPWomen∗ programme was being implemented. This initiative, dedicated

to training women from underrepresented demographics in the field of technology,

offered a prime opportunity to delve into the domain of education. The examina-

tion of this programme allowed for a nuanced exploration of methods to promote

inclusive and equitable learning opportunities for communities typically underrep-

resented in these areas.

Concurrently, the emergence of the COVID-19 pandemic drew the global focus

towards public health and disease control. This major disease outbreak prompted

a redirection of part of this research towards healthcare, exploring the use of social

media analysis for monitoring health and well-being during disease outbreaks and

for effective detection of health reports on social media platforms.

These research areas, while broad in their coverage withinAI4SG, are also respons-

ive to pressing societal challenges that were particularly relevant during the course

of this research. Detailed exploration of these research questions and the insights

gleaned from them can be found in Chapters 4, 5, 6, 7 and 8.
∗https://techupwomen.org/
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1.3 Research Objectives

To answer the above research questions, I have established the following objectives:

• To assess the impact of training women from underrepresented communities

in tech using social media data. This addresses RQ1 in Chapter 4.

• To develop and evaluate methods for detecting fine-grained emotions on so-

cial media and introduce emotion-specific pre-training objectives. This is

important to address RQ2. This is further explored in Chapter 5

• To investigate how emotions can be incorporated into health mention detec-

tion. This addresses RQ3 and it is explored in Chapter 6.

• To investigate how detection of literal meanings can be used to classify social

media posts that contain health mentions. This is intended to answer RQ3.

This is studied in Chapter 7.

• To create a dataset that aims to narrow the gap in health-related social media

data between developed and developing countries. This objective addresses

RQ4 and it is further explored in Chapter 7.

• To explore the use of social media for tracking religious activities during the

COVID-19 pandemic. This addresses RQ5 in Chapter 8.

1.4 Research Contributions

With this thesis, I make the following contributions:

• Measure the impact of a tech retraining programme for women from under-

represented communities (Chapter 4).
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• Propose EmoBERT, a new emotion-based variant of the BERT transformer

model, able to learn emotion representations and outperform the state-of-

the-art (Chapter 5).

• Propose how to implicitly and explicitly incorporate emotional information

into health mention detection on social media to improve performance (Chapter

6).

• Design and develop a new health mention dataset for underserved population

(Chapter 7).

• Propose a novel literal emphasised multi-task learning framework for the

health mention classification on social media (Chapter 7).

• Introduce a method to track the shift of religious activities online before and

during the COVID-19 pandemic (Chapter 8).

1.5 Thesis Outline

In Chapter 2, I present an overview of related work to social media analysis.

The review of literature is focused on applications of social media for social good.

Furthermore, this chapter discusses the ethical considerations of using social media

data for research.

Chapter 3 provides a technical background on NLP and machine learning meth-

ods, which are necessary for understanding the modelling approaches used in this

research.

Chapter 4) tracks the impact of a technology retraining program for women from

underrepresented communities by analysing social media content from both a public

channel (Twitter) and a private channel (Microsoft Teams). This chapter aims

to understand the impact of the retraining program and provide insights on the

effectiveness of using social media to communicate and evaluate the program.
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Chapter 5 focuses on detecting fine-grained emotions to understand the emotional

health and wellbeing of a population during the COVID-19 pandemic. In particular,

this chapter presents EmoBERT, a new emotion-based variant of the BERT model

that is able to learn emotion representations and outperform the state-of-the-art.

Additionally, I conduct a fine-grained emotion analysis of the pandemic’s impact

on London before and during the pandemic.

Chapter 6 investigates the potential of incorporating emotion information into

the task of detecting health information on social media, which is useful for public

health surveillance. The chapter explores two different approaches for incorpor-

ating emotions: intermediate task fine-tuning (implicit) and multi-feature fusion

(explicit).

In Chapter 7, I introduce a new health mention dataset for people from underrep-

resented communities to address the gap in the availability and quality of health-

related social media data between developed and developing countries. This chapter

also investigates modeling the literal meanings of disease or symptom words, to im-

prove the performance of detecting health information on social media.

Chapter 8 explores the impact of the COVID-19 pandemic on religious and spir-

itual practices in the UK using NLP techniques, including language modeling. The

chapter aims to understand how these practices, which can be a social determinant

of health, have been influenced by the pandemic.
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Chapter 2

Related Work

2.1 Social media analysis

Social media platforms have rapidly expanded throughout the world in recent years,

attracting billions of users and becoming a prominent source of up-to-date inform-

ation and commentary on current events in people’s lives. Twitter, with over 500

million users sending more than 500 million tweets each day, is just one example

of the many social media sites available. People can use social media to report

anything happening in their lives, from personal health updates [256] to the latest

news on a community’s response to a disease outbreak [246].

With the prevalence of mobile communications and user interface design improve-

ment, social media has broken the communication barrier between the real and

virtual world [145]. Social media platforms such as Facebook†, Twitter‡, LinkedIn§,

YouTube¶, and Instagram‖ offer users a range of options for generating and sharing

content, including texts, audio and video clips, and pictures. However, the various

forms of data and their real-time nature require a suitable approach to process

them.
†https://facebook.com
‡https://twitter.com
§https://linkedin.com
¶https://youtube.com
‖https://instagram.com
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2.2. NLP methods for social media analysis

Social media analysis involves the automatic analysis of large amounts of data

generated by users on social media platforms using associated methodologies [269].

In the last decade, there has been an increasing trend in analysing social media data

to draw useful insights about phenomena that affect humans and their communities

[39, 77]. Such work leverages techniques from NLP [253, 45] and machine learning

[67, 198] to extract valuable information.

2.2 NLP methods for social media analysis

NLP techniques have gained widespread success in processing natural language

data [61, 204], leading to their increased popularity in social media research [185].

One of the most commonly used approaches to NLP in social media analysis is

text classification, which involves assigning categories to individual social media

posts based on the application [188]. This task is essential since it enables efficient

analysis of large volumes of real-time social media data that cannot be manually

coded by humans [156].

Sentiment analysis is a well-established field in NLP that aims to determine the sen-

timent expressed in a social media post, whether it is positive, neutral, or negative

[163]. This task is particularly useful for studying and analysing people’s sentiment

about real-world phenomena that affect them, given that one of the primary uses

of social media is to express opinions. In [97, 127, 50], sentiment analysis was used

to analyse people’s responses to public health guidelines, allowing researchers to

gain insight into how individuals perceive and react to such guidelines. Further-

more, researchers have also used sentiment analysis to predict the movement of

stock prices by analysing people’s sentiment towards real-world events and news

[59, 180].

Recently, researchers have focused on determining the sentiment towards a specific

target entity [163]. Target-based sentiment analysis is based on the notion that a

social media post can express sentiment towards multiple aspects [10]. For example,
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2.2. NLP methods for social media analysis

in [212], the researchers proposed a new dataset and baseline methods to determine

sentiments towards different aspects such as transportation, shops and restaurants

in urban neighbourhoods. Another similar line of research in this field is stance

detection, which focuses on identifying an author’s position (favour or against)

towards a target [14].

Over time, sentiment analysis has evolved from detecting polarity to identifying

more discrete emotions such as sad, fear, trust, or joy in text [223]. Moreover,

different events or situations stir a diverse range of emotions in people, and people

often turn to social media platforms to express their emotions. Detecting fine-

grained emotions has been extensively studied on social media, with most studies

focusing on two main emotion categories: Ekman’s 6 basic emotions (anger, sur-

prise, disgust, enjoyment, fear, and sadness) [66] and Plutchik’s 8 emotions (anger,

anticipation, joy, trust, fear, surprise, sadness, and disgust) [195]. In [229, 201, 214],

researchers analysed people’s emotions towards different public health topics such

as treatment, vaccination, and mental health.

Emotion analysis and sentiment analysis are essential areas in social media analysis,

and the results of these tasks can be utilised to draw useful insights about different

topics. For this reason, part of my work in this thesis focus on analysing emotions

and sentiments to improve the understanding of social media data with respect to

its applications for social good (see Chapter 4 & 5).

Apart from these traditional NLP tasks, researchers have also focused on classifying

social media based on their content. For example, researchers in [101, 218, 20]

analysed the contents of social media posts for disaster analysis to determine if

they were informative, personal, or not related to disaster. Some researchers have

also explored detecting fake news on social media [146, 116, 263]. In this thesis, I

explore detecting health related content on social media to support public health

surveillance (see Chapter 6 & 7).
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2.3 Social media analysis for social good

In recent years, there has been a growing interest in the analysis of social media

data for applications with social impact [248]. This trend is echoed by similar

efforts in the domains of AI and NLP, which have been denoted as AI4SG [241]

and Natural Language for Social Good (NLP4SG) [76] respectively. These broader

initiatives are well established and have shown the potential to address crucial

societal challenges [233, 36].

One important application of social media analysis for social good is in the field

of public health. Approaches vary across different public health themes and social

media platforms such as Twitter [65, 110], Reddit [186, 243], Facebook [69, 203],

and Instagram [221, 179]. Disease surveillance is one of the primary applications

of social media data for health. Surveillance is an essential means of tracking

population-level health outcomes. According to the World Health Organisation

(WHO), surveillance is "the cornerstone of public health security" [184]. Tradition-

ally, researchers carry out health surveillance by analysing clinical records from

clinics, hospitals, mortality data, laboratory reports, and surveys [238]. However,

these data sources have lag times of weeks which is crucial in stopping the spread

of diseases. Social media platforms have been demonstrated to be early warn-

ing systems for disease outbreaks and sensitive to trends that conventional health

surveillance methods might otherwise miss [177].

The task of surveillance on social media focuses on extracting health-related posts

to estimate cases of diseases or monitor disease spread [119, 268]. Previous work

showed that classifying social media posts as being related or not related to a disease

or health condition provided promising surveillance results [130]. Early research

in this domain focused on estimating common illnesses like influenza-like illnesses

[4, 213, 249]. Researchers used tweets to detect influenza epidemics [260, 165],

while another study used a combination of non-traditional data sources, including

tweets, to forecast Zika incidences [157]. This thesis will extend the boundaries of
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these efforts by proposing advanced methods to detect health-related conversations

and emotions on social media during disease outbreaks (RQ2 and RQ3).

Furthermore, social media provides novel sources of data that are valuable in com-

bating health challenges across several communities. For example, Public Health

England announced the inclusion of internet-based search queries as a means of

monitoring influenza-like illnesses (ILI) rates in England. This is as a result of the

development of a FluDetector model which combines historical Royal College of

General Practitioners (RCGP) ILI data and social media data to estimate daily

ILI rates [131, 274].

In the context of COVID-19 pandemic, social media analysis has already made

significant contributions towards addressing the public health crisis and bringing

about positive social outcomes. Some of the works include studying vaccine hesit-

ancy [181, 22], surveying public attitudes [46, 15], assessing mental health [143, 79],

detecting or predicting COVID-19 cases [139, 140, 176] and analysing government

responses to the pandemic [129, 144].

Generally, current social media health surveillance research primarily focuses on

developed nations, leaving a gap in the understanding of health discourse in de-

veloping countries. This research aims to reduce this disparity (RQ4), thereby

improving our understanding of global public health narratives and ensuring equit-

able health data representation.

Social media analysis for social good has also been applied in the field of disaster

response and humanitarian aid [155, 182]. By automatically analysing social media

data in real-time, researchers can identify areas in need of assistance and coordinate

relief efforts more effectively [102]. This can be particularly useful in the aftermath

of natural disasters, where timely and accurate information can be critical to saving

lives.

In the area of social welfare, social media data has been used to track and predict

poverty to plan efficient distribution of wealth within a community [35]. In [41],
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researchers investigate the use of social media in college teaching and how it affects

educational outcome. Another application in education looked at how social media

can improve student retention in Massive Open Online Courses (MOOC) [271].

This thesis seeks to further explore the education domain, particularly how tech-

nology retraining programs impact women from underrepresented communities, as

reflected on social media (RQ1).

On the other hand, there have been counterproductive actions bringing danger to

social media users. For example, a survey of Pew Research Centre revealed that

73 percent of online internet users experienced online harassment, with 40 percent

targeted personally∗. To promote equality and rights of person online, researchers

have equally been analysing social media data to combat detect abusive language,

hate speech and cyber bulling online [78].

Following the successful application across several domains including health and

education, this thesis will explore analysing social media data to promote healthy

lifestyles and well-being for individuals, while also fostering inclusivity and equity

in education.

∗https://www.pewresearch.org/internet/2015/01/09/social-media-update-2014/
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Chapter 3

Methodology

3.1 Overview

This thesis is centered on the analysis of social media data with the aim of pro-

moting positive social impact. To this end, I have conducted various experiments

using NLP and machine learning techniques to gain valuable insights from social

media data. In this Chapter, I detail the various types of social media data that

I analysed, and the process of collecting them. Additionally, I describe the pre-

processing steps that were taken to prepare such data prior to performing the

relevant tasks. Finally, I explain the text representation approach I employed in

this thesis and the ethical considerations that need to be addressed when analysing

social media content.

Text Classification The majority of experiments performed in thesis to auto-

matically analyse social media data involve text classification. Text classification

is the task of automatically categorising a text document into a predefined set of

labels. In a supervised learning scenario, text inputs are represented using em-

bedding techniques (see Section 3.3) and are passed into a classifier to predict the

label. The text documents are typically annotated with target labels that the

classifier uses for learning. The annotations for text classification tasks vary de-

pending on the task; for instance, in Health Mention Classification (HMC) tasks,
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text documents are labelled as either health mention, other mention, or non-health,

usually by human annotators. The classification tasks conducted in this thesis in-

clude fine-grained emotion detection (see Chapter 5), HMC (see Chapters 6 and

7), and sentiment analysis (see Chapter 4). In the following sections, I will provide

a detailed description of the text representation and classification techniques used.

Topic Modelling In Section 4.3.2, I applied topic modelling to social media

texts to identify topics of discussion automatically. The role of topic models in

text processing is to assemble correlated words into broader themes or subjects

and subsequently detect the topics within a given document [225]. These models

have seen considerable usage across diverse domains such as health, education, and

other research fields that demand the analysis of large volumes of text to uncover

inherent patterns and insightful information [199, 68, 81].

At their core, topic models are statistical models employing a generative and para-

meter estimation process to produce output, given the training data comprised of

text documents [154]. The generative process in topic modelling operates under

the presumption that a document is generated from a randomly chosen mixture of

topics. For each word in the document, a topic is randomly selected from the topic

distributions, and a word is then randomly assigned to the corresponding topic.

This process is then reversed in the topic model, to estimate the parameters that

represent the hidden topic structure most likely to have generated the document.

The specific topic model used for identifying topics within social media texts is

detailed in section 3.5.
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3.2 Social media data

3.2.1 Twitter

Twitter∗ is a social media platform where its users post short messages (known as

"tweets") to share "status updates" on their timelines. Twitter has become very

popular since it launched in 2006, with as many as 238 million daily active users

as of Q2 2022 †. Twitter users are allowed to send messages up to 280 characters
‡. Tweets mainly contain text, URL links, images, hashtags (words prefixed with

# symbol, which is generally used to refer to the topic of the message) and user

mentions (means of referring to other Twitter users in a tweet by using the @

symbol e.g. "@username"). Tweets can also provide information about user’s geo-

location. Users can interact with tweets by liking them or re-tweeting them (i.e.

share another user’s tweet on their timeline).

Twitter data collection

Like other social media platforms, Twitter is designed to share information with a

public audience. Hence, Twitter data can be publicly accessed through the Twitter

Application Programming Interface (API) §. The Twitter API offers several fea-

tures to collect Twitter data, including tweet filtered streaming and tweet search.

Users with access to the Twitter API can collect tweets in real time or search

historical tweets that match a set of rules. The rules are created to match tweet

attributes such as message keywords, hashtags, the location where tweets are pos-

ted or tweets from a specific user. In January 2021, Twitter launched a new API

platform for academic researchers ¶ that grants access to Twitter’s real-time and
∗https://twitter.com
†https://s22.q4cdn.com/826641620/files/doc_financials/2022/q2/Final_Q2’22_

Earnings_Release.pdf
‡Before 2017, Twitter only allowed messages up to 140 characters. Some of the tweet datasets

used in this Thesis were collected before 2017.
§https://developer.twitter.com/en/docs/twitter-api
¶https://developer.twitter.com/en/products/twitter-api/academic-research
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historical public data. Before then, the Twitter API was only limited to 1% of the

overall tweet volume for filtered streaming and a sample of recent tweets published

in the past 7 days for tweet search∗. This limit could be a challenge, as shown in

previous research [167]. However, the academic research access used mainly in this

research eliminates this problem by providing more accurate, comprehensive and

unbiased Twitter data. All tweets collection are subject to a monthly consumption

cap based on the level of access. For Academic research access, the limit is 10

million tweets per month.

In this thesis, I have used the filtered stream and the full-archive search to collect

tweets related to my work. I used a set of rules and search queries based on keywords

or geo-location coordinates, depending on the performed task. The Twitter API

returns Tweet objects in JSON format as a response to our queries. A tweet object

contains various information, including a unique identifier (tweet ID), the text

content of the tweet, unique identifier of the user who posted the tweet (user ID)

and other metadata such as location where the tweet was posted from. Generally, I

used mainly the text content of the collected tweets and, in some cases, the location

associated with a tweet. I anonymised all user information before using a tweet,

and our findings are reported on an aggregate level (see Section 3.6 for ethical

considerations).

In some instances, I also used publicly available tweets related to our research.

Twitter allows the redistribution of tweets for research purposes. However, the

Twitter data sharing policy only permits sharing tweet IDs. I downloaded the

actual content of the distributed tweet IDs through the Twitter API.

3.2.2 Reddit

Reddit is another social media platform where discussions are organised based

on large communities, called subreddits. Unlike Twitter, discussions are usually
∗Searching further back required a Premium API which comes at a high cost
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around a specified theme or topic in communities. The communities are often

monitored by one or more moderators to ensure that the contents posted by users

are relevant to the community. As at January, 2021, there were more than 50

million daily active unique users and over 100,000 active communities∗. Users can

author posts (called submissions) to a subreddit and other users can respond to the

submission with posts (called comments) to form a discussion thread. Reddit has

a much larger character limit than Twitter with 10,000 characters for a comment

and 40,000 characters for a submission.

Reddit data collection

Reddit like Twitter provides an open API† to access its data. However, I take

advantage of a platform, Pushshift‡, that collects and maintains historical data

from Reddit. Pushshift is a service provided for researchers that makes it easier

than official Reddit API to collect Reddit data [27]. Data can be retrieved from the

Pushshift database through queries which are based on search parameters including

search term, specific subreddit or a date range. Search results are returned in JSON

format. Each data object contains information about the ID of the post, title if post

is a submission, body text and other metadata such as timestamps and subreddit

where the post is created. For the most part of this thesis, I only collect available

submission from the subreddit of interest and used the body text of the collected

submissions. All posts containing reference to other users were anonymised (see

Section 3.6 for ethical considerations). This research used Reddit data in Chapter

8 to filter tweets related to religious or spiritual activities.
∗https://www.redditinc.com/press/
†https://www.reddit.com/dev/api/
‡https://pushshift.io/
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3.2.3 Nairaland

Nairaland∗ is an online community-based forum designed for Nigerians, with a

broad discussion platform that receives 33 million visits per month †. The forum,

which was created in March 2005, has 2,946,061 registered members and 7,136,617

topics as of October 2022. The discussions on Nairaland are classified into "Nigerian

forums" that revolve around topic areas pertinent to the Nigerian community, such

as health, politics, and business. Users can create new topics in each forum, which

others can respond to with comments. Posts mainly consist of text, with the

occasional use of emojis, images, and URL links. There are no limits to the length

of posts.

Nairaland data collection

Nairaland does not provide any official APIs for data collection, unlike popular so-

cial media platforms like Twitter or Reddit. Therefore, to obtain the data required,

I utilised Beautiful Soup‡, a Python library for parsing HTML documents. Relev-

ant HTML tags were identified for each post, and the text in the post, along with

the time it was created, and the topic and forum it was created in, were extracted.

To ensure anonymity, any names or references to other users in the post were an-

onymised. This thesis focuses solely on social media texts, hence, no information

about the author of the post or images in the post were collected. The ethical

considerations surrounding the use of social media data are discussed in 3.6.

3.2.4 Pre-processing

Due to the noisy nature from social media data, I carry out several pre-processing

steps before performing any task. The type of pre-processing step depends on the
∗https://www.nairaland.com/
†https://www.similarweb.com/website/nairaland.com/#overview
‡https://www.crummy.com/software/BeautifulSoup/bs4/doc/
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3.3. Text Representation

performed task. Generally, the pre-processing steps involves reducing noise and

transforming the data in to a more meaningful content to improve interpretability

or performance of models applied on them. The major pre-processing steps used

in this thesis are as follow:

Tokenisation is a fundamental pre-reprocessing step used to split any sequence of

text into simpler units called tokens (e.g. words). This process can be non-trivial

when handling user-generated texts. There are several tokenisers that have been

developed to make tokenising social-media text easier [28].

Replacement of URLS, hashtags and user mentions with common tokens

such as <url>, <hashtag> and <user>, as these provide little to no information

for the language understanding tasks.

Replacement of social media specific symbols such as emojis with their se-

mantic meanings. Specifically, I use the emoji package to translate emojis into

text strings.

3.3 Text Representation

Representing natural language text as numerical data is a crucial step in NLP

that enables machines to understand, analyse and manipulate language data. Rep-

resentation learning in NLP involves creating numerical representations of text

that capture its semantic and syntactic properties. Various methods such as bag-

of-words [149], word embeddings [160], and contextualised word representations

[193] can be used for text representation, depending on the specific NLP task and

available computational resources. The quality of the text representation affects

the performance of NLP models, and choosing the appropriate representation tech-

nique is essential for accurate and effective language processing. One of the popular

techniques for generating text representations that has provided strong baselines

is language model pre-training. In the following subsections, I describe the task of

language modelling and the language models used in this thesis.
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3.3.1 Language Model Pre-training

The goal of a language model is to predict the probability of word (or words) in

a sentence. Based on statistical analysis of a given sentence, a language model is

capable of looking at a word (or words) and predicting the next word most likely

to follow. Or given a sentence with corrupted words, a language model is capable

of reconstructing the original sentence. In essence, they are a useful component in

NLP applications [142].

A benefit of language modelling is that it can be trained with any text corpus, which

is freely available and without requiring hand-labelled annotation. For example,

to train an auto regressive language model, the model takes the next word from a

running text and use it as a supervision signal to form its prediction task. While

performing this task, the language model learns an embedding representation for

each word. The main concept behind this is that the embedding vectors of similar

words will be in close proximity to one another in the embedding vector space.

There are number of pre-training objectives proposed to learn better language

representations.

Causal language modelling

Causal language modelling is the most common case for training language models

where they are trained to predict the next token given the previous tokens. For

example, given an input text, I saw a cat on a . The task of the model is

to predict the word that is likely to come next given the previous words. This

is sometimes also referred to as autoregressive language modelling. The training

objective is formulated as:

P (X) =
N∑

n=1
log P (xn|x1, ..., xn−1) (3.1)
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where X is a sequence of N tokens (x1......xN ). The objective of the model is to

provide good estimates for P (X). Log probabilities is used to prevent numerical

underflow when multiplying raw probabilities together [113]. The language model

uses unannotated text from a large corpus to generate the training sequences.

Specifically, the model takes the next word in a running text and uses it as label

for the learning task.

This concept can be useful in essential language understanding tasks such as text

generation, question answering or machine translation [111]. They also have prac-

tical applications in areas such as text correction and completion in keyboards [80],

automated email response suggestion [117] and speech recognition [170].

One drawback of this training objective is that it is unidirectional i.e. the model

only considers tokens at positions less than i to predict the i-th token. This fails

to take into account the tokens on the right side of the i-th token to generate a

complete contextual representation.

Mask language modelling

To train language models that are bidirectional i.e considers tokens both on the

left-side and right-side of i to predict the i-th token, researchers proposed using a

fill in the blank task. This was inspired by the cloze task [237]. Instead of trying

to predict the next word, the task of the model is to predict the missing words in

a sentence with some words removed. For example, given an input text, I saw a

on a mat, the model tries to predict the missing word using the rest of the

sentence. Models that are trained with this objective are called Masked Language

model (MLM) [61].

Given an original sequence of tokens X = x1......xN and the position of masked

tokens M = m1, .....mK , where K is the number of masked tokens, the objective

of MLM is formulated as:
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P (XM |X−M ) = 1
k

K∑
k=1

log P (xm|X−M ) (3.2)

where XM denote the set of masked tokens and X−M denote the set of unmasked

tokens in sentence X.

Same as causal language models, MLM uses unlabelled text from a large corpus

to generate a training corpus. A random sample of tokens is chosen from each

training sequence and used for learning. The chosen token is either replaced with

a special token e.g. [MASK] or replaced with another token from the vocabulary

or left unchanged.

Due to incorporating bidirectional learning, masked language models capture con-

texts of words from both left and right sides. As a result, they perform better on

natural language understanding tasks, including those undertaken in this thesis:

text classification.

Loss function

The standard loss function for training language models is cross-entropy loss [113].

Cross entropy loss is defined as:

L(ŷ, y) = −
K∑

k=1
yklogŷk (3.3)

Where K is the total number of output classes. Here, the classes are the word

tokens in the vocabulary. For causal language modelling, ŷk is the probability that

the model predicts the correct next token as defined in equation 3.1, while for

masked language modelling, ŷk is the probability of predicting the missing tokens

as defined in equation 3.2.

Evaluation of Language models

An approach to evaluate the performance of a language model is to test how well

it predicts unseen or missing texts. A good language model assigns the highest
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probabilities to a correct sentence and low probabilities to an incorrect sentence.

This can be measured using perplexity. Perplexity is a measurement of how well

a probability model predicts a sample [84]. Given a test sentence T with N words

and a language model θ, the perplexity, PPθ is:

PPθ(T ) = Pθ(T )− 1
N (3.4)

A high probability results to lower perplexity values and vice versa. A good lan-

guage model will be reflective of real language usage. Hence, I use perplexity

scores in Chapter 8 to analyse language models trained with tweets to measure

faith-related engagements during the COVID-19 pandemic.

However, improvement in perplexity score does not frequently result to improve-

ment on downstream tasks. Thus, perplexity is useful for comparing the capacity

of different language models to recognise patterns in sequences, but it is not a good

measure of evaluating the performance in natural language understanding tasks

[84]. In this thesis, I evaluate the performance of different pre-trained language

models based on their performance on text classification tasks in Chapters 5 and

6 in terms of F1 score.

Measuring similarity

The similarity between words or sentences represented as vectors can be calculated

by computing the distance between the corresponding vectors. One of the benefits

of this is that it can be used to retrieve relevant candidates based on a query when

performing a semantic search. The main concept behind semantic search is to

embed the query sentence and all documents within a corpus into the same vector

space, and the closest embeddings to the query are found. Traditional methods

perform this task by lexically matching keywords. However, it is also essential to

understand the proper use of the words in context to retrieve the most similar

sentences. Transformer-based language models such as BERT [61] consider the full
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context of words in a sentence. Hence, they are useful for understanding the intent

behind search queries.

A common and effective measure of similarity is cosine similarity, which meas-

ures the angle between the vectors’ cosines [84]. Thus, the similarity between two

documents D1 = w1
1, w1

2, . . . , w1
m and D2 = w2

1, w2
2, . . . , w2

n can be computed as:

simcos(D1, D2) = (
m∑

i=1
w1

i ) · (
n∑

j=1
w2

j ) (3.5)

D1 and D2 are represented with sentence embeddings obtained from a pre-trained

language model. It is a common practice to find the k most similar documents

to a given document (query). Given a corpus of documents D1:k, let D be a

matrix in which row i corresponds to the sentence embeddings of document Di.

The similarity between a query Q = w
′
1:n and each of the documents in D can be

computed as:

s = D · (
n∑

i=1
w

′
1:n) (3.6)

s is a vector of similarities, where s[i] is the similarity of q to the i-th document,

Di in the corpus. Using s, the indices corresponding to the k highest values can be

used to determine the k most similar documents.

In the absence of unlabelled data, which is commonplace for social media analysis,

relevant texts can be retrieved by leveraging posts from other social media sites

where posts can be implicitly annotated depending on which community they ap-

peared. In Chapter 8, I retrieved relevant tweets from a large corpus of unlabelled

tweets by using posts that appeared in related Reddit communities (subreddits) as

query.

3.3.2 Transformer Architecture

The core architecture for many successful pre-trained language models is the Trans-

former [247]. The Transformer model was proposed to address problems with recur-

26



3.3.2. Transformer Architecture

rent models regarding information loss when processing longer sentences. Moreover,

recurrent models process inputs sequentially, which makes it slow and difficult to

parallelise. With the Transformer model, input sequences are passed in parallel to

speed up training.

Typically, a Transformer model is made up of stacked identical transformer layers.

Each Transformer layer has two sub-layers: the multi-head self-attention sub-layer

and the point-wise feed-forward network sub-layer. The key element in the Trans-

former architecture is self-attention. The concept of attention allows models to

focus on the relevant parts of an input sentence as necessary. Self-attention is a

variant of attention where each word in the sequence attends to every other word

in the same sequence. Thus, the relationship between words in the sequence are

captured.

In the self-attention sub-layer, the process of applying attention can be depicted as

mapping a query and a set of key-value pairs to an output [247]. Given a sequence

of input vectors X = [x1...xn], the self-attention sub-layer projects the input vector

xi to a query, qi and all other input vectors in X including itself as keys (k1, ...., kn)

to produce the attention weights. These weights show how relevant each input

vector in X is with respect to xi. The output is constructed as weighted some of

the values (vi, ...., vn). The self-attention process for an input sequence of N tokens

is defined as:

SelfAttention(Q, K, V ) = softmax(QKT

√
dk

)V (3.7)

where Q ∈ RN×dk , K ∈ RN×dk , and V ∈ RN×dk are weight matrices containing the

key, query and value vectors for all input vectors X respectively. The dimensions,

dk are the same for all weight matrices.

As an additional improvement, multi-head self-attention layers was introduced to

capture the different kinds of relations such as syntactic and semantic relationships

among inputs. Essentially, they are multiple instances of the self-attention layer,

27



3.3.2. Transformer Architecture

with each instance, referred to as head, computing its own queries, keys and values.

The outputs from each individual k-th self-attention head are then concatenated

and linear transformation is applied to get the final output as:

MultiHeadAttn(X) = (head1 ⊕ head2... ⊕ headK)W O (3.8)

headi = SelfAttention(Q, K, V ) (3.9)

where WO ∈ Rd×d is a learnable parameter.

Each Transformer layer has a fully connected network in addition to the self-

attention sub-layer, which is applied to each position separately and uniformly. The

feed-forward network sub-layer (FFN) consists of two linear transformations with

ReLU activation function between them. Given a sequence of vectors h1, ..., hn,

FFN(hi) = ReLU(hiW
1 + b1)W 2 + b2 (3.10)

where W 1, W 2, b1 and b2 are parameters.

Residual connections are used to pass information from the self-attention sub-layer

to the feed-forward sub-layer. This is performed by adding the input vector of

a sub-layer to its output vector before passing it to the next sub-layer. Layer

normalisation [19] is also employed as a form of normalisation to improve the

training performance of the Transformer model by keeping the values of a hidden

layer within a range that facilitates gradient-based training.

Due to the parallel nature of self-attention layers, Transformer models do not have

any notion of the positions of the input tokens. To solve this, Transformers use

positional embeddings to equip the input tokens with their positional information.

The positional embeddings are added to the corresponding embedding of each input

token, thus enabling the model to capture positional dependencies among input

tokens. The positional embeddings are learned together with other parameters

during training.
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Transformer-based models have been used to achieve state-of-the-art performance

across various NLP benchmarks [147], hence all of the models I use for language

understanding tasks in this thesis are based on the this architecture.

BERT: Bidirectional Encoder Representations from Transformers

Bidirectional Encoder Representations from Transformers (BERT) [61] is one of

the prominent Transformer-based language models. In contrast to unidirectional

language models, BERT reads the entire input sequence at the same time and con-

siders both the left and right contexts. Consequently, the self-attention mechanism

is applied over the entire input and the resulting vectors capture contextual in-

formation from both before and after the target tokens. The focus on generating

contextualised representations make them useful for sequence classification tasks I

performed in Chapters 5 and 6.

BERT was trained on a large corpus of unlabelled text including the Book Corpus

(about 800 million words) and English Wikipedia (over 2.5 billion words). To train

bidirectional encoders, BERT used the the masked language modelling (3.3.1) as a

pre-training objective. The masked language model randomly replaces some tokens

with the [MASK] token and the objective is to predict the masked tokens while

considering tokens from surrounding contexts. In addition to the masked language

modelling, BERT also used next sentence prediction task. In this task, the model

receives pairs of sentences and learns to predict if the second sentence follows the

previous or not in the training corpus.

To train BERT, original sentences from the corpora are first tokenized with the

WordPiece [264], a subword model and mapped to a sequence of embeddings. The

word embeddings for all the tokens are then combined with segment and positional

embeddings to pass as input into the transformer. A special classification token

([CLS]) is added to the start of every input sequence pair. Another special token

[SEP] is also added in between the sentences and at the end of the second sentence.
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As the state-of-the-art approach for many social media analysis research reviewed

in Chapter 2, I use BERT as the baseline model in the experiments performed in

Chapters 5 and 6.

RoBERTa: A Robustly Optimized BERT Pretraining Approach

RoBERTa [147] is an optimised variant of the original BERT model that employs

an enhanced pre-training strategy. The primary objective of RoBERTa is to sur-

pass the performance of the original BERT model, by altering the pre-training

process. This involves expanding the training data size, increasing the batch size,

and modifying the approach towards next sentence prediction.

RoBERTa incorporates a wider scope of training data, as compared to BERT.

Besides using the English Wikipedia as its data source, just like BERT, RoBERTa

also utilises text from Common Crawl, thus enriching its pre-training corpus with

more diversified content.

Another significant modification is the removal of the next sentence prediction task

from the training objectives. The authors of RoBERTa discovered that the elimin-

ation of this task led to improvements in performance across various downstream

tasks.

Furthermore, RoBERTa employs a dynamic masking process, deviating from the

static masking strategy utilised in BERT. This dynamic approach involves using

a different mask for each time a sequence is fed into the model during training.

This alteration encourages the model to develop a more robust understanding of

the text, further enhancing the performance of RoBERTa over the original BERT

model. To further improve results on HMC tasks, I utilised RoBERTa in Chapter

7.
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ALBERT: A Lite BERT

The ALBERT model [132] represents an effective solution to challenges such as long

training times and GPU memory constraints associated with sizeable models like

the original BERT. By significantly reducing the number of parameters, ALBERT

facilitates a more manageable training of larger models.

To reduce the number of parameters, the creators of ALBERT employed two innov-

ative strategies: factorised embedding parameterisation and cross-layer parameter

sharing. Both strategies were instrumental in addressing the issue of scaling up

large pre-trained language models.

Moreover, the ALBERT model swaps out the next sentence prediction objective

with a more refined sentence-order prediction. This shift enhances the model’s

ability to capture the coherence between sentences. As a result, despite its fewer

parameters, ALBERT maintains competitive performance on various tasks.

The efficiency of the ALBERT model is particularly useful in settings where com-

putational resources are limited. This is evident in my work with underrepresented

communities where data might be sparse, as shown in Chapter 7.

GPT-2: Generative Pre-trained Transformer 2

Generative Pre-trained Transformer 2 (GPT-2)[205], like BERT is a large pre-

trained language based on the Transformer architecture. GPT-2 is trained with

causal language model 3.3.1 objective hence the focus is on predicting the next

token in a sequence. The self-attention mechanism is also based on autoregressive

self-attention which means the model only attends to previous tokens up the current

one. This makes them applicable for generative tasks like text generation. As such,

I follow the approach for training GPT-2 in Chapter 8 to measure faith-related

engagements through language use.

GPT-2 was trained on approximately 40GB of text data (over 8 million documents)

31



3.3.3. Other Large Language Models

crawled from the web. The input sequences passed in to GPT-2 are encoded using

Byte Pair Encodings [222]. The model also uses a special token, <|endoftext|> to

mark the end of a text. The input representation passed into the model is the

sum of the corresponding token and position embeddings. Finally, each token in

the input is processed and passed through all the transformer layers of the model

successively.

3.3.3 Other Large Language Models

The field of NLP has continued to evolve rapidly, especially in the area of transformer-

based language models. These more recent models build upon their predecessors’

strengths, address their limitations, and push the boundaries of what these lan-

guage models can achieve. Some of the newer models include Longformer[29] which

addresses the limitation of processing longer sequences. There are other models

such as T5 [206] which uses a slightly different technique in its MLM objective. It

can mask and predict multiple words in a sequence which gives the model flexibility.

In the area of autoregressive language models, notable advancements like GPT-3

[38] have emerged. GPT-3 is a massive language model that comprises an astound-

ing 175 billion parameters. The model, which operates on the principle of next-

word prediction, was trained using an impressive 45 Terabytes (TB) of text data.

While access to GPT-3 has been restricted, efforts have been made to develop open-

source large language models like BLOOM [217] which has powerful text generation

capabilities. Notably, BLOOM is a multilingual language model with 176 billion

parameters. The contributors behind BLOOM have placed a strong emphasis on

maintaining transparency throughout the model’s training process.

While this thesis concentrates on specific methods of NLP for analyzing social me-

dia data for societal benefit, the field is continuously evolving with the development

of large language models such as Longformer, T5, GPT-3, and BLOOM. These new

models represent both the rapid advancement in NLP and the potential for more
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sophisticated analyses in the future. Even though these models were not utilised

in this study, they indicate the ongoing growth and relevance of the methodologies

explored in this thesis and suggest avenues for further research in social media

analysis.

3.4 Transfer learning

Recently, transfer learning in NLP has significantly improved performance on vari-

ous tasks [61, 266, 147]. In this thesis, I follow the pre-train and finetune paradigm

which is a case of transfer learning. The process of language model pre-training can

be viewed as developing a universal knowledge that allows model to understand

text. This knowledge can then be transferred to a target task. When compared to

computer vision, annotated data are limited for NLP tasks. Deep learning models

do not generalize well and usually overfit on low resource tasks (smaller datasets).

Therefore, language models which are often pre-trained on unlabelled data is suit-

able for the transfer learning setup as the representations learnt can be useful for

a task with limited data.

Given a pre-trained language model and an input sentence, the model’s output can

be considered as containing contextual embeddings for each token in the input.

These contextual embeddings can serve as a general representation of the meaning

of the input sentence for text classification tasks. To make use of these general

representations for downstream tasks, I apply fine-tuning. Fine-tuning facilitates

the transfer of knowledge from pre-trained models to task-specific models. In the

following subsections, I discuss the fine-tuning methods employed for adapting pre-

trained language models to the text classification tasks performed in this thesis.

Fine-Tuning

Fine-tuning involves taking the representations from the pre-trained models and

further training on a supervised task. Formally, given a pre-trained model M with
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weights W for a new target task T , M is used to learn a new function f(·) that

maps the parameters as:

f(W ) = W ′ (3.11)

In text classification tasks, an input sequence is often represented with a single

unified representation. For example, when using BERT, the [CLS] token serves as

the overall representation for the entire input sequence. This representation which

is sometimes referred to as the sentence embedding is fed into a neural network.

Then, a softmax is applied to the output of the network to get the probability

distributions over possible classes:

ŷ = softmax(W ′yCLS) (3.12)

where W ′ are the network parameters of the downstream model and yCLS is the

representation of the input sequence.

The structure of the neural network can either be a simple architecture such as

a linear layer or a more complex architecture such as a bidirectional Long short-

term memory (LSTM) [86]. Generally, using a simple linear layer is sufficient to

achieve strong performances on the downstream tasks [61]. I experiment with both

simple and complex neural networks. In terms of adapting the parameters of the

pre-trained model, the parameters can either be left unchanged (freeze) or updated

during training (unfreeze).

Intermediate task

Most work apply transfer learning by first pre-training and then fine-tuning. How-

ever, it has been recently shown that performing an intermediate task in between

can produce better performance in some cases [194, 90]. The intuition behind this

is that the relatedness of data-rich tasks can be helpful to the target domain or

task. In chapters 5 and 6, I experiment with different approaches to incorporate

relevant knowledge to improve performance on the target task.
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The first approach is based on an intermediate fine-tuning using large scale in-

domain data. I used a fine-tuning method that enhances the masked language

model for a specific task. In addition to the random token masking, I propose

masking words that are important to a specific task (e.g. emotion words in an

emotion detection task) and then model an attention mechanism that focuses on

these words.

The second approach I consider is to supplement the pre-trained model with fur-

ther training on a related data-rich supervised task. I leverage the availability of

tasks with abundant labelled data to infuse knowledge into the target task. The

relatedness of the intermediate and target tasks can either be in terms of the do-

main of the data (e.g. Twitter domain) or a shared linguistic phenomenon (e.g.

expressing emotions in self-reports of personal health experiences).

Multi-Task learning

In the field of machine learning, it is common practice to train models on a single

task. However, this approach may lead to a loss of valuable information from

related tasks that could improve performance on the target task [211]. Multi-task

learning (Multi-task learning (MTL)) addresses this limitation by allowing a model

to learn from related tasks through shared knowledge gained from the training

signals of those tasks. This transfer learning paradigm has been shown to improve

generalisation and performance on a primary task [270], making it particularly

useful in low-resource settings where annotated data is limited [151].

The implementation of MTL can occur in different settings: a learning setting with

predetermined set of tasks is simultaneously learned with equal emphasis given to

each task [56], or as learning with auxiliary tasks, where supplementary tasks are

leveraged, to augment the main learning goal [210]. In essence, any instance where

the optimisation process involves more than a single loss function, the process

transitions from a single task learning to a multi-task learning [210]. For a detailed

35



3.5. Latent Dirichlet Allocation

introduction to MTL, readers are referred to [211].

In Chapter 7, I implemented MTL to enhance the performance of HMC tasks by

jointly learning two objectives. Specifically, I used one objective for the primary

task of HMC and the auxiliary task for detecting the literal usage of disease

keywords, both based on the input text. For further details of this architecture,

please refer to Section 7.3.5.

3.5 Latent Dirichlet Allocation

Arguably, the most well-known approach for topic modelling is the Latent Dirichlet

Allocation (LDA). The LDA [34] approach is particularly effective in extracting

valuable insights from datasets. As a robust topic model, LDA has been extensively

applied to a wide range of text documents, including social media data, to identify

concealed topic structures that provide deeper insights into the data [40, 169]. In

the LDA model, a set of documents (D) is assumed to contain a number of topics

(K), each represented by a set of words (w). Each document d ∈ D is modelled as

two multinomial distributions: p(t|d), which represents the probability distribution

of words in document d assigned to topic t, and p(w|t), which denotes the probab-

ility distribution of assignments to topic t over all documents D originating from

a word w. The model assigns a Dirichlet prior (α to the multinomial distribution

(θd) over K topics, represented as Dir(θd|α)). Similarly, for topic k, a Dirichlet

prior (η) is assigned to the multinomial distributions (βk) over words, represented

as Dir(βk|η) [178]. In Chapter 4, I employed LDA to automatically uncover the

themes prevalent in the discourse across social media texts.

3.6 Ethical consideration

As demonstrated in this thesis, social media analysis has many positive and be-

neficial applications that can lead to positive societal impact. However, there are
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ethical concerns attached to using such data [236]. A key issue is relating to the

privacy of the users whose social media posts are analysed. It is of utmost import-

ance to protect personal information by taking necessary precautions and measures

to ensure data security. To address the ethical concerns in this thesis, I took the

following steps:

• The work carried out in this thesis was subjected to ethical review by the

Durham University Ethics Review team, and necessary approval was sought

to conduct the research in compliance with ethical guidelines.

• In light of the potentially sensitive nature of social media data, which may in-

clude personal information regarding individuals’ health status, religion, and

education, extra precautions were taken during all phases of data collection,

processing, and analysis. These measures were informed by Benton et al.’s

[32]. In the majority of cases, only the textual content of social media posts

were collected and used for analysis. In instances where personal details were

included in the text, personal information identifiers - such as names, screen

names, and mentions of other users - were anonymised. In Chapter 5, where

geo-location information of tweets was utilised, the location filter of the Twit-

ter API was employed to specify a bounding box for the collection of tweets.

Notably, no information about the actual coordinates of the tweets - such as

longitude and latitude - was processed.

• The data used in this thesis were obtained from social media and were gener-

ally publicly available. The datasets developed in this thesis, however, were

not made available publicly in their raw form and were released in accordance

with the data release guidelines for each platform. In the case of Microsoft

Teams, which is a private platform, ethical consent was obtained from all

TechUPWomen participants for the use of the data for evaluation purposes,

and steps were taken to ensure the privacy and confidentiality of the data.

As a result, the Microsoft Teams dataset was not made publicly available.
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• All disseminated results and statistics are not linked to individual users. In

addition, I aggregated the data at a level that prevents re-identification of

individual users.
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Chapter 4

Digital Inclusion in Northern

England: Training Women from

Underrepresented Communities in

Tech: A Data Analytics Case

Study

This chapter aims to provide insights into the effectiveness of the technology re-

training programme and the potential of social media data for evaluating such

programmes. Through the analysis of social media content, this study seeks to

provide evidence-based recommendations for improving the design and delivery of

technology training programmes for underrepresented communities. Part of the

work in this Chapter have been published in [8].

4.1 Introduction

There is a growing global, as well as UK-based, attention on narrowing the gender

gap and improving participation of women and members of underrepresented groups
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4.1. Introduction

in computer science [216]. Yet, the gender inequality in technology-related fields

still very much exist [220]. According to the Higher Education Statistics Agency

(HESA) , only about 18% of the students in higher education studying computer

science were women in 2017/2018, with under 1% increase from the previous year.

In contrast, the computing and information technology industry has been growing

exponentially, showing an urgent national need for people in technology-related

fields [226]. Due to persistent hiring challenges in the technology industry, boot-

camps have sprung up to provide a fast-track entry into technology roles, while

costing less in terms of tuition and time. Additionally, there is an increase in the

understanding that diversity is a strength in any community, in general, and in

technology, in particular [258]. Thus, underrepresented groups are particularly in-

teresting for the technology industry. Whilst ‘coding bootcamps’ have appeared

[251], training participants in technology roles, their effectiveness is not always

clear or measurable. Especially difficult is the measuring of new features intro-

duced during the programme, to inform further potential changes. Moreover, there

has been very limited data analytics performed on the retraining programmes for

women in tech(nology) during the running of the programme.

In this Chapter, I present a case study on a technology retraining program for

women from underrepresented communities in Northern England. The overall aim

of the program aligns with the United Nations SDG goal on education - ensure in-

clusive and equitable quality education and promote lifelong learning opportunities

for all∗. The program’s impact is analysed by employing data analytics techniques

on social media content from both public (Twitter) and private (Microsoft Teams)

channels. My contribution in this Chapter includes measuring the impact of a

technology retraining programme for women from underrepresented groups by us-

ing social media data. Through extensive analysis, I have demonstrated the benefit

of social media analysis in evaluating and informing social interventions.
∗https://sdgs.un.org/goals/goal4
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4.2 TechUPWomen

TechUPWomen∗ is a programme funded by the Institute of Coding† that targets

women from minority groups based in the Midlands and North of England and

puts them through free online training sessions for gaining technology skills, as well

as offering four residential weekends for motivation, catching up and networking.

Similar to coding bootcamps, the programme is developed in close collaboration

with industrial partners; participants are assigned one-to-one mentors and each

participant is guaranteed an interview with one of the industry partners after the

programme. To accommodate the diversity of needs of the women, who tradition-

ally have multiple roles and responsibilities, the intervention programme is mostly

delivered online, while providing opportunity for face-to-face meetings during the

course of the programme. The programme maintains a very active social media

presence for participants to be engaged in collective learning processes, as well as to

be exposed to relevant industry networks. Some of the social media tools used for

the TechUP programme include LinkedIn, Twitter, Microsoft Teams discussions,

blog and Instagram.

To understand how special intervention methods would support women transition

into technology roles, in the TechUPWomen programme, this study uses social me-

dia analysis methods, to investigate the participants’ temporal activities on social

media, to measure the impact of the programme to increase women participation

in computer science as well as to support knowledge transfer into computer science

roles. The methodology used in this study involves the calculation of important

descriptive analytics. This begins with the statistical analysis of TechUPWomen-

related social media posts and their evolution over time. In addition, NLP tech-

niques, such as topic modelling and sentiment analysis, were employed to gain

insights into the social media exchanges and online learning platform discussions
∗https://techupwomen.org/
†https://instituteofcoding.org
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utilised throughout the program. These methods provide a valuable toolset for

understanding the impact of the program on its participants.

4.3 Materials and Methods

4.3.1 Data Collection

This study analysed data collected during the TechUPWomen programme using

multiple sources. Firstly, a Twitter dataset was compiled using the Twitter stream-

ing API and the official programme hashtags (#TechUpWomen and #TUW2019 )

from July 2019 to January 2020. Additionally, participant engagement on Mi-

crosoft Teams discussions were collected during the same period. Microsoft Teams

was used as a collaborative platform for sharing learning materials, assignments,

and communication between programme participants and support staff. The plat-

form had over 200 users, including learners, coordinators, and mentors, with 100

being active users. However, data had to be manually extracted and exported from

the general Microsoft Teams conversation as the platform does not have automatic

extraction or export options.

4.3.1.1 Pre-processing

Data pre-processing techniques were applied to the data directly collected from

both Twitter and Microsoft Teams. In particular, Twitter language differs from text

in books and articles, and because of the text limit, texts are often shortened, and

they also include distinctive uses, such as URLS, repeated letters, @ for usernames,

# for hashtags and emoticons. Thus, it is important to pre-process and normalise

these texts (see Section 3.2.4). To preserve privacy of users on Teams and Twitter,

I replaced usernames with a <user> token. I further applied simple pre-processing

techniques, such as stemming, to remove tenses and plurals from the endings of
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4.3.2. Topic Modelling

words (e.g., inspired, inspiring => inspire), and stop-word filtering to remove words

that were frequent but did not contain useful information (e.g., and, the).

4.3.2 Topic Modelling

To uncover the underlying topics in the studied datasets, I employed topic mod-

elling using LDA [34]. LDA method was chosen for topic modelling because of its

widespread use in the literature and its ability to handle large and diverse data-

sets [13]. The main idea behind LDA is to assume that the mixture of words in a

document originates from a set of latent topics, which in turn come from a fixed

probability distribution over the vocabulary. By estimating this distribution and

the topic mixtures for each document, insights can be gained into the main themes

and patterns of discussion in the datasets.

To implement LDA, I used the Scikit-learn library, a widely-used Python package

for machine learning and data analysis [190]. I used the default hyperparameter

settings for the LDA algorithm in Scikit-learn, which are known to perform well

in practice. Specifically, I set the number of topics as a hyperparameter, which

determines the granularity of the topic models and thus requires careful consider-

ation [152]. To choose this parameter, I employed qualitative judgement based on

the coherence and interpretability of the resulting topics [2].

4.3.3 Sentiment Analysis

Transformer-based models have become the state-of-the-art methods for automated

sentiment polarity detection in texts [171]. To determine the sentiment polarity of

texts from both Twitter and Microsoft Teams, I used a publicly available RoBERTa-

based model called SiEBERT [93]. SiEBERT was fine-tuned and evaluated for

sentiment analysis on 15 diverse text datasets to enhance the generalisation of

sentiment annotations across different types of texts, making it particularly suited

for the studied datasets (Twitter and Microsoft Teams) in this Chapter.
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The fine-tuning step for SiEBERT follows the process outlined in section 3.4. The

creators used a learning rate of 2e − 5, and set the number of training epochs to

3, warmup steps to 500, and weight decay to 0.01 [93]. SiEBERT outperformed

the vanilla BERT model on the benchmark sentiment analysis dataset, Stanford

Sentiment Treebank 2 (SST-2). SiEBERT was used to automatically annotate the

sentiment of all texts from both Twitter and Microsoft Teams.

4.4 Results and Discussion

4.4.1 Twitter and Microsoft Teams Activity Analysis

Table 7.3 shows the number of engagements (including tweets, retweets and com-

ments) from Twitter and Microsoft Teams between July 2019 (programme start)

and January 2020 (programme end). The Twitter dataset has a significantly larger

number of posts and users compared to Microsoft Teams. The average length of

posts on Twitter is also shorter, with an average of 28 tokens per post. On the other

hand, Microsoft Teams has a smaller number of posts and users, but the average

length of posts is longer at 40 tokens per post. One possible explanation for the dif-

ference in the number of posts between these two platforms is the overall popularity

of each platform. Twitter is known as a widely-used social media platform, while

Microsoft Teams was primarily used for communication and collaboration within

the participants and mentors. This accounted for the higher number of posts and

users on Twitter compared to Microsoft Teams.

Additionally, the difference in the average length of posts between these two plat-

forms could be due to the intended use of each platform. Twitter is known for its

short, concise posts, while Microsoft Teams may be used for more detailed commu-

nication and discussion, leading to longer posts. Overall, these statistics suggest

that Twitter is a more widely-used platform with shorter posts, while Microsoft

Teams is used by a smaller number of users for more detailed communications.
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4.4.1. Twitter and Microsoft Teams Activity Analysis

Dataset Statistics
Twitter
No of posts 6,990
No of users 947
Avg. len of posts 28 tokens
Microsoft Teams
No. of posts 1,461
No. of users 181
Avg. len of posts 40 tokens

Table 4.1: Dataset statistics
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Figure 4.1: Comparison of daily posts on Twitter and Microsoft Teams

Figure 4.1 illustrates the engagement trends observed in both Twitter and Mi-

crosoft Teams datasets during the course of the programme. Notably, the engage-

ment patterns observed in both sources were similar throughout the study period.

Specifically, the number of posts on both platforms showed an increase before and

during residential weekends (i.e. 14 July 2019, 22 September 2019, 2 November

2019 and 20 January 2021), indicating higher levels of engagement. However, while

the highest number of posts were recorded only during the residential sessions for

Twitter, Microsoft Teams showed a higher number of comments on other days as
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4.4.2. Topic Analysis

No of Topics Coherence score - Twitter Coherence score - Microsoft Teams
2 0.286 0.258
4 0.308 0.3
5 0.313 0.305
8 0.320 0.311
10 0.324 0.320

Table 4.2: Coherence Scores for Different Numbers of Topics in LDA Topic Mod-
elling

well, such as when assignments were due (e.g., 20 September 2019 and 18 October

2019). The graph further demonstrates that discussions were sustained on both

platforms over the course of the programme.

4.4.2 Topic Analysis

In the topic modelling experiment, I examined the output of LDA with different

numbers of topics (2, 4, 5, 8, and 10) and assessed the resulting topics’ semantic

relevance to the studied datasets. I computed the coherence scores for these various

numbers of topics, with the results presented in Table 4.2. The maximum coherence

scores were observed with 10 topics, registering values of 0.344 for tweets and 0.32

for Microsoft Teams chats. It should be noted that the coherence scores were

relatively low across all tested numbers of topics.

While measuring topic coherence is a common approach to selecting the best num-

ber of topics, prior research [168] has shown that qualitative evaluation of topic

models can also be useful. This dual approach provided a more robust justifica-

tion for the selected numbers of topics, especially given the observed overlap in the

Twitter topics. After careful analysis, I determined that using 10 topics for the

Twitter dataset and 5 topics for the Microsoft Teams dataset produced the most

relevant themes.

The results of the LDA analysis are presented in Tables 4.3 and 4.4 for the Twitter

and Microsoft Teams datasets, respectively. The first column in each table shows

the assigned topic labels and their frequency counts, and the second column shows

the top 20 most representative words for each topic. The tables reveal a variety of
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4.4.2. Topic Analysis

Topic label Top Weighted Words
Women in
technology
(12.64%)

trend, #womenintech, #tuwres, #womeninstem, wonderful,
#womenwhocode, talk, great, you, inspire, hear, happy, twit-
ter, minute, want, speaker, watch

Feminism
(7.96%)

girl, do, well, amazing, #womenintech, womenwhocode,
whoop, ctrlyourfuture, real, instituteofcode, omg, #tuw,
#digitalskillsmatter, ioc, kat, hey, module

Appreciation
(12.37%)

thank, much, make, love, last, time, get, always, hard, hope,
hey, enjoy, think, woohoo, work, one, night

Mentorship
(11.32%)

woman, change, check, life, welcome, midland, amazing,
wait, awesome, take, residential, look, forward, see, meet,
mentor, delight

Learning
(8.51%)

code, #tuwres, #tuw, new, let, ltd, round, support, like,
video, meeting, assignment, feel, need, challenge, hour

Residential
Weekend
(9.25%)

today, #tuwres, great, python, day, photo, get, ella, bril-
liant, residential, code, final, #tuw, thank, course, time, fab

Congratulatory
remarks
(13.38%)

congratulation, graduate, nottingham, first, weekend, con-
gratulations, #womenintech, womenwhocode, future, pro-
gramme, super, tech, #tuw, proud, huge, world, part, good

Graduation
(10.65%)

thank, sci, durham, uni, please, #tuwres, team, graduation,
amazing, vote, apply, website, yet, board, blog, celebrate, see,
available

Diversity
and inclusion
(7.62%)

tech, #womenintech, woman, amazing, late, #tuwres,
check, #tuw, #womeninstem, read, post, incredible, retrain,
diverse, yay, weekend, background, north

Technology
award (6.32%)

techup, #tuwres, beautiful, via, vote, uon, impactawards,
inspiration, open, thank, share, finalist, #tuw, day,
peopleschoice, good, residential, techforgood

Table 4.3: Topics with representative words for Tweets.

themes related to the TechUPWomen programme across both data sources. Not-

ably, both platforms contain discussions about Learning and Residential weekend.

In the Twitter data (Table 4.3), additional topics related to the programme’s goals,

such as Women in technology and Diversity and inclusion, were also identified.

These topics suggest that discussions on Twitter were focused on the overall aim of

the TechUPWomen programme. Additionally, discussions about accomplishments

during the programme, such as Appreciation, Graduation, and Technology awards,

were found. The overlap in Twitter topics reflects the nature of the discussions on

the platform, where different topics can often intersect and interact.
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Topic label Top Weighted Words
Coding
(18.34%)

guest, file, python, know, try, work, use, hand, also, go,
think, get, code, activity, exercise, run, import, topic, prob-
ably, agree

Learning
(18.75%)

video, get, assignment, slide, need, really, thank, else, please,
share, time, link, right, would, know, ve, want, i

Residential
weekend
(14.99%)

great, thank, everyone, see, smile, weekend, hello, forward,
look, guy, like, meeting, saturday, meet, hope, well, today,
tomorrow, year, hey

Learning sup-
port (20.26%)

add, term, techup, yes, laugh, twitter, list, korpet, please,
pathway, link, assignment, smile, new, account, tech, email,
one, need

Peer support
(27.65%)

thank, good, work, much, course, do, thanks, think, really,
use, get, nt, one, agile, useful, way, python, help

Table 4.4: Topics with representative words for Microsoft Teams chat.

On Microsoft Teams (Table 4.4), the discussions were more focused on learning

experiences, including Peer support, Learning support and Coding. These topics

suggest that the conversations on Microsoft Teams were more centered on the

learning and educational aspects of the TechUPWomen programme.

The LDA analysis provides insight into the main topics discussed during the TechUP-

Women programme on both Twitter and Microsoft Teams. This understanding

helps to grasp the focus and goals of the programme and the types of conversations

among participants.

4.4.3 Sentiment Analysis results

The results of the temporal sentiment analysis are presented as the frequency of

polarised tweets on a daily basis. Figure 4.2 reveals interesting trends regarding

the sentiment polarity of the tweets throughout the TechUPWomen programme

on Twitter. Overall, the analysis suggests that the majority of the tweets on

Twitter regarding the programme are positive. Furthermore, the trend of pos-

itive tweets appears to be increasing towards the end of the programme. This is

a potentially positive indication of increasing positivity towards the programme as
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Figure 4.2: The daily frequency of polarised posts on Twitter from July 2019 to
January 2020
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Figure 4.3: The daily frequency of polarised posts on Microsoft Teams from July
2019 to January 2020
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the programme progresses. Interestingly, the trend of negative tweets is relatively

stable throughout the duration of the programme, with only minor fluctuations.

Moving on to the Microsoft Teams dataset (Figure 4.3), which is a private channel,

there is a discernible difference in the trend of sentiments expressed on the platform.

The sentiment analysis indicates that more positive sentiment is equally expressed

on both the public channel (Twitter) and the private channel (Microsoft Teams),

whereas negative sentiment is more frequently expressed through the private chan-

nel. It is noteworthy that negative sentiment is more frequently expressed on

Microsoft Teams when compared to Twitter. This higher negative sentiment ex-

pression could be attributed to the fact that people tend to express their emotions,

particularly negative emotions, more freely when they are closer to their audience.

Nonetheless, the number of positive posts still outweighs the number of negative

posts on Microsoft Teams.
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Figure 4.4: Sentiment distribution of identified topics on Twitter

Furthermore, I conducted an analysis of the sentiment distribution over the topics

identified (section 4.4.2 on both Twitter and Microsoft. This is particularly valuable

in determining which aspects of the programme were successful and which require

improvement. As depicted in Figure 4.4, the majority of the posts on Twitter and
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Figure 4.5: Sentiment distribution of identified topics on Microsoft Teams

Microsoft are positive, with the highest proportion of discussions related to the

residential weekend.

The sentiment distribution also confirms the distinct differences in the levels of

sentiment between Twitter and Microsoft Teams, with more negative posts on the

latter. Specifically, discussions related to coding and learning on Microsoft Teams

generated the most number of posts categorised as negative.
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4.4.4 Error Analysis

I performed a comprehensive error analysis on the sentiment predictions generated

by the SiEBERT model. By drawing a diverse sample of misclassifications from

both positive and negative sentiments, I have grouped the errors into the following

categories:

• Emotional Nuance Misunderstanding: The model sometimes fails to interpret

the mixed or nuanced emotional content in the posts correctly. In cases like

this, the model might categorise sentiment as purely negative or positive

when it is actually a mix. For example: @<user> I can’t believe this is the

last time ill be travelling to an official #techupwomen weekend... I’m really

going to miss.. was predicted as a negative sentiment.

• Sarcasm and Irony Misinterpretation: These are instances where the model

fails to recognise and correctly interpret sarcasm or irony, leading to a mis-

interpretation of the sentiment. For instance, in this post, it led to it being

misclassified as negative: Who knew that my knowledge of Madagascan an-

imals would serve me well on the Introduction to Machine Learning module

@TechUpWomen... more niche mammals please! .......

• Contextual Misunderstandings: The model sometimes relies on surface-level

lexical features and it fails to understand the broader context of a state-

ment. Often, sentiment is determined not just by the words used, but also

the wider context, which the model may not fully grasp. For example: Does

data structures ever end?? #techupwomen really want to get started on the

advanced programming stuff was predicted as a positive post and We are ab-

solutely not crying over here. There .... just something in our eyes #Tuwres4

#techupwomen was predicted as a negative post.
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4.5 Discussion

This chapter has explored the impact of a retraining programme, TechUPWomen,

for women from underrepresented groups, as reflected on social media. By utilising

both topic modelling and sentiment analysis, the engagement patterns and senti-

ment polarity of the participants were studied during the programme, in order to

answer RQ1. The findings indicate that the TechUPWomen programme generated

a significant impact, with a large amount of engagement on both Twitter and Mi-

crosoft Teams. While Twitter had a higher number of posts and users, the average

post length was shorter compared to Microsoft Teams, which could be due to the

different purposes of the two platforms.

The engagement on both platforms followed a similar pattern, with peak activity

occurring during residential weekends and when assignments were due. Through

LDA analysis, diverse themes related to the programme were identified, including

discussions about learning, residential weekends, and programme goals on Twitter,

and learning experiences on Microsoft Teams. These themes provided insights into

the focus and goals of the programme and the types of conversations that took

place among participants.

Regarding the sentiment analysis, both public (Twitter) and private (Microsoft

Teams) channels showed similar trends, with more positive sentiment expressed

during the programme. Specifically, discussions around the programme’s residential

weekend were the most positive. The analysis of the programme using social media

data has provided useful insights that can be leveraged to design inclusive and

equitable programmes that promote lifelong learning opportunities for all.
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Chapter 5

Detecting Fine-Grained Emotions

on Social Media during Major

Disease Outbreaks

By examining the emotions expressed on social media during major disease out-

breaks, valuable insights can be provided to policymakers, to assist in delivering

support that positively impacts society. Specifically, I analyse the emotions of a

significant population on Twitter during the global pandemic, COVID-19. The

findings of this Chapter have been published in [9].

5.1 Introduction

In this chapter, I shift from previous applications of social media analysis in educa-

tion to health, effectively addressing RQ2. How can social media be used to detect

fine-grained emotions during major disease outbreaks? Here, I focus on emotion

analysis, to gain a deeper understanding of the emotional states of a population,

during major public health crises. Building on the main thesis’s emphasis on using

social media data for social good, this exploration into the emotional responses

during health crises illustrates the benefit of utilising social media data and NLP
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5.1. Introduction

techniques to understand and respond to critical societal issues. By harnessing

social media to detect emotions during disease outbreaks, this chapter contrib-

utes to the main goal of AI for social good, fostering healthy lives, and promoting

well-being, as articulated in the primary introduction.

Disease outbreaks have remained a problem over many years. Most recently, the

Coronavirus disease (COVID-19) pandemic has left people across the globe ex-

tremely vulnerable. As of March 2021, over 100 million people from more than 200

countries have been infected [209]. To suppress the virus, governments worldwide

have introduced restrictions to human movement and social gatherings. These

measures, while necessary, have caused widespread disruption to human lives and

led to stress, economic hardships, and uncertainties about the future [89], stirring

a diverse range of emotional responses, such as anxiety, sadness, and anger [64].

In the absence of face-to-face undertakings and meetings, people have resorted to

expressing their feelings on social media. Platforms like Twitter have become essen-

tial outlets for self-reported thoughts and feelings during public health emergencies

[183]. Consequently, user-generated content has proven useful in monitoring public

perceptions and sentiments during past disease outbreaks, such as the Ebola and

Zika epidemics [96, 18], and the current COVID-19 pandemic [150].

The study of emotion detection has become important in this context and has

been extensively applied in various settings, including online health-related forums

[123] and social media sites [60]. Emotion detection in public health emergencies,

however, is particularly challenging, due to the lack of annotated data. Previous

studies often used existing resources developed for general domains, risking a bias

towards domain-general contexts. Some studies attempted to solve this problem by

automatically annotating user-generated data with cues specific to such corpora,

like emojis, emoticons, and hashtags [254, 94]. However, research on the usage of

emojis as emotion labels in public health emergencies is limited. This motivated my

focus on analysing emojis in tweets, under the assumption that a tweet expresses

an emotion if it contains an emoji.
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Detecting fine-grained human emotions from text is an even more daunting task,

due to limited manually annotated data. Researchers have turned to emotional

cues, such as emoticons and hashtags from texts, for distant supervision, serving

as emotion labels, to build powerful deep learning models and predict fine-grained

emotions accurately. For example, hashtags, such as #sad, #angry and #happy,

have been used to automatically annotate general Twitter data with fine-grained

emotions and train models to learn useful text representations in an emotional

context [1].

Existing research has demonstrated that pre-trained language models achieve state-

of-the-art performances on natural language processing tasks, including text clas-

sification [62], named entity recognition [48] and question answering [95]. These

models’ standard workflow involves initial pre-training on a large amount of un-

labelled corpus data using a language model loss function, then fine-tuning the

pre-trained model on labelled data to adapt to a specific downstream task. Despite

their success in sentiment and emotion analysis [44, 141], these models often fail

to consider task-specific objectives that may improve performance.

Recent research efforts have enriched models with sentiment information, by mask-

ing sentiment words and predicting the masked words [240]. This approach has

shown success in capturing rich sentiment knowledge. Other works aimed to incor-

porate sentiment knowledge by masking emoticons in a text and predicting if the

masked token was an emoticon or not [272]. Yet, most of these techniques mainly

focus on identifying positive or negative sentiments, without providing fine-grained

emotional understanding.

Although pre-trained language models have excelled in a diverse range of NLP

tasks [61], they often fail to consider knowledge essential for tasks related to the

determination of emotions, valence, or affective states from text [121]. For in-

stance, studies have shown that learning sentiment-specific knowledge during pre-

training can enhance text sentiment understanding, thereby improving sentiment

analysis performance [234, 240]. However, there is limited research on incorporat-
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ing emotion-specific knowledge for fine-grained emotion detection. As sentiment

analysis is closely related to emotion detection, I argue that integrating emotional

knowledge into pre-trained models will yield better performance for fine-grained

emotion detection. This Chapter explores these concepts and aims to infuse a

range of emotions into model training, specifically targeting the improvement of

fine-grained emotion detection.

My contributions in this Chapter are twofold: (1) I propose EmoBERT, a new

emotion-based variant of the BERT transformer model, able to learn emotion

representations and outperform the state-of-the-art; (2) I provide a fine-grained

analysis of the pandemic’s effect in a major location, London, comparing specific

emotions (annoyed, anxious, empathetic, sad) before and during the epidemic.

5.2 Model

The success of Deep Neural Network (DNN) has provided the ability to learn use-

ful representations from large data (with or without annotation). DNNs have been

widely used in NLP [83]. The captured knowledge can be leveraged and used

in downstream tasks. As a result, pre-trained language models, such as BERT

[61], have been empirically successful across various tasks. BERT utilised Trans-

former networks [247] and was trained on large amounts of unlabelled data from the

Bookcorpus∗ (containing 800 million words) and English Wikipedia (containing 2.5

billion words). Other variants of BERT, such as XLNet [266] and RoBERTa [147],

have been proposed since the launch of BERT. Thus, a BERT-based architecture,

infused with emotional knowledge, is employed for the task of fine-grained emotion

detection (detecting a specific emotion e.g. sad or anxious) in tweets. The aim

to instil in the model a strong inductive power and learn useful emotional know-

ledge. Unlabelled tweets data related to the target domain is exploited to learn

this knowledge.
∗https://huggingface.co/datasets/bookcorpus
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Model Extraction Model Intermediate
Fine-tuning Model Fine-tuning

BERT Model EmoBERTMLM Model EmoBERT Model

Stage 2: 
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(Tweets Only)

Stage 3:
Supervised Learning 

(Tweets + Labels)

Stage 1: 
Load Pre-trained Model

(No Data Required)

Stage 1Standard BERT Workflow

EmoBERT Workflow Stage 1 Stage 2 Stage 3

Stage 3

Figure 5.1: EmoBERT Architecture

Recently, models such as BERTweet [175] have been developed, purposefully trained

on domain-specific text, in this case, English tweets. However, the model proposed

in this study stands out, as it combines both domain adaptation (to health-related

tweets) and task adaptation (for emotion detection). This combination has been

shown to yield the best performance for downstream tasks [90]. Furthermore, the

solution proposed in this Chapter precedes the proposal of BERTweet.

By adapting the model to the data closer to the distribution of the target data

and downstream task, the model will be capable of learning emotion-related bias.

The approach employed in this chapter follows the standard BERT workflow, pre-

training and fine-tuning. However, the fine-tuning step involves an intermediate

step that helps incorporate emotional knowledge into our model (see Figure 5.1).

5.2.1 Pre-Training

Pre-trained language models have become popular in recent years, because they

became capable of learning knowledge that is useful for transfer learning in NLP.

One of the best known pre-trained language models, as aforementioned, is BERT.
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It was pre-trained using two language modelling objectives: (1) Masked language

modeling (MLM), where randomly masked tokens are predicted, and (2) Next

sentence prediction (NSP), predicting two input sentences that are next to each

other. The pre-trained BERT could then be used to fine-tune on downstream

tasks, such as text classification. Due to limited computational power, BERT-

base, a version of BERT which contains 12 transformer layers is used to initialise

EmoBERT. It is expected the general knowledge captured from pre-training BERT

will be useful for the fine-tuning step.

5.2.2 Emotion Knowledge Enhanced Fine-tuning

The first fine-tuning stage is the major novelty of the proposed approach. The

goal in this intermediate fine-tuning step is to enhance the model with emotional

knowledge for emotion detection. Formally, given the target domain DT , the source

domain DS , and the tweet representations Xs ∈ DS belonging to the source domain,

the aim is to learn the target domain tweet representations XT via modelling their

marginal probability distribution P (XT ) over the target domain DT with explicit

modelling of emotion knowledge. Note that both XS and XT consist of N tweets

and can be denoted in the general form as X = {x1, x2, ..., xN }. At this stage,

BERT is fine-tuned, by using the MLM objective to recover emotion information,

while learning about the tweet representations XT and the distribution of the

domain data P (XT ). The intermediate fine-tuning task is based on two concepts:

(1) extraction of tweets with emotion emojis, and (2) emotion word masking.

5.2.3 Extraction of Tweets with Emotion Emojis

As discussed, it is assumed that if a tweet contains an emotion emoji, then it

carries some emotional information. Facial expression emojis allow Twitter users

to express their feelings with non-verbal elements in a tweet [128]. Although emojis

in texts may not always reflect the emotions experienced by users, recent works have
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shown that they can still be used to classify the emotional content of a text [71, 261]

accurately. For example, sad emojis such as and show a strong correlation

with sad emotions in tweets, whilst anger emojis such as and are strongly

associated with anger emotions[261]. Our use of tweets with emotion emojis has

two advantages. Firstly, Twitter is very noisy, and it contains many tweets that do

not express any emotion. This way, spurious tweets can be eliminated and tweets

with, arguably, emotional information are preserved. Secondly, as discussed above,

emotional cues from the emojis present can be leveraged and the information used

to enhance the detection of emotions from tweets in the model. Emojis from the

"Smileys & Emotion" category, based on the official Unicode emoji set∗, and part

of the most commonly used emojis on Twitter†, are utilised to filter unlabelled

tweets datasets. This leads to emotion specific biases being implicitly induced as

the training is carried out only on tweets containing at least one emoji from the

emoji shortlist.

5.2.4 Emotion Word Masking

I use the same MLM objective function as in the BERT paper [61] to fine-tune

the pre-trained model extracted from the Huggingface library [259]. The MLM

objective was to predict the original tokens, given the masked token. BERT’s

standard masking strategy involved randomly sampling and selecting 15% of the

input tokens and then replacing 80% of these sampled tokens with a special masked

token [MASK]. Another 10% were replaced with a random token, while the remain-

ing 10% of the sampled tokens were kept unchanged. In addition to the standard

MLM for BERT, the proposed approach uses emotion word masking (see Figure

5.2) for learning emotional knowledge in the text. This masking process is different

from the standard MLM in BERT. Since the emotion words are likely to impact on

the emotion expressed in a tweet, a higher masking probability (50%) is employed
∗https://unicode.org/emoji/charts/full-emoji-list.html
†as indicated in https://emojitracker.com
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[CLS] I hope I don't fall sick , the cases are going up

[CLS] [MASK]goingarecasesthe[MASK]falldon't[MASK]I I ,

hope sick up

BERT

emotion word
Figure 5.2: Emotion word masking: recognises the emotion information in
a tweet and masks it; then, the pre-trained model can attempt to recover this
information.

for masking emotion words.

To determine emotion words, the NRC Word-Emotion Association Lexicon (a.k.a.

EmoLex) [164] was used. EmoLex consists of 14,182 crowdsourced English words

associated with eight basic emotions: anger, anticipation, disgust, fear, joy, sad-

ness, surprise and trust [196]. Whilst there are other lexical emotion resources,

such as DepecheMood [230], I chose EmoLex due to its large size and coverage of

broad emotional dimensions [82]. Additionally, past works such as [229] have used

this lexicon as a prior association of emotions, to detect emotions in texts automat-

ically. An initial examination of the lexicon showed that some lexicon words are

associated with no emotion category mentioned above. Such words were removed,

since they were deemed not useful for the emotion-word masking and select only

words associated with at least one emotion from the list. A total of 4,463 words

from the lexicon were used after the elimination process.

BERT used the WordPiece algorithm [264] as its tokenisation algorithm, to deal

with words that are out of its vocabulary, by splitting them into sub-word tokens

present in its vocabulary. Given this, it is expected that some emotional words

would be out of BERT’s vocabulary. For example, the emotion word ‘somatic’

could be split into ‘so’ and ‘##matic’ by the BERT tokeniser. In the proposed

model, I define the masked emotion word as the sub-word tokens that correspond

to the original emotion word.
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Since emotion words appear in emotional contexts, the proposed model aims to

capture implicit emotion knowledge representations and preserve information that

could be useful in detecting the emotions expressed in a tweet. For the intermedi-

ate fine-tuning task, a collection of original (no retweets) English tweets collected

in April, 2020, related to COVID-19, using keywords such as coronavirus, corona,

covid, covid-19, coronaoutbreak, 2019nCoV, pandemic, epidemic, wuhanandlock-

down and sars-cov-2 were used. Consequently, the training tweet datasets were

filtered to contain at least one emoji from the emoji selection and remove all du-

plicate tweets. In total, the training dataset contained 1,540,983 tweets after the

data filtering process. Furthermore, all tweets were pre-processed, by replacing

all Twitter usernames and URLs with the common tokens: <user> and <url>,

respectively.

5.2.5 Emotion Detection Fine-tuning

In the final step, I fine-tune EmoBERT on the downstream task: fine-grained emo-

tion detection. Outputs from the emotion knowledge-enhanced fine-tuned model

are trained to classify the emotion of a tweet. Following the fine-tuning setting

in the original BERT paper [61],the last state vector of the classification token

[CLS] is used as input and fed it into a feed-forward neural network, to predict the

respective emotion.

5.3 Experiment

I used a publicly available annotated dataset, SenWave∗, providing fine-grained

emotion labels of tweets during the COVID-19 pandemic [265], to evaluate the

proposed model. This dataset consists of 10,000 English tweets, labelled with

10 categories: optimistic, thankful, empathetic, pessimistic, anxious, sad, annoyed,

denial, official report and joking. I considered 3 emotions (annoyed (anger), anxious
∗instructions on accessing data can be found at https://github.com/gitdevqiang/SenWave
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and sad), which are part of the fundamental emotions from Plutchik’s model [196],

and an additional emotion (empathetic), which has been shown to be expressed in

discussions about chronic illnesses in online health communities [138]. I believe the

chosen emotions are related to individuals’ mental well-being and can provide some

insights into the public mood during the COVID-19 pandemic. Figure 5.3 shows

the distribution of the chosen emotions from the annotated dataset.

Since a tweet can be annotated with more than one emotion, 4 binary classification

tasks: annoyed/non-annoyed, anxious/non-anxious, empathetic/non-empathetic and

sad/non-sad were created, to determine if an emotion is expressed in a tweet. To

create the negative samples for an emotion category, I sample an equal amount from

the other emotion categories. Following this, I shuffled the positive and negative

samples and split them into training, validation, and test sets using an 80/10/10

split. While the number of positive and negative samples was matched and bal-

anced, the resulting splits were not guaranteed to have the same number of samples.

Nonetheless, this approach created a more natural distribution of labels in each set.

To reduce the likelihood of sampling bias when selecting negative samples, I per-

formed negative sampling (with replacement) ten times for each emotion category,

generating ten dataset samples per category.

For each emotion category, I used the ten dataset samples to construct ten sets of

training, validation, and test data. The models were trained using all data samples

and evaluated by reporting the mean performance across the ten data samples
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Table 5.1: Emotion detection results averaged across 10 dataset samples. The
numbers are percentages. Best results are in bold. Precision - P, Recall - Re and
F1 score - F1.

Model Annoyed Anxious Empathetic Sad
Pr Re F1 Pr Re F1 Pr Re F1 Pr Re F1

BERT 0.78 0.80 0.78 0.68 0.73 0.69 0.83 0.74 0.77 0.71 0.77 0.73
XLNet 0.74 0.83 0.77 0.63 0.81 0.69 0.73 0.67 0.69 0.69 0.77 0.72
EmoBERT 0.81 0.82 0.81 0.72 0.73 0.72 0.84 0.79 0.81 0.71 0.84 0.76

per category. During training, I employed binary cross-entropy loss to align with

the target class distribution, and used the Adam optimizer with a learning rate of

5e − 5. Based on prior empirical experiments, I set the number of epochs to 4 and

the batch size to 16 for the final model.

To evaluate the performance of EmoBERT, I compared it with two widely-used

pre-trained models: BERT [61] and XLNet [266]. These models have achieved

state-of-the-art results on a variety of natural language processing tasks, making

them strong baselines for comparison purposes.

5.4 Results and Discussion

Table 5.1 presents the results obtained using EmoBERT, compared with generally

pre-trained language models, i.e. BERT and XLNet. EmoBERT achieves higher

performance across all the considered emotion categories. On average, EmoBERT

outperforms other state-of-the-art approaches by at least 3% F1 score. This shows

that incorporating emotion-specific knowledge in pre-trained language models is

effective for detecting fine-grained emotions.

5.4.1 Significance Test

To determine if the results are statistically significant, I performed a paired T-

test to test the differences between the model results for all 10 runs per emotion

category. The result confirms that the improved F1 score results from EmoBERT
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over BERT are statistically significant at p < 0.05 across all emotions, except for

the anxious emotion.

5.4.2 Tracking Emotional Toll of COVID-19 on Twitter

To further illustrate the power of the proposed model, I conducted a focused ana-

lysis of the impact of the COVID-19 pandemic on well-being and emotions in

London, United Kingdom (UK), using EmoBERT.Specifically, I examined a collec-

tion of geo-located tweets in London during March 2020 and compared them with

the same period in 2019. To obtain these tweets, I utilised the new Twitter API

for academic research, which grants access to the full Twitter archive∗. Initially,

I collected all tweets geo-located in the UK and extracted tweets that contained

"London" in the full name of the place information†. I excluded non-English tweets,

replies, and retweets from the collected tweets. The resulting sample consisted of

361, 384 tweets for March 2020 and 352,678 tweets for March 2019. I chose this

period because it corresponds to the onset of the COVID-19 pandemic in the UK

and provides a clear delineation between pre-pandemic and pandemic periods.

Each tweet from the respective periods is classified into one of four emotions (an-

noyed, anxious, empathetic, and sad). As the evaluation of the model is performed

on 10 distinct dataset samples, an ensemble of 10 classifier models is generated for

each respective emotion, and the average of their probabilities is utilized to predict

the final class labels. For all emotions, each tweet is classified as expressing the

emotion or not (e.g., sad/non-sad). The probability of the positive class member-

ship of the emotion expressed in each tweet is used to measure the emotion present

in tweets on day d. To achieve this, I employed logistic regression classifiers and

define the probability of emotion pd present in tweets on day d as follows:
∗https://developer.twitter.com/en/solutions/academic-research/products-for-researchers
†https://developer.twitter.com/en/docs/twitter-api/v1/data-dictionary/object-

model/geo#place
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pd = 1
1 + exp(−xd) (5.1)

where:

xd = 1
Nd

Nd∑
t=1

ln( ptd

1 − ptd
) (5.2)

Where xd denotes the proportion of emotion present in tweets on day d. Nd is the

number of tweets on day d and ptd represents the probability of emotion expressed

in tweet t on day d. We take the mean of the logit function in equation 5.2, because

the means of skewed variables are not necessarily representative of those variables.

Probabilities tend to exhibit such skewness, because they are bounded, so it is often

cleaner to do algebraic manipulations on an unbounded scale, such as logit, then

back-transform [106].

Figure 5.4 shows the comparisons of the emotions for each respective year. Gen-

erally, the proportion of tweets expressing emotions in 2019 show a similar trend

over time. There is no notable change in the emotions for that period. Similarly,

the tweets expressing annoyed and sad emotions in 2020 are consistent during the

period. Interestingly, the tweets expressing the anxious emotion rise sharply after

the 5th of March (after the first COVID-19 related death was announced in Lon-

don)∗ before levelling off and declining around the 20th of March 2020. The tweets

expressing empathetic emotion rise slightly in the middle of the month and begin

to decrease after about 10 days.

Although the trend in tweets expressing annoyed and sad emotions over time is

similar in 2019 and 2020, the level of emotions is slightly higher in 2020 than in

2019.

I measured the effect size using Cohen’s d to determine the difference between

each respective year’s emotions [209] and report p-value after Benjamini-Hochberg

p-correction. On average, more tweets expressed annoyed (Cohens d = 0.21, p =

0.05), anxious (d = 1.99, p < 0.05), empathetic (d = 0.73, p < 0.05) and sad (d
∗https://www.bbc.co.uk/news/uk-england-london-56271001
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Figure 5.4: The trend of emotions from the 1st March through 31st March for years
2019 and 2020

= 0.5, p < 0.05) emotions in 2020, compared to 2019, suggesting that there is

a difference in the expression of emotions in tweets as a result of the COVID-19

pandemic.

To understand more deeply the distribution of emotions in tweets related to the

COVID-19 pandemic, I further extract, from the tweets geo-located in London,

those containing the following keywords: coronavirus, corona, covid, covid-19,

coronaoutbreak, 2019nCoV, pandemic, epidemic, wuhan and lockdown and ana-

lyse them in-depth. I build a matrix of the emotion distributions with the most

frequent hashtags that appear in the filtered tweets. Hashtags are strong indicators

used to provide context, emotions or topics related to a tweet. Figure 5.5 shows

the heatmap of the distribution of emotions and the top 40 hashtags. The distri-

bution of emotions is calculated as the number of instances in which the emotion

is expressed in a tweet with the hashtag, divided by the total number of tweets

containing that hashtag from the body of extracted tweets [85]. As can be seen in

Figure 5.5, tweets expressing sad and anxious emotions are prevalent in the hasht-
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Figure 5.5: Top 40 hashtags for COVID-19 related London tweets in March 2020

ags used in the COVID-19-related tweets. Hashtags in tweets expressing empathetic

emotions are common in campaigns about staying safe and staying at home, while

hashtags in tweets expressing annoyed emotions are more related to the crisis and

chaos in the UK, as a result of the pandemic.

The majority of the hashtags used in tweets expressing the sad emotion are #isol-

ation, #quarantine, #londonlockdown and #coronapocalypse. London is a travel

hub and, understandably, the tweets are expressing sadness about travel restric-

tions, such as quarantine, isolation and lockdown in London. The tweets also

express sadness about what some people have regarded as the ’end of the world’

because of the pandemic. Amongst tweets with the #coronavirusoutbreak, #covid-

19, #coronavirusupdates and #coronaoutbreak hashtags, the anxious emotion

is preponderant. This suggests that a significant amount of tweets are express-

ing anxiety about the COVID-19 pandemic and particularly around the updates

provided on the virus.

The majority of tweets with hashtags such as #coronavirusuk, #coivd-19uk and

#coronacrisisuk express the annoyed emotion predominantly. Among these, hasht-

ags related to the coronavirus crisis in the UK are most common. It can be seen that

#staysafe, #stayhomesavelives and #nhs hashtags, which are related to the UK

government official campaign advising people to ‘stay home, save lives and protect

the NHS (National Health Service)’, appear more frequently in tweets expressing

the empathetic emotion.
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5.5 Discussion

In this Chapter, I proposed a new method for analysing the emotional health

and well-being of both global and local populations, specifically in London, by

utilising EmoBERT, a novel model that incorporates emotion representation into

the cutting-edge BERT model. As the current pre-training objectives of BERT

do not consider knowledge relevant for emotion detection tasks, I developed a

new pre-training objective to induce emotion-specific bias into the original BERT

model, ultimately outperforming current state-of-the-art methods. Evaluation res-

ults demonstrated significant improvements in emotion detection, enabling the pro-

posed EmoBERT to efficiently detect fine-grained emotions during major disease

outbreaks, as presented in response to RQ2.

Furthermore, I selected emotions related to health and health communities to show-

case a methodology for an in-depth comparison of social media emotions both be-

fore and during the COVID-19 pandemic. I also demonstrated how these selected

emotions could be used to understand the individual topics that are likely to evoke

them. Applying this methodology locally to London, a major location expected

to be strongly affected, confirmed the significant impact of the pandemic on emo-

tional well-being. Future research can apply the defined methodology to other

specific areas. However, limitations of this approach include the use of only one

(freely available) social media platform, Twitter, which may reflect the emotions

of only a specific section of the population. Therefore, incorporating data from

other social media sites such as Facebook or Weibo, as well as data from the World

Health Organisation (WHO) or local health authorities, could potentially increase

accuracy. In terms of future work, it would be worth expanding the scope of the

emotional analysis across a broader timeframe. Longitudinal studies that track

emotional trends over extended periods could provide a deeper understanding of

how communities emotionally respond and adapt to prolonged crises, such as the

COVID-19 pandemic.
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Overall, the proposed method of analysing emotional health and well-being using

EmoBERT has the potential to provide valuable insights into how emotions and

health are related, which can lead to the development of effective interventions

and policies that promote social good. To aid reproducibility of the work in this

Chapter, I release the implementation of the proposed models here - https://

github.com/tahirlanre/EmoBERT.

Chapter 6 continues this work by focusing on emotions expressed in health-related

social media posts and improving the detection of health mentions on social media.
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Chapter 6

Incorporating Emotions into

Health Mention Classification

Task on Social Media

Detecting health mentions on social media is crucial for complementing existing

health surveillance systems. However, the task of annotating data for detecting

health mentions at a large scale can be challenging. To address this, I propose a

framework for incorporating affective features into the HMC task.

Additionally, I evaluate the approach on 5 HMC-related datasets from different

social media platforms, including three from Twitter, one from Reddit, and another

from a combination of social media sources.

6.1 Introduction

In this chapter, I build on the findings of Chapter 5 that emotions are often ex-

pressed in tandem with discussions of health on social media. With this under-

standing, I aim to leverage the emotions expressed in social media posts to improve

the performance of classifying health mentions on social media, to answer RQ3.

How can health mentions be detected on social media to track health-related con-
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versations? By connecting emotions to health discourse, this chapter extends the

thesis’s overarching ambition to employ social media data for social good. It ad-

heres to the principal goal of understanding human well-being through social media

analysis, offering another facet of how NLP techniques can contribute to positive

social impact.

Social media platforms such as Twitter and Reddit are increasingly used by people

to share personal health experiences. Their widespread availability, ease of access-

ibility, and the near real-time nature of the data they generate make them invalu-

able for public health surveillance. However, the large volume, rapid generation

rate, and unstructured nature of these data pose significant challenges. Moreover,

potential biases in such data may also exist [75]. Despite these challenges, social

media data have shown significant applications in areas such as health informatics,

public health, and medical research [65].

A critical step in harnessing social media data for public health surveillance in-

volves detecting content related to health reports, a task known as HMC [33]. The

HMC task aims to develop algorithms and models that can accurately identify

and classify health mentions in a text, enabling automated analysis and interpret-

ation of large volumes of health-related data. In this task, text documents are

analyzed, and any mentions of health-related entities such as diseases, symptoms,

treatments, and other medical concepts are identified and labeled according to a

predefined set of categories. This task is challenging, due to the complex nature

of natural language and the wide range of health-related entities that can be men-

tioned in a text. To illustrate, consider the post "Every time I wrap gifts it looks

good until I rapidly develop Parkinson’s in both of my hands" which is a health

mention, while "Congratulations to Coach Parkinson on receiving a contract exten-

sion through the 2021-2022 season! #JagsROAR" is not. While the former implies

the author’s affliction with Parkinson’s disease, the latter merely refers to a person

named Parkinson.

Previous work on HMC using social media has primarily focused on Twitter posts
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[108, 118]. Twitter is popular for public health applications due to the public avail-

ability of its contents through the Twitter API. However, the 280-character limit on

tweets can make it difficult to distinguish different contexts. More recently, Reddit,

with its longer posts and moderated discussions, has been collected for HMC tasks

[172]. Like Twitter, Reddit data is publicly accessible through the Reddit API.

Other dedicated online health forums, such as AskaPatient and patient.info, also

exist for health experience discussions.

Various NLP techniques have been employed to improve performance on HMC

tasks. These range from methods that use contextual to non-contextual word

representations [33, 118]. Past research has also considered modeling the literal

or figurative usage of disease or symptoms words within texts expressing personal

health experiences [105]. Another body of work investigated using a combination of

user behavioural information, such as sentiment and emotion, with other features

[172].

Different from the above works, my approach considers the relationship between

the self-reporting of personal health experiences and the emotions expressed in

these reports. As the act of discussing personal health experiences often triggers

an emotional response, incorporating these emotional responses can potentially

improve the performance of our target task, i.e., HMC in social media texts.

In this chapter, I explore emotions conveyed in social media texts describing per-

sonal health experiences. The aim is to improve HMC by implicitly incorporating

emotional knowledge into the target task through an intermediate emotion de-

tection task. I hypothesise that leveraging the inductive bias from the emotion

detection task will improve HMC performance over baseline methods. To improve

results further, I also propose explicitly combining HMC-specific and affective fea-

tures to model the relationship between emotions and health mentions.

I evaluate the proposed approaches on five datasets sourced from popular social

media platforms such as Twitter and Facebook, as well as online health communit-
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HMC dataset BERT HMC model

Emotion
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Figure 6.1: The structure for (a) HMC model and (b) Emotion detection model

ies. These datasets vary in size and characteristics. I also explore the potential

benefits of focusing solely on negative emotions. Finally, I compare the perform-

ance of cross-task transfer from respective HMC models to a direct transfer from

an emotion model, to understand the relative effectiveness of these approaches.

6.2 Methodology

Firstly, I describe the models for HMC and emotion detection (see Figure 6.1).

Following that, I present the framework for incorporating emotions into the task of

HMC with two different types of enhancements. Both enhancements aim to enrich

the neural representations learned by BERT with emotional knowledge.

6.2.1 Health Mention Classification

Social media posts related to health mentions are usually extracted using symptoms

or disease-related keywords. On the other hand, people on social media often use

slang and varied representations of a word, which contribute to a high noisiness

of social media posts. Thus, the presence of a symptom or disease word does

not necessarily mean it is health-related. State-of-the-art approaches have been

proposed to model contextual relationships between words in a text [61]. Such

models represent every word dependent on the particular context of occurrence.

Incorporating contextual information is essential for language understanding tasks,

even more so for correctly classifying health-related social media posts.
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Table 6.1: Distribution of labels and examples for each HMC dataset

Dataset Label Size Text

FLU2013 Flu infection
(positive)

1,280 <user> Ugh. I’m getting a flu shot (hopefully) in
about half an hour. :( Sorry yours is being ugly!

Flu awareness
(negative)

1,342 I hope Is there some kind of flu going around? It’s
like everyone’s getting sick all of a sudden. Weird.

PHM2017

Self-mention 306 Officially now a cancer patient (1991)
Other mention 516 <user> set a goal after her #stroke: walk in

high heels again <url> #2health #ForOurHearts
<url>

Awareness 1,278 #Stroke threatens millions of lives. Learn the
signs: <url> #ForOurHearts <url>

Non-health
mention

2,483 You are Alzheimer’s mascot you master of social-
ism <url>

SELF2020
No self-
disclosure

2,954 There is an otosclerosis community FB page
which is quite helpful.

Possible self-
disclosure

2,586 Im basically taking one day at a time. I guess
some viruses are unknown to medicine. So is what
it is.

Clear self-
disclosure

1,010 Dementia and its Genetic Markers, many are
known, however that may not mean you will end
up with a problem. I have a Congenital Short
Term Memory Defect from Birth, and I have had
to relatives who died from Dementia.

ILL2021 Negative 18,435 Brain ‘pacemaker’ could prevent tremors and
seizures for Parkinson’s and epilepsy sufferers

positive 3,872 ’I’m not OK’: <user> gets emotional talking
about 5-year-old son’s cancer battle

RHMD
Figurative men-
tions

3,430 Addiction to a Toy **As a kid, I was always ad-
dicted to this one toy called a slinky. I would spend
hours and hours just fiddling with it. It seemed
so satisfying to me. Whenever I would lose it,
I would go into a depressing state for days and
days, until I found it again. is it just me who has
an addiction to a specific type of toy**.

Non-health
mentions

2,586 Court let Merck hide secrets about a popular
drug’s risks - Lawsuits claim baldness drug Pro-
pecia causes sexual problems and depression. The
judge sealed evidence suggesting the maker down-
played the side effects.

Health mentions 3,360 I was diagnosed with Asperger’s, OCD, Major de-
pressive, and PTSD while I was inpatient. Ask me
anything I was inpatient for 6 days due to hom-
icidal thoughts and urges towards those who had
hurt me emotionally and physically. And I put
that hatred on others who did nothing wrong. In
Inpatient I was diagnosed with Asperger’s, OCD,
and later after Outpatient, PTSD. I was abused
by my mother, and three friends over the years.
Physically and Mentally. Ask me anything.
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To train the health mention classification model, I leverage a context-sensitive

model, BERT [61]. BERT is fine-tune on the respective HMC dataset. Fine-tuning

BERT on task-specific corpus often yields performance gains on downstream tasks

[61]. I refer to the model fine-tuned on HMC dataset as BERTHMC .

6.2.2 Emotion Detection

To capture fine-grained emotions, I leverage existing datasets annotated with emo-

tions. I consider two publicly available emotion datasets - GoEmotions (GE) [58]

and SemEval18 - Emotions (SE) [162]. GoEmotions is a benchmark emotion data-

set containing 58,000 Reddit comments manually annotated with 6 Ekman emo-

tions (anger, disgust, fear, joy, sadness, surprise) and neutral for experiments.

SemEval18 - Emotions comprises 10,896 tweets manually annotated with 11 emo-

tion labels – (anger, disgust, anticipation, fear, joy, love, optimism, pessimism,

sadness, surprise and trust), each of which is a binary label that denotes the pres-

ence of a specific emotion.

Based on standard practice in NLP and as shown in Chapter 5, I fine-tuned BERT

[61] on the emotion dataset to learn general emotion representations. The domain-

specific nature of emotion expressed in social media texts made this step crucial. I

refer to the emotion model fine-tuned on GoEmotions and SemEval18 as BERTGE

and BERTSE respectively.

6.2.3 Emotion Incorporation Framework

Studies have shown that social media users typically express a range of emotions

when posting about personal health updates [138]. Building on this, I aim to

capture the emotion spectrum when people post about their personal health ex-

periences on social media. We consider two approaches to incorporate emotions

into HMC. Both approaches aim to enrich the neural representations learned by

BERT with emotional knowledge.
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BERTEmotion Dataset HMC Dataset Emotion Model ƒ

Figure 6.2: Implicit emotion incorporation with intermediate task fine-tuning

6.2.4 Intermediate Task Fine-tuning Approach

Recent work has shown that initially fine-tuning on an intermediate task before

fine-tuning on a target task of interest improves the performance of pre-trained

models [194]. Notwithstanding, the effectiveness of this approach depends highly

on the intermediate task that is applied [43]. The intuition behind intermediate

fine-tuning is that if both tasks are related, the linguistic knowledge learnt in the

intermediate task can contribute to understanding the target task. Following this

observation, I hypothesize that emotion detection tasks can assist the task of HMC.

To improve upon the baselines, I explore intermediate fine-tuning as a means of

implicitly incorporating an emotion-specific inductive bias into the target task.

I follow the emotion detection approach (6.2.2) described above to serve as an

intermediate task. The intermediate fine-tuning step implicitly learns affective

features that could be helpful for the target task. Specifically, I use the fine-tuned

emotion model parameters to initialise a new BERT model and then fine-tune on

the HMC task. The approach is illustrated in Figure 6.2.

6.2.5 Multi-Feature Fusion Approach

Research has demonstrated improved performance on HMC tasks when sentiment

and emotional features are combined [33, 172]. They were generated, however,

using emotion lexicons. Pre-trained language models capture better emotions ex-

pressed in social media texts due to their success in natural language understanding

tasks [215]. I hypothesise that by combining emotional information, the HMC spe-

cific sentence encoder could be guided to detect the nuances of reporting personal
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Figure 6.3: Explicit emotion incorporation with multi-feature fusion

health experiences on social media. To achieve this, I explicitly combine affect-

ive and HMC-specific linguistic features. I extract HMC-specific features from the

HMC model and then these representations are fused with affective features ex-

tracted from the emotion model. In this approach, emotional information is incor-

porated explicitly via the extracted affective features. The approach is illustrated

in Figure 6.3.

6.3 Experimental Setup

6.3.1 Datasets

I explore a variety of HMC-related datasets from different social media platforms

to study the general applicability of the proposed approach. I use three Twitter

datasets - FLU2013 [130], PHM2017 [118], ILL2021 [119], one Reddit dataset -

RHMD [172] and one from a combination of Facebook, Reddit, Twitter and pa-

tient.info - SELF2020 [244]. These datasets are annotated for classifying mentions

of health-related concepts in social media text (e.g. health mention/non-health

mention or flu infection/Flu awareness). Table 6.1 presents the summary of all

HMC datasets.

FLU2013 This dataset was created by [130] to distinguish between reports of

actual Flu infections and awareness. Each tweet in the dataset was manually
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annotated as either a flu report (positive) or a flu awareness (negative). At the

time of this study, only 2,622 tweets were available to download, which is about

58% of the original dataset.

PHM2017 Another existing dataset which focuses on more than one disease and

condition was constructed by Karisani and Agichtein [118]. In the corpus, they

collected English tweets related to Alzheimer’s disease, heart attack, Parkinson’s

disease, cancer, depression, and stroke and manually annotated them in terms of

self-mention, other-mention, awareness and non-health. At the time of this study,

only 4,987 tweets were available to download, which is about 69% of the original

dataset.

SELF2020 This dataset consists of health-related posts covering a range of

health issues collected from online communities, including patient.info and social

media platforms (Facebook, Reddit and Twitter) [244]. The dataset consists of

6,550 posts annotated as either no self-disclosure, possible self-disclosure or clear

self-disclosure. The majority (88.1%) of the posts are from patient.info, thus the

dataset contains phrases and sentences that are mostly longer than the Twitter-

based datasets.

ILL2021 The ILL2021 dataset is an illness report dataset related to three differ-

ent health conditions: Parkinson’s disease, cancer, and diabetes [119]. The dataset

is annotated to detect if a tweet mentions the health condition and contains a health

report (positive) or not (negative). 22,307 tweets (98% of the original dataset) were

available for download at the time of this study.

RHMD The RHMD dataset focuses on Reddit posts only [172]. The posts con-

tain keywords related to up to 15 diseases and symptoms such as Headache, OCD

and Allergic. In total, the dataset contains 10,015 unique posts. They are labelled
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with figurative mention, non-personal health mention and health mention. In terms

of length, the posts are longer than the Twitter-based datasets.

6.3.2 Model Architecture

I describe the approach to fine-tune BERT for both HMC and emotion detection.

Given an input sequence, I use a WordPiece tokenizer to tokenize the input as

described in [61]. The tokenizer adds two special tokens [CLS] and [SEP] to the

input sequence, and the tokenized input is represented as:

X = [x[CLS], x1, x2, ..., xn, x[SEP ]] (6.1)

where xt is the contextualised embedding of the t-th token in a sequence of n

symbols. The tokenized input is then passed into the BERT model to yield a

sequence of hidden states as follows:

H = [h[CLS], h1, h2, ..., hn, h[SEP ]] (6.2)

I consider the hidden vector h[CLS] ∈ R768 from the last hidden layer as the aggreg-

ate sequence representation for both HMC and emotion models. The representation

is then passed through a linear output layer for prediction:

ỹi = Wyhi
[CLS] + by (6.3)

where Wy and by are learnable network parameters and ỹi is the network output.

For the multi-feature approach (Section 6.2.5), the representations from both HMC

and emotion models are directly concatenated∗ to form a combined representation.

Then, the fused representations are fed into a linear layer for prediction:

ỹi = Wy(hi
[CLS] ⊕ ei

[CLS]) + by (6.4)
∗Initial experiments with max pooling and self-attention gave worse results.
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where hi
[CLS] and ei

[CLS] are the extracted features from the HMC and emotion

models, respectively. The HMC and emotion models are fine-tuned at the same

time during training.

6.3.3 Model optimisation

For HMC tasks, which are single-label classification problems, the output uses a

softmax activation and the network is optimised with a cross-entropy loss. For

emotion tasks, which are multi-label classification problems, we use a sigmoid ac-

tivation and optimise the network with a binary cross entropy loss.

6.3.4 Baselines

To serve as the baseline, I used the HMC model described above (section 6.2.1).

Specifically, bert-base-uncased was employed, which comprises of 12 bidirectional

transformer encoders with 768 hidden layers, 12 self-attention heads and has a total

parameter count of 110M. The performance of emotion incorporation approaches

are compared to the baseline.

6.3.5 Training

For all our experiments, I trained the models with minibatch gradient descent using

the Adam optimizer [125]. I used a batch size of 128 (except for PHM2017∗, batch

size = 64). The number of epochs is set to 3 with a learning rate of 2e−5.

Dataset split The dataset splits were not provided by the dataset distributors

hence I created my own splits. For each dataset, I performed a 80%/10%/10%

split randomly to create the train, validation and test sets respectively. To train

the models, the training set was used, while the validation set was used to select
∗Initial experiments with batch size = 128 gave low performance.
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hyperparameters, and the test set was used to evaluate the performance of our

models. The dataset splits I used for the experiments are presented in Table 6.2.

Table 6.2: Summary statistics of the dataset splits

Dataset Train Validation Test All
FLU2013 2,098 263 264 2,622
PHM2017 3,667 459 460 4,583
SELF2020 5,241 656 656 6,550
ILL2021 17,846 2,232 2,232 22,307
RHMD 8,013 1,002 1,003 10,015

Evaluation Following previous works on HMC [33, 172], I evaluated each model’s

performance using F1 macro score and report the results on the test set. To account

for variability, I run each model five times with different seeds and report the

average results over these five runs. I reported the average performance across 5

runs with different seeds on the test set.

6.4 Results and Discussion

The results are presented in Table 6.3. To determine whether the improvements are

statistically significant, I use a two-sample t-test to compare the F1 scores. I assert

significance if p < 0.05 under a two-sample t-test with the vanilla BERT model.

Both of the approaches to incorporating emotional information boost performance

across the HMC datasets. I also find that most of the gains are on the HMC

datasets with limited samples.

For the intermediate task fine-tuning approach, I observe that fine-tuning on either

emotion dataset improves performance over the respective HMC task in the major-

ity of cases. On some HMC datasets, such as FLU2013 and SELF2020, there was at

least a 3% increase in the performance. The BERT model fine-tuned on Sem-Eval18

emotion data (BERTSE) yields the most improvements on all but one dataset,

compared to the BERT model fine-tuned on GoEmotions (BERTGE), which only

obtained better improvement on PHM2017. Though, the vanilla BERT achieved
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better results on PHM2017 when compared to both BERTGE and BERTSE . I

note that BERTSE performs significantly better on RHMD which is a Reddit-

based dataset, than BERTGE , which is trained on an emotion dataset from the

same domain (Reddit).

Overall, the results for the multi-feature approach show the benefit of combining

both health mention representations and emotional information. The multi-feature

approach consistently improves on the baseline and intermediate task fine-tuning

across all HMC datasets. The performance on the SELF2020 data shows the most

significant improvement, up nearly 7 F1 points when emotion features are gen-

erated using BERTSE and up more than 7 F1 points when emotion features are

generated with BERTGE . Similarly to the results from the first approach, emotion-

based models trained with Sem-Eval18 achieve the best performance in most cases.

Table 6.3: F1 macro score for the health mention classification task. Bold denotes
the highest score and * denotes statistical significance. The average of five random
seeds is used for all scores.

Model FLU2013 PHM2017 SELF2020 ILL2021 RHMD
Baseline

BERTHMC 82.18 81.66 70.13 91.25 80.76
Intermediate Task Fine-tuning

BERTGE 82.18 81.29 73.02* 91.32 80.91
BERTSE 85.15 80.93 74.02* 91.38 81.91*

Multi-Feature Fusion
BERTHMC + BERTGE 85.85* 83.59* 77.28* 91.85* 82.64*
BERTHMC + BERTSE 86.08* 83.9* 76.50* 91.88* 82.77*

6.4.1 Effect of negative emotions

Although a direct relationship has not been established, negative emotions have

been associated with social media references to personal health [255]. For example,

tweets about colonoscopies were found to express more negative sentiment on aver-

age [159]. Another study showed that users post more frequently when symptoms

are worse, raising concerns about bias towards negative emotions [54]. As a res-

ult, I investigate the effect of using only texts annotated with negative emotions
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to fine-tune our emotion model. I use a subset of the emotion dataset with only

negative emotions (and neutral). For the GoEmotions data, I follow the negative

emotions defined by the authors [58] i.e. anger, disgust, fear, sadness, neutral. For

Sem-Eval18 - emotions data set, I used the following labels as negative emotions:

anger, disgust, fear, pessimism, sadness. Table 6.4 shows the result when I used

only negative emotions.

Results The results show no significant gain when using only negative emotions

over using all emotions (positive, negative and neutral). This applies to both our

approaches. The performance on most tasks deteriorated moderately for the in-

termediate task fine-tuning. While there are improvements for our multi-feature

approach, these are relatively small and insignificant. This result shows no addi-

tional benefit to incorporating only negative emotions. Instead, taking advantage

of the full spectrum of emotions might be more helpful.

Table 6.4: F1 macro score for the health mention classification task. Bold denotes
the highest score and * denotes statistical significance. The average of five random
seeds is used for all scores.

Model FLU2013 PHM2017 SELF2020 ILL2021 RHMD
Baseline

BERTHMC 82.18 81.66 70.13 91.25 80.76
Intermediate Task Fine-tuning

BERTGE−neg 82.41 81.0 72.25* 91.39 81.67*
BERTSE−neg 84.32 81.59 73.37* 91.24 81.19

Multi-Feature Fusion
BERTHMC + BERTGE−neg 86.07* 83.07* 76.94* 91.93* 82.57*
BERTHMC + BERTSE−neg 86.23* 83.28* 77.33* 91.91* 82.42*

6.4.2 Cross-HMC Task Transfer

As part of the study in this Chapter, I compare the performance of using an

emotion fine-tuned model to a model fine-tuned on a specific HMC dataset and

cross-transfer to another HMC dataset. For example, I fine-tune a HMC model

using PHM2017 and further fine-tune it on a target dataset, FLU2013.
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Results I present the results obtained in Table 6.5. Here, I denote the best res-

ults between BERTGE and BERTSE as BERTemotion. In some cases (FLU2013

and PHM2017), the model, BERTemotion fine-tuned on a emotion dataset, leads to

better results than models fined-tuned on another HMC dataset. On SELF2020,

ILL2021 and RHMD, the performance of the BERTemotion is very close to the

best-performing fine-tuned models on HMC datasets. These findings demonstrate

that publicly available emotion datasets can be used to enhance performance on

HMC tasks in the case where manually annotated HMC datasets are scarce.

Table 6.5: F1 macro score for the health mention classification task. Bold denotes
the highest score. The average of five random seeds is used for all scores.

Model FLU2013 PHM2017 SELF2020 ILL2021 RHMD
BERTemotion 85.15 81.29 74.02 91.38 81.91
BERTF LU2013 - 79.53 73.34 91.18 82.22
BERTP HM2017 84.98 - 75.86 91.82 81.73
BERTSELF 2020 83.77 78.15 - 91.57 81.57
BERTILL2021 84.52 77.99 74.16 - 82.0
BERTRHMD 84.09 80.55 73.88 91.69 -

6.5 Discussion

In this chapter, I showed that, as per the initial hypothesis, health mentions discus-

sion contains emotional content, which can be exploited to improve health mention

classification tasks. I proposed to incorporate emotions into HMC in two ways: (1)

by implicitly adding affective features through intermediate fine-tuning on emotion

detection task; and (2) by explicitly combining affective and HMC-specific fea-

tures from both emotion and HMC models. Overall, I found that both approaches

increased performance on the target task, with the explicit addition of affective

features offering the highest gains (multi-feature fusion). The benefits cut across

all HMC datasets, demonstrating the generalisation and robustness of the proposed

approach. As such, this approach is to answer RQ3. Detecting health mentions

on social media has the potential to improve public health surveillance systems for
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ensuring healthy lives and promoting well-being.

I also investigated if there is any relationship between negative emotions and health

mentions. The results show that there is no significant effect on the performance

of HMC when only considering negative emotions for learning an emotion model.

We further show that transferring emotion models to HMC tasks offers competitive

performance to cross-HMC-task transfer. It suggests that in the absence of annot-

ated data for HMC tasks, data-rich emotion tasks can be used to improve results.

To aid reproducibility of the work in this Chapter, I release the implementation of

the proposed approaches here - https://github.com/tahirlanre/Emotion_PHM.

In the upcoming chapter, an alternative approach for HMC will be investigated.

This approach involves distinguishing between literal and non-literal meanings of

disease keywords, with the aim of improving the detection of health mentions on

social media. Additionally, I will describe a new health mention dataset generated

from a context that is very different from those of the traditional benchmarks used

in HMC domain.
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Chapter 7

Improving Health Mention

Classification Through

Emphasising Literal Meanings: A

Study Towards Diversity and

Generalisation for Public Health

Surveillance

Here, I examine data from Nairaland.com, an online forum widely used by Nigerians

to discuss a variety of topics, including healthcare. Using this data, I create a

health mention dataset to study the generalisability of health-related data from

other social media sources and locations, addressing RQ3. How can the gap in

health-related social media data between developed and developing countries can

be narrowed? This dataset is a key component of the overall goal in this thesis,

which is to analyse social media data for social good and extract actionable insights

that can lead to positive impacts on the health and well-being of individuals and

communities.
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Furthermore, I propose a multi-task framework to improve the detection of health

mentions by emphasising the literal meanings of disease words, contributing to

RQ3. How can health mentions be detected on social media to track health-related

conversations? The proposed framework and analysis of the data from Naira-

land.com will provide valuable insights into the generalisation of health-related

data from different sources and locations, and how this can be used to improve

public health surveillance in developing countries. The work in this chapter has

been been accepted for publication in The Web Conference 2023 [7].

7.1 Introduction

Chapters 5 and 6 have demonstrated the potential of harnessing social media data

for public health surveillance. However, the data used in these studies were primar-

ily from social media sites such as Twitter and Reddit, which are more popular in

developed countries. In this chapter, I expand on existing work on HMC by ex-

amining data from developing countries, which often bear a disproportionate bur-

den during public health emergencies. This study is aligned the thesis’s primary

objective of utilising social media analysis to address societal challenges. By in-

corporating data from areas that are frequently overlooked, this research enhances

the understanding of global health trends and contributes to the broader mission

of employing of inclusive and equitable well-being.

Public health emergencies have become a significant global concern, due to their

detrimental impact on economic growth, stability, and the overall quality of life of

the population. This threat to public health is especially pronounced in low and

middle-income countries where, for instance, half of human mortality in Africa is

attributed to infectious diseases[73]. These health crises exacerbate already high

unemployment rates, thereby adversely affecting economic productivity.

Mitigating the effects of public health emergencies necessitates the collection, ana-

lysis, and interpretation of health-related data for surveillance purposes [227].
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Given the widespread use of social media, these platforms provide a wealth of real-

time data at a low cost, making them suitable for digital public health surveillance

[273]. Users often discuss personal experiences concerning various health-related

topics, from prescription drugs to symptoms and disease experiences. Aggregated

and analysed, these data can provide population-level insights that can contribute

significantly towards achieving the third Sustainable Development Goal, ensuring

good health and well-being [16].

Previous works on harnessing social media data for public surveillance have covered

various applications, including detecting and monitoring outbreaks [275], adherence

to public health guidelines [148], and tracking health and well-being during global

pandemics [9]. Social media data offer a real-time source of information that can

serve as an early detection system for disease outbreaks, often revealing patterns

overlooked by traditional health surveillance techniques, such as the analysis of

hospital clinical records, laboratory reports, or surveys [136]. To utilise social

media data effectively for public health surveillance, identifying content related to

health reports, a task known as HMC, is critical [33].

However, most research on public health surveillance, including HMC, has primar-

ily focused on social media platforms prevalent in developed nations [6], leaving

other online data sources popular within underrepresented communities, particu-

larly in low- and middle-income countries, largely unexplored [197]. This oversight

potentially leads to data bias and undermines the goals of diversity and generalisa-

tion for public health surveillance. In this chapter, I address this bias by focusing

on creating a dataset used predominantly by people from underrepresented com-

munities, thus addressing the gap in the availability and quality of health-related

data between developed and developing countries.

The dataset is constructed from Nairaland, a dedicated online forum for Nigerians,

and covers health conditions such as HIV/AIDS, malaria, stroke and tuberculosis,

which account for 27% of the disease burden from communicable diseases in Nigeria

[250]. This dataset, referred to as Nairaland Health Mention Dataset (NHMD),
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aims to provide better diversity coverage of vulnerable populations and generalisa-

tion for HMC tasks in a global public health surveillance setting.

The approaches used for health mention classification range from simple techniques

like WESPAD - Word Embedding Space Partitioning and Distortion [118] - to deep

learning approaches such as Long Short-Term Memory Networks (LSTM) [108]

and bidirectional LSTM [33, 172]. More recently, pre-trained contextual language

models such as BERT [61] and ELMo [192] have been employed for health mention

detection.

In this chapter, I propose to explore the detection of literal use of disease words as an

auxiliary task in a multi-task setting to improve HMC primary task performance.

Previous literature has demonstrated that combining linguistic phenomena such

as figurative or literal usage of a disease word can enhance the performance on

HMC tasks [105, 172]. However, these approaches mostly focus on extracting these

linguistic phenomena as features and using them in combination with task-specific

features, or the tasks have been trained independently. In contrast, my approach

involves jointly learning the literal usage of a disease word. This literal usage

detection task predicts whether a disease word in a given post is used literally or

not, following the method presented in [153].

7.2 Nairaland Health Mention Dataset

In this section, I present the health mention dataset from the largest Nigerian

online community, Nairaland: NHMD. I detail the data collection and filtering,

annotation procedures, and present an analysis of the dataset.

7.2.1 Data Collection and Filtering

There are no publicly accessible health mention datasets for underserved popula-

tions at the moment. Thus, developing such a dataset is crucial for the equality
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and diversity of the health mention research community. I selected Nairaland, since

it is the most popular online community used by Nigerians [21]. The web forum is

the most visited indigenous site in Nigeria and the ninth most visited site in the

country∗. A detailed description about Nairaland and the data collection process

has been provided in section 3.2.3.

I selected forums where health-related topics are likely to be discussed, i.e. Health

and Politics forums. I retrieved all the posts in these forums from March 2005,

when Nairaland was created, until April 2022. In total, I collected 20,995,525

posts from both forums.

The posts were filtered to include only relevant disease keywords such as HIV,

AIDS, tuberculosis, malaria, and stroke.. I apply length filtering to only include

posts between 3 to 120 tokens long (length matching with existing HMC data-

sets). I further sample randomly from the remaining posts for annotation, while

maintaining the distribution across diseases. This resulted in 7,763 posts - an

acceptable number, slightly more than the datasets introduced by Karisani and

Agichtein [118].

To preserve users’ privacy, all usernames or references to names were replaced with

the <USER> token. I also removed any website links, emails or phone numbers

from all posts.

7.2.2 Data Annotation

I hired two annotators to label the dataset. The annotators are Nigerian under-

graduate students fluent in English and their local language, with one studying

a health-related course. They also are proficient in Nigerian Pidgin, an English-

based creole language spoken across Nigeria (see section 7.2.3). Additionally, these

annotators are well-versed in Nigerian culture and humour, which is vital for un-

derstanding contexts.
∗https://techcabal.com/2021/10/11/the-next-wave-wrestling-us-cyber-dominance/
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Table 7.1: Example of annotations and corresponding label descriptions

Sample post Disease Label Description
i am HIV + and to tell u there’s no need to
commit suicide or what have u.all u have to
do is get committed to taking your drugs reli-
giously ,eat well and stay healthy.

HIV/AIDS Health men-
tion

The post contains a health men-
tion using a disease term. The
author of the post or someone
has a certain disease, or has cor-
responding symptoms

If you are that knowledgeable about Tubercu-
losis..You should know that being infected with
the bacteria is not the same thing as being a
Tuberculosis patient.

TuberculosisOther men-
tion

The post contains the disease
term but does not mention a spe-
cific person health. Discuss dis-
ease or symptom or discuss pre-
vention of disease or symptoms
in general.

OP’s English fit give pesin Malaria sef. Malaria Non health
mention

The post contains the disease
terms used metaphorically, de-
parting from the literal meaning,
not aligning with commonsense,
mock usage, or sarcastic expres-
sion

I adopt the annotation guidelines in [33] and define 3 classes: health mention, other

mention and non health mention. See Table 7.1 for examples in each class along

with their respective annotation descriptions. Each post can only be annotated

with a single label based on annotation agreements. I asked the authors to skip

any instance they were unsure about. The dataset is annotated in two steps: the

preparation step and the production step. In the preparation step, 100 posts were

annotated to establish guidelines for quality control and training. The annotators

were then instructed to annotate the same batch of 100 posts. Both achieved at

least 70% agreement with the annotations from the preparation batch. For the

30% dataset with non-agreement reached, I manually went through the examples

with the annotations and discussed the mislabelled instances to ensure they under-

stood the label categories fully. I emphasised the significance of basing assessments

solely on the details expressly contained in a given post and avoiding any further

assumptions. In the production step, I sent the whole dataset to the annotators

with the first annotated examples.

I consider only posts that both annotators have labelled. For instances where both

annotators disagreed, I first consider the level of disagreement between annotat-

ors. For example, suppose one of the annotators selects non health mention, and

the other annotator selects health mention. In that case, I assume this instance is
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Table 7.2: Inter-Annotator Agreement across diseases

Disease Kappa (κ)
HIV/AIDS 0.6033

Malaria 0.6517
Stroke 0.7806

Tuberculosis 0.6866

difficult, and I discard the post. For cases with a smaller annotation difference, I

forward these to a third annotator (a Nigerian with a Bachelor’s degree qualific-

ation) to label and determine the final label, based on the majority vote. In the

event there is no majority, I remove the post.

I measure the inter-annotator agreement using Cohen’s kappa [51]. The average

Cohen’s kappa across the entire dataset is κ = 0.67. According to [133], the score

indicates a strong agreement between the annotators. We also calculate the Kappa

score (κ) per disease, to verify the agreement across the diseases (see Table 7.2).

As can be seen, the agreement is consistent across diseases, with stroke-related

posts having the highest agreement. This suggests that no disease-specific posts

are more difficult to annotate than others.

7.2.3 Dataset Analysis

In this section, I conduct an extensive analysis of the proposed dataset on the

following aspects: data statistics and language distribution.

Dataset Statistics

Table 7.3 shows the statistics of the dataset. I observe that the majority of the

posts (64%) are labelled as other mention. This is the overall trend across diseases,

except for stroke, where posts labelled as non health mention are the majority. The

label distribution is similar to a popular public HMC dataset created by Briddle

et al. [33].
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Table 7.3: Dataset Statistics

Disease Health mention Other mention Non health mention Total
HIV/AIDS 221 2,855 1,061 4,137

Malaria 820 1,742 298 2,860
Stroke 90 288 295 673

Tuberculosis 17 54 17 93

Total 1,148 4,939 1,676 7,763

In terms of coverage of diseases, posts related to HIV/AIDS and Malaria are the

majority, with 54% (4137/7763) and 37% (2860/7763) of the posts, respectively.

Tuberculosis-related posts are the least represented, at only 1% (93/7763). Posts

related to stroke account for 8% (673/7763) of the posts. The uneven distribution

of posts across the diseases shows the focus of the discussion on Nairaland on

HIV/AIDS over other diseases considered in this research.

Language Distribution

Nigeria is a multilingual society, and English is the common language adopted as

the official language to enhance communication. However, the contact of indigenous

languages with the English language has led to the development of Nigerian Pidgin

[239]. Nigerian Pidgin is spoken widely across Nigeria, and it has been suggested

that it makes communication easier on the Nairaland forum [242]. To determine the

proportion of the datasets that contain Nigerian Pidgin, I use Franc∗, a Language

Identification Tool trained on 403 languages, including Nigerian Pidgin. Franc

has shown superior performance on the Nigerian Pidgin dataset [5]. Of the 7,763

posts, 1,527 (20%) are in Nigerian Pidgin, while 6,233 posts (80%) are in English†.

Although Franc can detect other major Nigerian languages, I observe that none of

the posts was identified as any of the widely spoken languages: Hausa, Yoruba or

Igbo. I suspect this is because the forums are meant for a general audience, and

the posters use languages that are widely understood in Nigeria, such as English

and Pidgin English.
∗https://github.com/wooorm/franc
†The tool could not determine the language of 3 posts.
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Table 7.4: Train, validation and test splits per class

Label Train Validation Test
Health mention 923 112 113
Other mention 3,950 491 496

Non health mention 1,335 173 168

Dataset Split

I randomly split the dataset into training (80%), validation (10%) and test (10%)

sets to promote reproducibility and facilitate comparisons between existing HMC

models. The training set was used to train the proposed model, while the validation

set was used to choose hyperparameters, and the test set was used to evaluate the

performance of the models. I make the dataset split publicly available ∗ and the

breakdown of the splits is provided in Table 7.4.

7.3 Experiments

In this section, I detailed the experiments, including baseline models, proposed

methods, evaluation metrics, hyperparameter search, results and discussions.

7.3.1 Baseline Models

Several machine learning models have been applied to the task of HMC [118, 105],

and current state-of-the-art models for HMC tasks are based on Pre-trained Lan-

guage Model (PLM) [122, 173]. I consider the following PLMs as our baseline

models: BERT, ROBERTa and ALBERT.

• Bag of words: I experiment with traditional Bag of words (BOW) and

used Support Vector Machine (SVM) as a classifier [109]. This non-neural

baseline model will be compared with more advanced models to illustrate the

effectiveness of the applied techniques in the context of the HMC task.
∗Data available at https://github.com/tahirlanre/nairaland_hmc
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• BERT: Bidirectional Encoder Representations from Transformers [61] is a

language model pre-trained on unlabelled English texts Transformers [247].

The pre-training objective of BERT focuses on learning contextualised rep-

resentations of words that can be useful for downstream applications. BERT

has achieved exceptional performance across many natural language under-

standing tasks [61, 9].

• RoBERTa: Robustly optimised BERT approach (RoBERTa) [147] is a des-

cendent of BERT introduced with modified pre-training objectives to create

a more robust model. RoBERTa outperformed BERT on several NLP bench-

mark tasks [147].

• ALBERT: A Lite BERT (ALBERT) [132] was proposed to reduce the size

of parameters and lower memory consumption. ALBERT has 12 million

parameters compared to BERT, which has 110 million parameters. This is

well-suited for low-resource settings where computing memory is limited.

Given the relatively small proportion of posts in Nigerian Pidgin (20% of the total),

I only considered English-based pre-trained language models. Research has demon-

strated that English fine-tuned language models tend to outperform those fine-

tuned on other Nigerian languages for downstream tasks in Nigerian Pidgin due

to the inherent lexical and structural resemblances between Nigerian Pidgin and

English [126, 137].

7.3.2 Datasets

I use the three publicly available HMC datasets for our experiments:

• PHM2017: this dataset is a collection of English tweets related to Alzheimer’s

disease, heart attack, Parkinson’s disease, cancer, depression, and stroke

[118]. The dataset contains 4,987 instances labelled with either personal

health mention, awareness, other mention and non health mention.
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• HMC2019: This dataset is an extension of the PHM2017 dataset. The

creators [33] of the dataset added tweets related to four additional health

condition: cough, fever, headache and migraine. The dataset contains 14,051

posts labelled as health mention, other mention and figurative mention.

• RHMD: Unlike the other datasets, this dataset is a Reddit-based data that

covers 15 disease or symptom terms [172]. Generally, the posts in this dataset

are longer than the Twitter-based datsets. The dataset consists of 10,015

posts annotated as either figurative mention, non-pesornal health mention or

health mention.

• NHMD: The proposed dataset in this paper with a detailed description in

section 7.2.

7.3.3 Label Mapping

There are slight differences in the labels used for these datasets. Thus, I map

the original labels to three classes: health mention, other mention and non health

mention to create a uniform label distribution using the annotation descriptions

provided in each dataset.

7.3.4 Compared Method: Fine-Tuning PLMs

Before introducing the novel multi-task learning approach, I start with the standard

fine-tuning approach with acPLM, shown as the single-task learning method in

Figure 7.1. In this section, I describe the fine-tuning method, using BERT as

an example; all other models presented in section 7.3.1 can be interchangeably

adopted. From this point, I represent data in its vectorised form and ignore the

number suffix, for clarity.

For the fine-tuning approach, given data (x, y), I first pass x through the PLM,

here, a BERT model, and retrieve its contextual representation h:
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Table 7.5: Main Results Between Baselines and the Proposed Framework. P -
Precision, R - Recall and F1 - Macro F1

NHMD PHM2017 HMC2019 RHMD

Model P R F1 P R F1 P R F1 P R F1

Single-task Learning Models (baseline)

BOW - SVM 75.58 61.34 65.25 75.13 65.41 68.65 78.92 75.67 76.71 70.67 70.52 70.16
BERT 80.56 76.29 78.08 86.51 84.12 85.23 89.47 88.91 89.12 80.47 80.31 80.32
RoBERTa 82.94 80.55 81.25 83.00 86.02 84.33 90.00 89.35 89.58 81.27 80.84 80.87
ALBERT 81.7 78.44 79.86 84.41 84.24 84.29 88.26 87.49 87.84 78.32 78.38 78.23

Multi-task Learning Models (proposed)

BERT-MTL 81.75 ↑ 78.62 ↑ 79.98 ↑ 86.53 ↑ 84.19 ↑ 85.28 ↑ 89.65 ↑ 89.17 ↑ 89.35 ↑ 80.69 ↑ 80.34 ↑ 80.43 ↑
RoBERTa-MTL 83.08 ↑ 81.08 ↑ 81.91 ↑ 85.14 ↑ 86.51 ↑ 85.77 ↑ 90.46 ↑ 89.95 ↑ 90.16 ↑ 81.60 ↑ 81.10 ↑ 81.18 ↑
ALBERT-MTL 82.04 ↑ 79.65 ↑ 80.74 ↑ 85.67 ↑ 84.83 ↑ 85.16 ↑ 88.65 ↑ 87.77 ↑ 88.18 ↑ 78.44 ↑ 78.50 ↑ 78.39 ↑

h = BERT (x) (7.1)

Then I directly map the contextual representation h to its label y through an affine

transformation:

ŷ = Softmax(W1 ∗ h + b1) (7.2)

Finally, I calculate the cross-entropy loss between the prediction label ŷ and the

ground truth label y. I denoted this loss from fine-tuning the model as the HMC

loss:

Lft = LHMC (7.3)

Although the method of fine-tuning PLM is very intuitive and simple, it is the

state-of-the-art method for HMC tasks and is considered as a very strong baseline

method to compare with.

7.3.5 Proposed Method: Literal Emphasised Multi-task Learning

In this section, I present the proposed novel multi-task learning framework for

HMC task, as shown in Figure 7.1. I propose to explicitly model the literal usage

of a disease word in the text context as an auxiliary task.
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PLMs Fine-Tuned PLMs

Single-Task Learning (baseline)

PLMs Fine-Tuned PLMs

Multi-Task Learning (proposed)

Figure 7.1: Multitask learning framework to emphasise literal meanings as an auxil-
iary task (demonstrated as the red block) for personal health mention classification
tasks.

Pseudo-Literal Label Generation

Since the literal label is unknown, I create a pseudo literal label p (as demonstrated

with a dashed arrow in Figure 7.1) for a given text pair (x, y) from its existing

label y, based on the following rule: if a sentence is originally labelled as either

health-mention or other mention in y, then I assume the disease word is labelled

as literally in p. Otherwise, if the original label y is non health, I assume the use of

the disease word is labelled as non-literal in p. Assigning the pseudo-literal label

essentially uses the same amount of data in its original form, without introducing

any additional human labeling process.. With the pseudo-literal label induced, I

convert the original dataset from (x, y) to the following form (x, y, p).

Literal Emphasised Multi-task Learning

In this section, I describe the multi-task learning method, same as in section 7.3.4,

using BERT as an example; all other models presented in section 7.3.1 can be

interchangeably adopted.
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For the multi-task learning approach, given data (x, y, p), I first pass x through

the PLM - here a BERT model - and retrieve its contextual representation h:

h = BERT (x) (7.4)

For diseases or symptoms that are multi-word expressions such as heart attack, I

take the average contextual representation. Then I directly map the contextual

representation h to its label y through an affine transformation and to its pseudo

label p through a complex non-linear transformation:

ŷ = Softmax(W1 ∗ h + b1)

p̂ = σ(W 3(tanh(W 2 ∗ h + b2) + b3)
(7.5)

Finally, I calculate the cross-entropy loss between the prediction label ŷ and the

ground truth label y, I denoted this loss from multi-task learning model as the

HMC loss, , LHMC . I calculate the cross-entropy loss between the prediction label

p̂ and the ground truth label p, I denoted this loss from multi-task learning model

as the Literal loss, Lliteral:

Lmtl = LHMC + λ ∗ Lliteral (7.6)

Where λ is a tunable weight hyperparameter that controls the importance placed

on the auxiliary task.

7.3.6 Evaluation Metrics

I evaluated the performance of the models on the dataset using precision, recall

and F1-score following previous work on HMC [118, 33], and with all performance

reported on the test set. To account for variability, I perform five independent runs

using different seeds for each model and report the average results over five runs.
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7.3.7 Hyperparameter Selection

I select the best hyperparameters based on the average validation F1-score across

5 seeds. The range of hyperparameters is summarised as follows: batch size ε {16,

32}, learning rate ε {1e-5, 2e-5, 3e-5, 5e-5}, loss weight parameter λ ε [0.0, 1.0] for

multi-task experiments. The optimal value for λ was 0.8. All models were trained

for 5 epochs using the Adam optimiser. I use a dropout of 0.2 for all model.

7.3.8 Results and Discussion

Table 7.5 presents the results of the single-task and multi-task models. The table

shows precision, recall and F1 scores for the test set. In terms of the single-task

models, the Transformer based models performed substantially above the non-

neural SVM with BOW representations. RoBERTa is superior to the other PLMs

on all datasets except PHM2017 where BERT achieved the best performance. AL-

BERT (lite version of BERT), a smaller model, achieved significantly better results

than BERT on NHMD. This is a promising result, particularly in low-income

countries like Nigeria, with limited access to powerful computing resources.

In general, the multi-task models, where I jointly model the literal usage of disease

words with the HMC task, consistently outperform their corresponding single-task

models across all datasets in terms of precision, recall and F1 scores. The improve-

ments are generally statistically significant based on the Wilcoxon test (p < 0.01)

over five runs with random seeds. I speculate that this is because the model learns

to identify the context in which the disease word is used to determine whether a

text is a health mention. The RoBERTa-based multi-task model, RoBERTa-MTL

achieves the best performance across all datasets.

For the proposed method, the NHMD dataset had the highest gains, with the

improvement ranging from 0.7% - 1.9% on the F1 score. I suggest that the literal

meaning of the disease words, e.g. HIV/AIDs and malaria, used to collect NHMD

contains more information that is beneficial to the HMC task. I also note that
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these words are less likely to be used in figurative contexts when compared to

other disease or symptoms words, such as headache, and depression, used in the

other datasets. This phenomenon can be justified from an information theory

perspective: if one event is less likely to happen, it generates more information when

it happens. Hence, modelling the health mention dataset (NHMD) when the disease

keywords are less likely to be used in figurative contexts results in most information

gain and better improvements in performance. On the remaining datasets, the

performance improvements of the multi-task models over the single-task models

are also substantial. For instance, on the PHM2017 dataset, RoBERTa-MTL and

Albert-MTL improve on their corresponding single-task models by at least 0.9%

on the F1 score. Overall, the results demonstrate the feasibility and generalisation

of the proposed approach model if a disease word is used literally or not.

7.4 Further Analysis

7.4.1 Domain Shift and Generalisation

The domain of existing HMC datasets varies in terms of where they are extracted

from (e.g. Twitter and Reddit), the disease or health condition they focus on (e.g.

cancer, heart attack, HIV/AIDS) and their target population (e.g. mainly based on

text from developed countries). The distinction in the data domain imposes high

selection bias and potentially leads to domain shift. The domain shift in data harms

the generalisation of the models when tested on an out-of-distribution dataset in a

text classification setting [252]. For public health classification tasks, it is critical

for the systems to react to unseen diseases from other domains [134]. To address

this challenge, previous research has proposed to use domain adaptation to leverage

datasets from related domains [103]. Domain adaptation is particularly useful in

public health research, where the availability of labelled data is limited, as a result of

the cost or expert annotators and sudden-onset of a public health emergency, such

as the global COVID-19 pandemic. Nevertheless, the generalisation performance
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of models is expected to drop under domain shift due to underlying distributional

shifts [232]. Recent work by Harrigian et al. [92] showed that mental health models

generalise poorly across multiple social media platforms. To this end, I evaluate the

domain generalisation for current HMC datasets and discuss whether the created

dataset, NHMD alleviates this issue.

7.4.2 Analysis Setting

For the domain adaptation, I explore the following settings:

Single-Source (In-Domain) -> Single-Target (In-Domain)

In this setting, I perform the standard fine-tuning, as described in section 7.3.4,

using single-source data and report results based on its corresponding in-domain

single target dataset (i.e. I report results on the test split of PHM2017 when it

is trained on the training split of PHM2017). The results for this experiment are

denoted as ’S(I) -> S(I)’ in Table 7.6.

Multiple-Source (In-Domain) - Single-Target (In-Domain):

In this setting, I again perform the fine-tuning, as described in section 7.3.4, using

multiple-source data and report results for each individual target dataset (i.e. I

report results on the test split of PHM2017 when it is trained on a combination of

training split of PHM2017, HMC2019, RHMD and NHMD). The results for this

experiment are denoted as ’MI) -> S(I)’ in Table 7.6.

Single-Source (In-Domain) - Single-Target (Out-Domain):

In this setting, I perform out-of-domain experiments by training a model on a single

HMC dataset (source), e.g. PHM2017 and test on another HMC dataset (target),

e.g. NHMD. For this experiment, the aim is to understand and quantify the effect
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Table 7.6: Macro F1 score for the domain adaptation experiments.

PHM2017 HMC2019 RHMD NHMD
In Domain Generalisation

S(I) -> S(I) 85.28 90.69 80.87 81.25

M(I) -> S(I) 84.79 ↓ 89.66 ↓ 84.13 ↑ 79.05 ↓

Out Domain Generalisation

S(I) -> S(O)

PHM2017 - 76.42 80.31 67.51
HMC2019 80.77 - 68.66 58.93
RHMD 74.04 80.59 - 58.34
NHMD 76.32 72.00 67.33 -

Average 77.04 76.34 72.10 61.59

M(I) -> S(O) 79.8 ↑ 77.98 ↑ 69.92 ↓ 63.2 ↑

of out-domain generalisation on HMC tasks with unseen examples. The results for

this experiment are denoted as ’S(In) ->S(O)’ in Table 7.6.

Multiple Source (In Domain) - Single Target (Out Domain):

In this setting, I perform another set of out-of-domain experiments by training

a model on a single HMC dataset (source), e.g. PHM2017 and test on another

HMC dataset (target), e.g. NHMD. For this experiment, the aim is to understand

and quantify the effect of out-domain generalisation on HMC tasks with unseen

examples. The results for this experiment are denoted as ’S(In) ->S(O)’ in Table

7.6.

7.4.3 Analysis Results and Discussion

Table 7.6 shows the results of the domain adaptation experiments using the RoBERTa

model, which is the overall best performing architecture based on the results presen-

ted in Table 7.5. I report the average F1 score from five independent runs using

different seeds.
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In the first part of the table, I examined the in-domain generalisation of the data-

sets: from Single-Source (In-Domain) -> Single-Target (In-Domain) and Multiple-

Source (In-Domain) -> Single-Target (In-Domain) experiment, in most cases, the

in-domain generalisation performance drops statistically significantly (p < 0.01

based on the Wilcoxon test), with the exception of the RHMD dataset.

In the second part of the table, I examine the out-domain generalisation of the data-

sets: for Single-Source (In-Domain) -> Single-Target (Out-Domain); I present res-

ults with source dataset used on the left column with respect to its out-domain test

datasets. Additionally, I report the mean average of the out-domain performance

as an indication on the average generalisation performance. For Multiple-Source

(In-Domain) -> Single-Target (Out-Domain), I combine all the datasets as training

and test their out-domain performance on each single target dataset. The results

suggest that, in most cases, the out-domain generalisation performance improves

statistically significantly (p < 0.01 based on the Wilcoxon test) with the exception

of the RHMD dataset. I also observe that models trained with Twitter-based data-

sets (PHM2017 & HMC2019) transfer to the Reddit-based dataset (RHMD) better

than models trained on the proposed dataset (NHMD) in the Single-Source (In-

Domain) -> Single-Target (Out-Domain) setting. The negative transfer to NHMD

from other datasets is notably higher, with a 14 - 23% decrease in the F1 score.

The results are similar in the reverse direction, except for PHM2017, where the

transfer from NHMD performs better than RHMD. These results demonstrate the

importance of our dataset, which aims to mitigate the data selection bias in HMC

tasks.

In summary, I can confidently claim that the proposed dataset, NHMD, imposes

a better diversity coverage of vulnerable populations and generalisation for HMC

tasks in a global public health surveillance setting.
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Table 7.7: LIWC feature correlations across classes for all datasets, sorted by
Pearson correlation (r).

PHM2017 HMC2019
Health mention Other mention Non health mention Health mention Other mention Non health mention

LIWC category r LIWC category r LIWC category r LIWC category r LIWC category r LIWC category r
health 0.092 pronoun 0.426 health 0.247 Clout 0.218 pronoun 0.389 prep 0.180
Lifestyle 0.072 det 0.299 emo_neg 0.153 Culture 0.092 verb 0.333 adj 0.101
Clout 0.051 focuspast 0.292 Clout 0.143 Lifestyle 0.092 auxverb 0.282 Clout 0.100
sexual 0.050 verb 0.261 prep 0.135 curiosity 0.063 Authentic 0.278 Drives 0.084
curiosity 0.042 Authentic 0.213 tone_neg 0.134 attention 0.058 det 0.263 tone_pos 0.077
Culture 0.037 adverb 0.193 curiosity 0.113 sexual 0.051 focuspast 0.205 curiosity 0.074
attention 0.034 auxverb 0.192 Drives 0.098 socrefs 0.038 adverb 0.188 death 0.061
prep 0.017 socrefs 0.138 cogproc 0.067 socbehav 0.03 focuspresent 0.176 Lifestyle 0.051
tone_pos 0.016 swear 0.117 socbehav 0.056 health 0.026 acquire 0.124 time 0.049
want 0.010 conj 0.116 death 0.054 tone_pos 0.015 negate 0.120 tone_neg 0.047
adj 0.009 focuspresent 0.110 attention 0.034 cogproc 0.008 swear 0.108 feeling 0.046

RHMD NHMD
Health mention Other mention Non health mention Health mention Other mention Non health mention

LIWC category r LIWC category r LIWC category r LIWC category r LIWC category r LIWC category r
Clout 0.287 pronoun 0.306 Authentic 0.144 sexual 0.190 pronoun 0.151 auxverb 0.162
health 0.192 verb 0.205 negate 0.120 Clout 0.148 focuspast 0.119 cogproc 0.116
Culture 0.079 auxverb 0.159 conj 0.108 Culture 0.081 time 0.091 focuspast 0.110
Lifestyle 0.064 Authentic 0.149 adj 0.099 cogproc 0.049 feeling 0.082 focuspresent 0.110
socrefs 0.055 focuspresent 0.134 prep 0.097 det 0.046 socbehav 0.081 verb 0.101
curiosity 0.043 focuspast 0.131 tone_pos 0.091 prep 0.044 swear 0.071 prep 0.098
sexual 0.042 det 0.13 cogproc 0.085 health 0.043 socrefs 0.067 health 0.096
attention 0.028 adverb 0.119 curiosity 0.066 swear 0.039 tone_pos 0.066 conj 0.071
prep 0.019 conj 0.085 feeling 0.065 negate 0.038 acquire 0.063 quantity 0.070
death 0.004 feeling 0.065 Drives 0.063 socrefs 0.038 Drives 0.063 adj 0.064
socbehav 0.004 socrefs 0.063 lack 0.059 death 0.034 Authentic 0.062 Authentic 0.060

7.4.4 Linguistic Analysis

Understanding the underlying language variations can highlight the differences

between the datasets. Thus, I conducted a further analysis, by comparing the

topic distribution of the collected posts in the proposed datasets, NHMD, with

three other popular public HMC datasets (PHM2017, HMC2019 and RHMD),

based on the LIWC package [191]∗. I report the Pearson correlation of the top 10

topics for each label in Table 7.7. A LIWC feature value measures the proportion

of words used across posts in a specific label matching a given LIWC dimension.

The version of LIWC (LIWC-22) I used covers over 100 language dimensions. All

correlations associated with datasets labelled as other-mention or non-health were

found to be statiscally significant (p − value < 0.05). In addition, the top 5 top-

ics within datasets labelled as health-mention also showed statistical significance

(p − value < 0.05).

I note some similarities in the topics prevalent across all the HMC datasets. For

example, Health, e.g. illness related topics are present in health mention posts for

all datasets. This is unsurprising, as I expect the latter to cover health discussions.
∗https://www.liwc.app/
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Word use related to other physical and health dimensions, e.g. sexual, are also

prevalent, but they associate more with health mention posts in NHMD. However,

I also note some differences between the proposed dataset, NHMD, and the remain-

ing datasets. For instance, topics related to Lifestyle (e.g. home, work, money),

Perception (e.g. attention) and Motives (e.g. curiosity) are present in PHM2017,

HMC2019 and RHMD. However, in NHMD, I note more use of words related to

Negations, e.g. not, nothing, Determiners (i.e. det), e.g. articles and numbers and

association with Quantities (e.g. all, one, more).

7.5 Discussion

In this Chapter, I have constructed and released NHMD: a new benchmark data-

set for underrepresented communities, extracted based on four prevalent diseases

(HIV/AIDS, Malaria, Stroke and Tuberculosis) in Nigeria. The novel manually

annotated dataset was collected from a dedicated web forum for Nigerians, effect-

ively addressing RQ4. Extensive analysis on its transferability and generalisation

capacity suggests that the dataset contributes to the domain generalisation of the

HMC task.

Furthermore, I propose a novel multi-task learning approach combining HMC with

literal keyword use identification. Thus, addressing RQ3. The experimental res-

ults demonstrate that the approach outperforms the state-of-the-art baseline ap-

proaches. Implications include the potential to improve HMC with literal identi-

fication as an auxiliary task; and also highlight the importance of introducing and

using a dataset from the wider community, especially underrepresented groups, to

ensure fairness, robustness and generalisation for public health surveillance.

Future work can consider the concatenation of normalised counts of linguistic fea-

tures from LIWC to the BERT representations. This could further enrich the

information harnessed from the data and enhance the performance of the model.

Moreover, techniques such as data augmentation [72] or data resampling [257],
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7.5. Discussion

which can address the high-class imbalance observed in the data, may also be

explored to enhance model robustness.

To aid reproducibility of the work in this Chapter, I release the data and the

implementation of the proposed models here - https://github.com/tahirlanre/

nairaland_hmc.

In the next Chapter, I will explore the impact of public health crises such as the

COVID-19 pandemic on religious and spiritual activities in the UK.
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Chapter 8

Religion and Spirituality on social

media in the Aftermath of the

Global Pandemic

In Chapter 5, I have examined the emotional toll of the COVID-19 pandemic on

people’s health and wellbeing. The pandemic has also caused an unprecedented

shift in the way we live, work, and interact with one another. From the closure

of places of worship to the increase in online religious and spiritual practices, the

COVID-19 pandemic has affected every aspect of our lives.

In this chapter, I examine the impact of the pandemic on religious and spiritual

practices in the UK, effectively addressing RQ5. How has the COVID-19 pandemic

impacted religious and spiritual practices in the UK, as reflected on social media?

Using state-of-the-art NLP techniques, this chapter explores how the pandemic has

affected these practices, which are considered social determinants of health.

8.1 Introduction

Religion is considered a social determinant of health [100]. While poorly under-

stood, it is suggested that religion can affect health at the individual level through
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health practices and social ties, as well as providing systems of meaning and feel-

ings of strength to cope with stress and adversity [23, 207]. There is evidence to

suggest a positive association between religious belief and happiness [104]. Religion

is also recognised as an aspect of cultural competence in healthcare and can provide

health guidance and social support [17, 31].

Moreover, research has found that religious beliefs and practices, specifically re-

ligious service attendance, can promote better physical and mental health and

lower mortality rates, including lower rates of depression, myocardial infarction,

and cardiovascular death [124, 224]. Religious coping mechanisms, such as a sense

of control and relaxation, may also contribute to better health outcomes [262].

Additionally, religious involvement through social connections, specifically service

attendance, can provide avenues of development and support, promoting better

health and wellbeing [47].

Before discussing the research findings, it is essential to provide definitions of the

terms religiosity and spirituality used in this chapter. Religiosity refers to an in-

dividual’s devotion to religion, characterised by a belief in God and commitment

to follow established principles [3, 200, 174]. Spirituality, on the other hand, is

defined by the the World Psychiatric Association as an awareness of something

beyond ordinary observation and perception [245].

This Chapter focuses on tracking and quantifying the shift of religious and spiritual

practices from offline to online mode by leveraging social media data. By doing this,

it echoes the broader themes of this thesis, which emphasises leveraging social media

data for social good, especially in healthcare contexts. This alignment illustrates

the multifaceted applications of social media analysis, showcasing its potential to

provide valuable insights across a diverse spectrum of human activities and societal

needs. Specifically, I investigate six religion-related activities: choir, corporate

worship, meditation prayer, reflecting on nature and yoga. These activities are

widely recognised as significant by experts in Theology in the UK. Due to the

lockdowns, large-scale ethnographic methodologies such as in-person interviews
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and focus groups were not feasible. Additionally, since the study examines the

move of religious activity online, Twitter, a major social media platform, is chosen

as the primary data source. Social media analysis provides a valuable resource for

studying engagement with religion-related activities at the population level. With

the application of machine learning models, language expressed on social media can

be used to carry out sociolinguistic analysis such as analysing polarisation between

atheists and theists [12]. Twitter also allow users to share geographical information

in a tweet, which is useful in this case to collect tweets posted by users in the UK.

8.2 Materials and methods

8.2.1 Data collection and preprocessing

Twitter

I gathered English tweets that were geo-located in the UK between July and

September of 2020. This time period is particularly significant since it corresponds

to the early days of the pandemic, after the implementation of various regulations,

but before the availability of vaccines. In addition, I also collected tweets from the

pre-pandemic period during the same months of the year (July-September 2019).

The Twitter API for Academic Research ∗ was used to collect the tweets, provid-

ing access to the entire archive of tweets published on Twitter. The total number

of collected tweets was 20, 927, 967. The breakdown of tweets for each period is

provided in Table 8.1.

Reddit

Given the challenge of collecting appropriate tweets related to religious or spir-

itual activities, I turned to Reddit to extract relevant tweets. Reddit is a popular
∗https://developer.twitter.com/en/use-cases/do-research/academic-research
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Table 8.1: Statistics about the UK tweets.

Year
Month 2019 2020
July 4,078,800 3,834,890
August 4,053,235 3,659,652
September 4,029,085 3,658,281
Total 12,161,120 11,152,823

social media platform with a wide range of discussion-based communities known

as subreddits. These communities are focused on specific topics such as sports,

mental health, and many others. Discussions in a subreddit typically start with

a post made by a user, followed by comments from other users. As of January

2021, Reddit has over 50 million daily active users and more than 100,000 active

communities, primarily in the UK, US, and Canada∗. To select the appropriate

subreddit, I look for the one that contains the most posts related to the specific re-

ligious activity. Although many subreddits focus on the topics of interest, I choose

the one with the largest number of posts for the religious-related activities I am

interested in.

I collected all submissions from the start of 2011 through the end of 2020 for the

subreddits of interest. This approach allowed me to obtain pre-pandemic as well as

pandemic-related information from July to September 2020. To extract the posts,

I used the Pushshift API † to access the Pushshift Reddit dataset published by

[27].

8.2.2 Extracting tweets related to religious and spiritual

activities

To infer the labels of posts based on their subreddit communities, I first identify

those that have a clear relationship to religious or spiritual activity. For instance,

I assign a label to a post based on its appearance in a relevant subreddit, such as
∗https://www.redditinc.com/press
†https://github.com/pushshift/api
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Table 8.2: Top 3 tweets based on cosine similarity to respective subreddits.

Subreddit Tweet cos score
r/Meditation do you want to meditate better? :) if so, then

these carefully selected meditation quotes from 〈user〉
should help. and be sure to read the intro story...
it’s both insightful and entertaining! #spirituality
#mindfulness #meditation.

0.8668

〈user〉 .... daily meditation is a life changer. been
meditating for over 2 years now and there is so many
benefits. if you want to have a quick read about my
thoughts on this... (4/5 minute read)

0.8332

This a good read. acknowledgement that sometimes
it is hardest to meditate when you would most benefit
from it because there are times your mind just won’t
settle in to it! #mindfulness #meditate #thursday-
thoughts

0.8243

r/PrayerRequests can we pray for you? just a reminder that prayer is the
driving force behind everything that we do!we would
love the chance to pray for you, so please feel free to
message your prayer requests via direct message and
as a church we will stand with you in prayer!

0.8056

〈user〉 i’ll pray for you sis if you need prayer 24/7 then
it doesn’t matter! you ask away sister

0.7997

please could you pray for me as i’m going through
some persecution at home. i’m the only christian in
my family

0.7951

r/yoga fully endorse this. been doing yoga on and off for 35
years, daily (injury permitting) with 〈user〉 for about
8

0.8461

anyone for yoga? 0.8358

after years of searching i think i’ve finally found the
right yoga for me

0.8217
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r/yoga∗. I limited my post collection to only those subreddits that satisfied two

main criteria:

• They are focused on a specific religious activity, such as r/Meditation (re-

ligious meditation). This first criterion establishes a clear link between the

subreddit and the religious activity, enabling us to implicitly annotate the

Reddit posts according to the subreddits in which they appeared.

• They appear to be the largest, most general subreddits dedicated to that

religious activity. This second criterion allows us to focus on the general

concepts related to a religious activity.

By applying these criteria, I extracted posts from r/Meditation, r/PrayerRequests

and r/yoga to represent meditation, prayer and yoga activities respectively. Finding

appropriate subreddits for the remaining activities that matched the criteria proved

challenging due to the nature of those activities.

To extract relevant text from a large-scale unsupervised corpus, I used an approach

that was previously used in research [63]. This method involves extracting activity-

related tweets from the unlabelled tweets corpus by embedding all tweets and posts

from the relevant subreddit (e.g., r/Meditation) in a shared vector space. The

embedding process involves using a robust sentence encoder to convert each tweet

into a sentence embedding. I used MPNet [228], a pre-trained sentence embedding

model that is designed to produce similar representations for sentences with similar

meanings. To extract tweets related to each activity, I constructed embeddings that

represent each activity using the same MPNet model. I then used these embeddings

as queries to extract the most similar tweets based on cosine similarity. To create

the query embeddings, I calculated the average sentence embeddings of all posts

in the subreddit related to an activity. Since there may be underlying distribution

shifts from Reddit to Twitter [202], I selected the top 100 tweets for each activity
∗https://www.reddit.com/r/yoga/
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8.2.3. Measuring change in religious and spiritual activities

initially to test the relevance of the results. This step is essential to ensure that

the retrieved tweets are relevant to an activity.

Examples of the top 3 tweets for each subreddit are shown in Table 8.2. I then use

these tweets to query the unlabelled corpus to retrieve more relevant tweets. I use

a threshold based on the cosine similarity score to extract the most similar tweets.

The threshold (meditation = 0.61, prayer = 0.61, yoga = 0.55) set for each activity

was determined after a manual inspection of the results.The threshold selected

are subjective and they are based on how relevant the tweets were considered to

be (by myself) for the respective activities. Yoga is considered here, arguably,

less important for religious activities, when compared to meditation and prayer.

Examples of tweets reflecting the specific activities are shown in Table 8.3. In

future work, by adopting zero-shot or few-shot learning strategies, larger models

might prove beneficial for detecting relevant tweets.

8.2.3 Measuring change in religious and spiritual activities

This study uses language models to explore how language expressions related to

religious or spiritual activities have changed during different periods, specifically

before and during the COVID-19 pandemic. By training language models on tweets

from specific periods, I can measure changes in the language use patterns in Twitter

conversations and gain insights into changes in religious and spiritual activities.

The language models trained on each period can be considered as representations

of their corresponding conversations, providing a way to understand the evolution

of these activities over time.

To train the language models, I follow the details of GPT-2 [205]. The training

objective of GPT-2 is to predict the next word, given all of the previous words

within a given text (see Section 3.3.2 for more details). The language models are

trained with all the collected tweets from each month.

I estimate shifts in people’s religious activities by comparing the likelihood of
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Table 8.3: Example of tweets filtered based on cosine similarity to the top-k tweets.
Arrows indicate whether cos score is higher (up) or lower (down) than the threshold.

Activity Tweet cos score
Meditation 〈user〉 dear doc .. i am huge fan of your pod-

cast , specially mindfulness. i have a question.
being indian, yoga/pranayam is an integral part
if my life. however when i do meditation i have
observed that i feel angrey and irritated whole
day. this puts me off

0.7725 ↑

find a quiet spot either in your garden, bal-
cony, local green space or even by a window and
join our meditation in nature session via zoom
on tuesday 11 august, 9 - 9:45am for more in-
formation and to register, please email 〈user〉
#natureconnection 〈url〉

0.6585 ↑

〈user〉 what in the heck is going on with his
sword

-0.0684 ↓

Prayer 〈user〉 〈user〉 wishing you strength to carry on! 0.7005 ↑

〈user〉 〈user〉 may Allah bless you with good
health and happiness.〈user〉

0.6134 ↑

〈user〉 no!! because apparently christmas is on
hold!!! how rude! xx

0.1391 ↓

Yoga both classes are on as usual on bank holi-
day monday! have a brilliant long weekend
and see you on the mat on monday! #yoga
#mensnakedyogalondon #naturist 〈url〉

0.5845 ↑

definitely need to do some yoga tomorrow to
ease my back and neck pain

0.7539 ↑

congratulations to everyone receiving their a
level results today! there’s lots of useful advice
here: 〈url〉 〈url〉

0.1056 ↓
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phrases indicating performing a religious activity between language models trained

on tweets from the pre-COVID-19 period and those trained on tweets during

COVID-19. To evaluate the language models, I curate a set of phrases that re-

flect people performing a specific religious activity. The phrases are based on

questionnaires developed by experts in Theology ∗ to explore the spiritual life and

religious activity of the UK. For example, the phrase "I am doing yoga" corresponds

to the yoga question item from the questionnaire. I distinguish between perform-

ing an activity offline and online by appending "online" or "via [Zoom/Microsoft

Teams/Google Meet] to the original phrase. For example, "I am doing yoga via

Zoom" will represent performing yoga online.

Given the diverse nature of natural language use on social media platforms like

Twitter, it is crucial to account for the many ways users may express identical

sentiments, or describe similar activities. Therefore, recognising paraphrases is

integral to this analysis, ensuring a comprehensive and precise representation of

religious or spiritual activities. By employing a paraphrase generation model, this

methodology retrieves paraphrases for each activity phrase, significantly expanding

the range of detectable expressions. For example, ’I am reflecting on nature’ can be

rephrased as ’I reflect on nature’. Thus, by incorporating paraphrases, this analysis

provides a more robust and inclusive methodology for estimating shifts in religious

activities. The complete list of phrases are provided in the appendix A.

I adapt the approach described in [25] to measure the difference in religion-related

engagement between two corresponding months in different years (i.e. July 2019 vs

July 2020, August 2019 vs August 2020 and September 2019 vs September 2020).

I measure how likely a language model generate a phrase using token perplexity.

Token perplexity is the inverse log joint probability of the test set, normalised by

the number of word tokens in the test set, as assigned by the language model [112].

A lower perplexity score implies more confidence in predicting a sequence of words.

I then perform a significance test using a Student’s two-tailed test with the mean
∗https://www.dur.ac.uk/resources/digitaltheology/PressReleasereOnlineChurch.pdf
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perplexity differences of all phrases related to an activity from the same month

before COVID-19 (2019) and during COVID-19 (2020). I report the change in

activity engagement as the t-value of the test. A negative t-value indicates that an

activity is discussed (or performed) less than the previous year, while a positive t-

value suggests that an activity is discussed (or performed) more than the previous

year. The change is statistically significant if the corresponding p-value < 0.05.

The mean perplexity, x̄t of a set of activity phrases for a period, t is defined as

follows:

x̄t = 1
n

n∑
i=1

PP (si) (8.1)

where PP is the perplexity, and si is the activity phrase.

8.2.4 Analysis of tweets related to religious and spiritual

activities

I use the extracted tweets from section 8.2.2 to understand how religious activities

have changed during the pandemic. For brevity, I consider tweets from July -

September 2019 as the pre-COVID-19 period and tweets from July - September

2020 as the COVID-19 period. As a first approach, I compare the frequency of

activity-related tweets from the pre-COVID-19 period to the COVID-19 period. I

performed a paired T-test to determine if the change is statistically significant. I

reject the null hypothesis if p < 0.05. In addition, I measure the effect size using

Cohen’s d to determine the difference between the number of tweets from respective

periods. d = 0.2, 0.5, 0.8 are considered as a small, medium, and large effect sizes,

respectively [52].

As a second approach, I employed the log odds ratio with informed Dirichlet priors

[166, 114] to extract the lexical correlates of tweets relevant to religion-related

activities between two periods: before COVID-19 and during COVID-19. This

method has been used in several analyses of linguistic differences in social media
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texts [120, 74]. Other techniques such as Pointwise Mutual Information (PMI) and

TF-IDF have been used for similar tasks; however, the log odds ratio has been

shown to outperform these methods [166, 114]. I use a word cloud to visualise

the most significant tokens from different periods. Tokens that appear less than 10

times are excluded. I aggregate all the pre-COVID-19 tweets and COVID-19 tweets,

creating two corpora for each activity. I then extract all tokens from a period and

calculate the log odds ratio by contrasting them to all tokens from another period.

Log odd ratios are estimated using Z-score. A higher score indicates that the token

is more significant within a corpus than the contrasting corpus.

8.3 Results and Discussion

8.3.1 Shift in religion-related engagements
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(b) Online activities

July August September

Month

Figure 8.1: Online (left) and offline (right) - Twitter

Fig 8.1 summarises the change effect of engagement with religion-related activities,

both offline and online. The shift in engagements varies for offline and online

activities. For offline activities (Fig 8.1a), engagement appears to increase (i.e.

t-value is positive) from pre-COVID-19 to during COVID-19, indicating that there

is more engagement. Prayer, yoga and corporate worship appear to follow a similar
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trend bar one month where there is a negative effect (i.e. t-value is negative) on

the engagement from pre-COVID-19 and during COVID-19. In terms of Choir and

reflecting on nature, most of the change effects across the months are negative,

indicating lesser engagement with these activities when compared with the pre-

COVID-19 period. The negative effect is most likely due to restrictions by the UK

government to prevent the spread of COVID-19, while some of the positive effects

might be due to some relaxation of the rules around that period. The change effect

for all these activities is not significant (p < 0.05).

Fig 8.1 summarises the change effect of engagement with religion-related activities,

both offline and online. The shift in engagements varies for offline and online

activities. For offline activities (Fig 8.1a), religion-related engagement appears

to increase (i.e. t-value is positive) from pre-COVID-19 to during COVID-19,

indicating more participation. Prayer, yoga and corporate worship seem to follow

a similar trend bar one month where there is a negative effect (i.e. t-value is

negative). For Choir and reflecting on nature, most change effects across the months

are negative, indicating lesser engagement with these activities compared with the

pre-COVID-19 period. This result is similar to the one obtained from the survey

results. The change effect for all these activities is insignificant (p < 0.05).

For online activities (Fig 8.1b), the trends presented in the results signal the shift in

engagement with religious activities online by the increasing usage of online words

(such as Zoom, Youtube, and virtual) within the context of religious activity discus-

sions. All of these changes are significant (p < 0.05) except for one month (July) for

reflecting on nature. The most significant increase is in corporate worship, where

the change effective for all the explored months is the highest.
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Figure 8.2: Daily activity related tweets over July 1 - September 30 for years 2019
and 2020

8.3.2 Comparisons between tweets from pre-COVID-19 and

COVID-19 periods

Fig 8.2 shows the frequency of tweets that are related to a specific activity for pre-

COVID-19 and COVID-19 periods. On average, there is an increase in the number

of prayer related tweets (Cohen’s d, p-value < 0.05) from pre-COVID-19 period

to COVID-19 period. In contrast, the frequency of tweets related to meditation

(Cohen’s d = 0.25, p-value > 0.05) and yoga (Cohen’s d = 0.48, p-value < 0.05)

are generally lower during COVID-19 when compared to pre-COVID 19 period.

Figs 8.3, 8.4 and 8.5 show the top 100 most representative words for each period.

For meditation-related tweets before COVID-19 (Fig 8.3a)), offline-related words

such as retreat, centre, and park are present. Some words (e.g. buddhism, buddha)

used in the tweets indicate relation to religion. For prayer-related tweets pre

COVID-19 (Fig 8.4a)), some of the most common words (e.g. soul, praying, faith,

christ) are related to religious practices.

The most important words in meditation-related tweets during COVID-19 are dis-

played in Fig 8.3b). The presence of terms such as online, zoom, recording, virtual,

and youtube indicates that this activity is probably being done online. Similarly,

for prayer-related tweets during COVID-19 (Fig 8.4b)), some of the most influen-

tial words are link, join, mixlr, which are related to practising online. As expected,

there are also words associated with COVID-19 (e.g. covid, safe), which indicate

discussion about the pandemic in prayer-related tweets. For yoga-related tweets
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8.3.2. Comparisons between tweets from pre-COVID-19 and COVID-19 periods

a) Pre COVID-19 b) During COVID-19

Figure 8.3: Most representative words of pre COVID-19 and during COVID-19 for
meditation-related tweets

(Fig 8.5b) during the pandemic, online-related words (including zoom, online, live,

link) are also common. Overall, there is a change in the language used for tweets

about prayer and meditation, prayer and yoga during the pandemic to words associ-

ated with online engagement (such as online, zoom, and virtual). This is consistent

with the results comparing the language models (section 8.3.1) from pre-COVID

to during COVID-19. The presence of religion-related words shows the relevance

of these activities to spirituality.

a) Pre COVID-19 b) During COVID-19

Figure 8.4: Most representative words of pre COVID-19 and during COVID-19 for
prayer-related tweets

a) Pre COVID-19 b) During COVID-19

Figure 8.5: Most representative words of pre COVID-19 and during COVID-19 for
yoga-related tweets
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8.4. Discussion

8.4 Discussion

In conclusion, this Chapter has explored the impact of the COVID-19 pandemic

on religious activities through social media analysis to address RQ5. As people

are unable to engage in traditional religious practices due to the pandemic, they

have turned to online platforms to perform their religious activities. The analysis

of Twitter data has revealed a significant increase in online religious activities,

including prayer and yoga, during the pandemic. Moreover, the analysis also high-

lighted a surge in prayer-related tweets during this period. However, it is essential

to recognise that Twitter’s demographics are somewhat limited [161], and further

studies are necessary to gain a comprehensive understanding of religious expression

in the digital age. The code used for the analysis in this Chapter is available at

https://github.com/tahirlanre/covid19-online-religion.
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Chapter 9

Conclusion

Social media platforms have become an integral part of our daily lives, generating

vast amounts of data that can be harnessed to promote social good. However,

effectively analysing this data to address societal problems and deliver positive

social impact is a challenging task. In this thesis, I have presented novel computa-

tional approaches for the responsible and ethical analysis of social media data that

can promote inclusive and equitable education, healthy lives and well-being. This

chapter summarises the main findings of the thesis and discusses the limitations of

social media analysis for social good.

9.1 Main Findings

This thesis first contribution lies in the domain of education, more specifically in

the area of tracking the impact of an intervention programme using social

media data in Chapter 4 to respond to RQ1:

• I have used TechUPWomen, as a case study to measure the impact of tech-

nology retraining programme for women from underepresented groups using

social media data.

• I have employed LDA to analyse the topics discussed during the programme

on both public (Twitter) and private (Microsoft Teams) channels. This
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9.1. Main Findings

showed insights into the topics that resonated with program participants.

• I used a BERT model to explore and compare the sentiment expressed during

the retraining program across both channels.

Secondly, I have shifted from previous applications of social media analysis in edu-

cation to health to answer RQ2: detecting fine-grained emotions on social

media during major disease outbreaks in Chapter 5:

• I have proposed a new deep transfer learning framework that models emo-

tional representations invariant to specific entities. As part of this framework,

I developed EmoBERT, a model that incorporates emotion-specific knowledge

into BERT.

• Through experimentation and comparison against several state-of-the-art ap-

proaches, I illustrated the importance of integrating emotional knowledge in

pre-trained language models for predicting fine-grained emotions (i.e. detect-

ing a specific emotion, e.g. ’sad’, rather than its presence).

• I conducted the first study on how the COVID-19 pandemic has affected

public emotions on Twitter users in London, United Kingdom, comparing

emotions (annoyed, anxious, empathetic and sad) expressed in tweets from

March 2020 with the same period in 2019.

• I also separately perform an analysis of the hashtags mostly used in tweets

expressing the selected emotions.

Thirdly, I have developed an approach to incorporate emotions into HMC task

on social media, which is useful to support public health surveillance on

social media in Chapter 6 to answer RQ3:

• I proposed two approaches - intermediate task fine-tuning and multi-feature

fusion to incorporate emotional information to effectively classify health men-

tions on social media.
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9.1. Main Findings

• I investigated if there is any relationship between negative emotions and

health mentions that leads to performance gains on HMC tasks.

• I compared cross-transfer between HMC tasks with limited annotation data

to the transfer learning framework I proposed and observed competitive per-

formance when data-rich emotion detection tasks are directly transferred to

HMC tasks.

Furthermore, I have proposed a multi-task learning framework to model and dis-

tinguish the literal usage of disease and symptom words from non-literal

usage to improve the performance of HMC in Chapter 7 to answer RQ3:

• I proposed a novel literal emphasised multi-task learning framework for the

HMC task and achieve state-of-the-art performance across various HMC data-

sets.

• Leveraging the contextualised word representations of disease or symptoms

words in different contexts, I modelled the differences between literal and

non-literal usage.

• I evaluated the proposed multi-task framework on several HMC datasets and

showed its effectiveness in detecting health mentions on social media.

Fourthly, I have made a significant step towards improving diversity and gener-

alisation for public health surveillance on social media by creating the first

health mention dataset from a web forum used in a developing country in Chapter

7 to answer RQ4:

• I constructed Nairaland health mention dataset (NHMD), a new dataset

collected from a dedicated web forum for Nigerians. NHMD consists of

7,763 manually labelled posts extracted based on four prevalent diseases

(HIV/AIDS, Malaria, Stroke and Tuberculosis) in Nigeria.
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9.2. Limitation and Future Works

• To the best of my knowledge, NHMD is the first health mention dataset for

underseved populations that is publicly available - thus addressing the missing

distribution of existing publicly available HMC datasets and mitigating the

data bias problem.

• Using NHMD, I studied the generalisation ability of HMC models across

existing HMC datasets, and investigate the language variations across the

datasets.

Finally, I have examined the influence of the COVID-19 pandemic on reli-

gious and spiritual practices, which are recognised as social determinant

of health in Chapter 8 to answer RQ5:

• I leveraged the power of pre-trained language models to track the shift of

religious practices from before COVID-19 and during COVID-19.

• I present the first - to the best of my knowledge - study on the influence of

the COVID-19 pandemic on religious activities in the UK.

• I provided quantitative evidence on the shift of religious and spiritual prac-

tices from offline to online mode.

9.2 Limitation and Future Works

A challenge to utilising social media data for research stems from the issue of

sampling bias [53]. It is crucial to acknowledge that social media data may not

always offer a comprehensive representation of the general population [53]. Re-

searchers have discovered that racial, ethnic, and socioeconomic differences in the

adoption of social media exist [91]. Moreover, challenges arise in the selection of

content. Currently, most contents are chosen through filters such as keywords or

geo-location, which can lead to potential relevant tweets or posts being overlooked.
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9.2. Limitation and Future Works

For instance, in Chapter 5 and Chapter 8, geo-location is utilised to filter tweets in

London and the UK, respectively. However, relevant tweets may be missed if the

users do not include geo-location information in their tweets. Similarly, in Chapter

7, keywords are employed to select disease-related posts on Nairaland.com, but

potentially relevant posts could be missed if they did not use the specific keywords

I utilised for filtering in their post.

The scope of this thesis primarily focuses on specific social media platforms for

analysis. However, it is imperative to recognise that these platforms differ in terms

of content and users. Prior research has highlighted that models trained on one

platform may perform poorly on another platform, despite conducting the same

task [92]. Therefore, future research should explore domain adaptation techniques

to improve the generalisability of models across diverse social media platforms.

An area where improvement can be made in this thesis is in fostering engagement

with the community and clinical experts. It will be useful to engage domain experts,

such as practising clinicians in the process of annotation and labelling to improve

the quality of annotations. This could offer an external validation of the approaches

employed, which can subsequently elevate performance in real-world situations.

Further limitations and avenues open to further research have been proposed through-

out the thesis. These insights underscore the evolving nature of the field and

provide a direction for future investigations.
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A.1. List of phrases

Table A.1: List of phrases used for offline activities

Activity Phrase
Choir I am doing choir
Choir I am singing in a choir
Choir I’m doing a choir
Choir I’m singing in the choir
Meditation I am doing meditation
Meditation I’m meditating
Meditation I’m doing meditation
Meditation I am meditating
Meditation I do meditation
Reflecting on nature I am reflecting on nature
Reflecting on nature I reflect on nature
Reflecting on nature I ponder on nature
Prayer I am praying
Prayer I’m praying
Prayer I’m doing prayer
Prayer I am doing prayer
Prayer I am praying
Prayer I’m doing a prayer
Prayer I am having a prayer
Prayer I am in prayer
Prayer I am holding a prayer
Prayer I pray
Corporate worship I am doing corporate worship
Corporate worship I’m doing corporate worship
Corporate worship I do corporate worship
Corporate worship I am performing corporate worship
Corporate worship I’m performing corporate worship
Corporate worship I am participating in corporate worship
Corporate worship I’m participating in corporate worship
Corporate worship I am attending corporate worship
Corporate worship I’m attending corporate worship
Corporate worship I am at a corporate worship
Corporate worship I’m at a corporate worship
Yoga I am doing yoga
Yoga I am practising yoga
Yoga I’m doing yoga
Yoga I do yoga
Yoga I am participating in yoga
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A.1. List of phrases

Table A.2: List of phrases used for online activities

Activity Phrase
Choir I am doing choir via [Zoom or Microsoft Teams or Skype or Google Meet]
Choir I am singing in a choir via [Zoom or Microsoft Teams or Skype or Google Meet]
Choir I’m doing a choir via [Zoom or Microsoft Teams or Skype or Google Meet]
Choir I’m singing in the choir via [Zoom or Microsoft Teams or Skype or Google Meet]
Meditation I am doing meditation via [Zoom or Microsoft Teams or Skype or Google Meet]
Meditation I’m meditating via [Zoom or Microsoft Teams or Skype or Google Meet]
Meditation I’m doing meditation via [Zoom or Microsoft Teams or Skype or Google Meet]
Meditation I am meditating via [Zoom or Microsoft Teams or Skype or Google Meet]
Meditation I do meditation via [Zoom or Microsoft Teams or Skype or Google Meet]
Reflecting on nature I am reflecting on nature via [Zoom or Microsoft Teams or Skype or Google Meet]
Reflecting on nature I reflect on nature via [Zoom or Microsoft Teams or Skype or Google Meet]
Reflecting on nature I ponder on nature via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am praying via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I’m praying via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I’m doing prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am doing prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am praying via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I’m doing a prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am having a prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am in prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I am holding a prayer via [Zoom or Microsoft Teams or Skype or Google Meet]
Prayer I pray via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I am doing corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I’m doing corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I do corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I am performing corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I’m performing corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I am participating in corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I’m participating in corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I am attending corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I’m attending corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I am at a corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Corporate worship I’m at a corporate worship via [Zoom or Microsoft Teams or Skype or Google Meet]
Yoga I am doing yoga via [Zoom or Microsoft Teams or Skype or Google Meet]
Yoga I am practising yoga via [Zoom or Microsoft Teams or Skype or Google Meet]
Yoga I’m doing yoga via [Zoom or Microsoft Teams or Skype or Google Meet]
Yoga I do yoga via [Zoom or Microsoft Teams or Skype or Google Meet]
Yoga I am participating in yoga via [Zoom or Microsoft Teams or Skype or Google Meet]
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