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Objective: To compare binary metrics and Global Evaluative Assessment of Robotic Skills (GEARS) evaluations of training 
outcome assessments for reliability, sensitivity, and specificity.
Background: GEARS–Likert-scale skills assessment are a widely accepted tool for robotic surgical training outcome evaluations. 
Proficiency-based progression (PBP) training is another methodology but uses binary performance metrics for evaluations.
Methods: In a prospective, randomized, and blinded study, we compared conventional with PBP training for a robotic suturing, 
knot-tying anastomosis task. Thirty-six surgical residents from 16 Belgium residency programs were randomized. In the skills labo-
ratory, the PBP group trained until they demonstrated a quantitatively defined proficiency benchmark. The conventional group were 
yoked to the same training time but without the proficiency requirement. The final trial was video recorded and assessed with binary 
metrics and GEARS by robotic surgeons blinded to individual, group, and residency program. Sensitivity and specificity of the two 
assessment methods were evaluated with area under the curve (AUC) and receiver operating characteristics (ROC) curves.
Results: The PBP group made 42% fewer objectively assessed performance errors than the conventional group (P < 0.001) and 
scored 15% better on the GEARS assessment (P = 0.033). The mean interrater reliability for binary metrics and GEARS was 0.87 and 
0.38, respectively. Binary total error metrics AUC was 97% and for GEARS 85%. With a sensitivity threshold of 0.8, false positives 
rates were 3% and 25% for, respectively, the binary and GEARS assessments.
Conclusions: Binary metrics for scoring a robotic VUA task demonstrated better psychometric properties than the GEARS 
assessment.
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Robotic surgery has been increasingly used over the past two 
decades because it combines the advantages of minimally inva-
sive surgery with three-dimensional vision, shorter learning 
curve, increased dexterity and precision, and ergonomics for 
the surgeon.1,2 As surgical skill is related to patient outcome,3 
the implementation of validated training curricula in robotic 
surgery is key to bring trainees to proficiency and to increase 
patient safety.4–8 To discriminate surgical quality and to assess 
robotic surgical technical skills during and at the completion 
of training, several assessment tools have been developed and 
validated.9 The Global Evaluative Assessment of Robotic Skills 
(GEARS) was the first surgical technical skills assessment tool 
specifically for robotic surgery.10 Since its development, GEARS 
has become the most extensively studied and applied assessment 
tool for robotic surgery.11 However, GEARS is a global assess-
ment tool and not procedure specific. Also, it is a quantitative 
assessment tool based on Likert-type scales and there is evidence 
that it may be prone to weak interrater reliability.12 This is an 
important issue because an assessment tool with peer reviewed 
and published validation evidence that is demonstrated to be 
unreliable is by default not valid.13

Ethical concerns about training on living patients, an increase 
in the number of surgical procedures and their complexity, the 
financial burden of increased operative time during training pro-
cedures and restriction on working hours have forced the surgical 
community to explore new and more effective and efficient ways 
of training surgical skills. Proficiency-based progression (PBP) is a 
training method that has demonstrated its value in different surgi-
cal specialties.8,14 A specific level of training outcome, defined by a 
quantitative score based on the objectively assessed performance 
of experienced and practicing surgeons (i.e., a benchmark) must 
be demonstrated to gain the proficiency level.15 The cornerstone 
of PBP training are the procedure specific, validated, binary, and 
quantitative performance metrics, which are used to train (i.e., 
formative feedback to the trainee) and assess trainees. During the 
PROVESA trial,16 GEARS and Binary metrics were used to assess 
performance of a robotic suturing and knot-tying anastomosis 
task, that is, a vesico-urethral anastomosis (VUA) on a chicken 
model between two groups of surgical residents.17 The first aim of 
this study is to evaluate the capacity of both assessment methods 
to discriminate between the objectively assessed performance of 
the two groups of surgical trainees learning the robotic suturing 
and VUA knot-tying task, that is, a PBP-trained group and a con-
ventionally trained group. A second aim was to evaluate psycho-
metric properties (i.e., the reliability, sensitivity, and specificity) of 
the GEARS and binary checklist assessment tools.

MATERIALS AND METHODS
The PROVESA trial is a multicentric, prospective, random-
ized, blinded controlled trial during, which conventional train-
ing (apprenticeship model) is compared with PBP training for 
robotic suturing and knot-tying VUA skill training (Figure 1).

Participants/Subjects

The study subjects were 36 first- and second-year residents 
from 16 training sites and 12 residency training programs 
(ethical committee and the trial was registered at the National 
Institution of Health [NCT04786834]). All subjects completed 
informed consents.

Faculty Training

The PROVESA PBP faculty consisted of 7 surgeons, including 
3 consultant urologists (R.D.G., S.P., R.F.) and 4 senior clini-
cal fellows uro-oncology and robotics (A.P., G.R., E.M., M.A.). 
They were supervised by the PROVESA research coordinator, 
a consultant behavioral scientist (A.G.G.). During assessment 
training of raters (prior to commencement of the trial) mastery 
of the metrics (in Appendix 1, http://links.lww.com/AOSO/
A226) was demonstrated by repeated interrater reliability >0.8 
during assessment of full-length surgical videos.

Based on their demographic information and performance 
during the baseline assessment a matched 1:1 randomization 
was performed (using an online randomizer www.random.org). 
Subjects were matched for age (±2 years), residency year, surgi-
cal specialty, and skill at baseline as determined by the objec-
tively assessed performance metrics score (Figure  1A,B). The 
Traditional Trained Group (TTG) were yoked to the same train-
ing time as their counterpart in the PBP Group.

Group PBP Training

Eighteen participants who were randomized to the PBP group 
were given access to a dedicated PBP e-course on the online 
Bridge platform 1 week before their training in the skills lab of 
ORSI Academy (Figure 1A,B). In this e-course, the operative 
metrics were reviewed during which performance errors and 
steps were illustrated. Immediate feedback was given to the 
participants during the course. Before continuing their train-
ing in the skills lab, all subjects had to pass a test by reach-
ing the preset proficiency benchmark (94%) on the eLearning 
module (defined as the mean score on the test by the panel of 
PBP experts). Training and assessment methods, including the 
VUA task are described in more detail in Supplementary infor-
mation (in Appendix 2, http://links.lww.com/AOSO/A226).

In the skills lab, training was given in teams of 3 participants 
per trainer during a full day by the PROVESA PBP faculty 
in a standardized way with the operative metrics as guiding 
instrument. While one subject was training, the other two par-
ticipants scored and gave metric-base formative feedback to 
their colleague on task completion. Emphasis was placed on 
the different steps the participants had to perform to com-
plete the procedure, but even greater emphasis was placed on 
performance errors they could make in each step. Each group 
of 3 trainees was supervised by an experienced faculty mem-
ber who gave ongoing, formative, metric-based performance 
feedback based on the performance metrics agreed by proce-
dure experts (i.e., deliberate practice training).18 The estima-
tion of proficiency during training was not the result of the 
subjective interpretation of the PBP trainer but was based on 
the objective metrics-based score given by the PBP trainer to 
the trainee based on their performance. Readiness for final 
assessment, as judged by the PBP trainer occurred when the 
trainee repeatably (i.e., twice consecutively) scored equal to or 
better than the quantitatively defined proficiency benchmark. 
Pretrial training and evaluation of faculty in the reliable and 
accurate use and application of the metrics precluded personal 
and subjective opinion about the trainee’s skillset. The trainee 
either demonstrated the requisite performance characteristics 
or they did not. Subsequently, the final trial was supervised, 
and videorecorded by one of the designated PROVESA faculty 
members.
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Group—Traditional Training

Eighteen participants were randomly assigned to the TTG. As 
control group, they represent the current standard of care in 
training. For 1 week, they had continuous access to the exact 
same online learning platform as the PBP Group and were 
repeatedly encouraged to study the material. Subsequently, 
they were invited to ORSI Academy for a full day of training 
by 7 robotic experts. All experts were selected from different 
Belgian hospitals and were considered to be experts in robotic 
surgery and excellent trainers (as evaluated by their peers 
and residents). All of them had performed >300 robotic pro-
cedures independently and were experienced in training resi-
dents and/or fellows. These experts were allowed to train as 
they would do in their own hospital. In the traditional group, 
the feedback was purely depending on the expertise and train-
ing skills of the trainer. The trainee learned by absorbing these 
tips and tricks and by repeating the same task (i.e., repeated 
practice).19 There was also a faculty of 7 different surgeons. 
There was no systematic consensus between them on how to 
train the trainees and which tips needed to be given during 
training.

As matching was done for training time with their coun-
terparts in the PBP group, every participant in the TTG had a 
preset number of trials before doing the final assessment which 
was videorecorded. After final assessment, all participants of the 
TTG completed the same online assessment on the Bridge plat-
form as their counterparts in the PBP group did.

Video Scoring

The 36 full-length study videos, each with only the designated 
unique identifying number attached were randomly assigned to 
one of four pairs of reviewers. All video reviewers were blinded 
to the source of the video (i.e., training group, the trainee identity, 
hospital and residency training program) being reviewed. Each 
video was independently reviewed and scored by the 2 assessors.

Final performance was assessed at first using the previously 
reported,17 binary operative performance metrics (in Appendix 
1, http://links.lww.com/AOSO/A226), which represent a com-
prehensive overview of the different procedural steps and 
errors of the specific procedure. The metrics were developed 
during a procedural characterization by extensive video review. 
Subsequently, the metrics were presented and discussed at a 

modified Delphi consensus meeting. Performance metrics con-
sisted of 5 explicitly defined surgical steps (posterior wall, left 
lateral wall, right lateral wall, anterior wall and knotting) and 
20 performance errors (i.e., content validation, generalization, 
extrapolation, and implication validation level evidence20–22). Of 
these errors, 3 were designated as critical errors because either 
(1) the error’s enactment had the potential to seriously com-
promise the success of the procedure or (2) the error had the 
potential to create significant iatrogenic damage to the VUA 
(if replicated in a real patient). The proficiency benchmark was 
based on the mean of the objectively assessed performance of 
the experts during the construct validity study.17 Proficiency 
was demonstrated by completing all 5 steps within 25 minutes 
with 10 or less performance errors and no critical errors. Suture 
breakage during the task led to immediate failure. The reviewer 
scored (in a binary fashion) performance units that were or were 
not observed to have occurred.

Additionally, surgical performance was scored by video 
review by two faculty using GEARS.11 The different domains 
of the GEARS scale were addressed by indication on the Likert 
scales (1–5) at the discretion of the assigned reviewer.

Statistical Analysis

Statistical analysis was performed with SPSS 26 (Armonk, New 
York). Differences between the Groups for Binary Checklist 
Metrics and GEARS assessments were compared with one-factor 
analysis of variance (ANOVA). The dependent variable for the 
ANOVA was the GEARS score on final repetition. Differences 
in the number of trainees in the two groups demonstrating the 
proficiency benchmark were assessed with a Chi-Square test. 
Sensitivity (i.e., correctly’ able to identify individuals who have 
demonstrated proficiency) and Specificity (correctly’ able to 
identify individuals who have failed to demonstrate proficiency) 
of the metrics were assessed with area under the curve (AUC) of 
receiver operating characteristics (ROC) curves and asymptotic 
significance tests.

Score Tabulation

For the entire procedure, the total number of steps completed, 
errors made, and critical errors enacted were averaged for the 
pair of reviewers. The score sheets from the designated pair of 

FIGURE 1. A, The design of the multicentre, prospective, randomized, matched, and blinded study and (B) the CONSORT 2010 flow diagram of the 
PROVESA trial.
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reviewers were compared for each of the individual steps, errors, 
and critical errors and the number of agreements (Agreement = 
both reviewers documented that a steps, or error or critical error 
was observed, or both scored the metric was not observed) was 
tabulated. In addition, the number of disagreements in observed 
metrics (i.e., disagreements = one rater reported observing the 
metric but the second rater reported not observing it) was tab-
ulated. The interrater reliability (IRR) for the metric scores was 
calculated according to the following formula: Agreements/
(Agreements + Disagreements).23 The acceptable IRR was 
defined as 0.80 or greater.

Statistical Power Calculations

Power calculation: the numbers needed in each arm were based 
on transfer of training (ToT) effects observed in previous stud-
ies of PBP simulation studies where ToT rates of 42–69% were 
observed.24–31 In the current study, we therefore expected to 
observe a decrease in performance errors >40%. A two-tailed 
test, with n = 16 trainees in each group with an alpha of 5% 
(which corresponds to a 95% confidence interval) and beta 
error 10% (i.e., 1–0.1 = 0.9 β) would yield a statistical power 
of 95%.

RESULTS
Table  1 shows the end of training results for the 2 groups 
assessed with the binary metric checklist (i.e., PBP) and the 
GEARS assessments. The mean and standard deviation scores 
show that PBP Group completed slightly more procedure steps 
but this difference was not statistically significant (F (1, 34) = 
0.114, P = 0.738). In contrast, the PBP group made 75% fewer 
procedure errors than the conventional group, which was sta-
tistically significant (F (1, 34) = 16.426, P < 0.001). The critical 
error rate in both groups was low, but the conventional group 
made 94% more critical errors than the PBP group. This differ-
ence was however not statistically significant (F (1, 34) = 1.308, 
P = 0.261), possibly due to the large variability in scores exhib-
ited by both groups. All the error scores combined (i.e., errors + 
critical errors = total errors) showed that the PBP-trained group 
made 74% fewer total errors than the Conventional trained 
group which was statistically significant (F (1, 34) = 16.904, P 
< 0.001).

The mean GEARS scores for both groups are also shown in 
Table 1. The PBP-trained group scored better (i.e., 15%) than 
the conventional group. The observed difference was not as 
large a magnitude as for the binary metric checklist for error 
scores but was statistically significant (F (1, 33) = 4.944, P = 
0.033).

The proficiency benchmark for training outcome was quan-
titatively defined based on the objectively (and blinded) scored 
performance of the very experienced robotic surgeons perform-
ing the ORSI vesico-uretheral anastomosis task on the chicken 
model for the construct validity study.17 To successfully conclude 

training, trainees needed to complete all 5 procedure steps, make 
no more than 10 errors and ‘0’ critical errors. Table 1 shows that 
67% of the PBP group demonstrated the proficiency benchmark 
in comparison to 17% in the conventional group. This differ-
ence was statistically significant (χ2 = 9.26, P = 0.001).

We assessed the capacity of the 2 assessments to discrimi-
nate the status of surgical trainees who demonstrated the pro-
ficiency benchmark as discrimination thresholds were varied, 
that is, internal structure validity evidence.20 These are shown 
in Figure  2 receiver operator characteristic (ROC) curves for 
checklist and GEARS assessments. Accuracy is measured by the 
area under the ROC curve. The AUC for the binary checklist 
was 0.971 (SE = 0.027, asymptotic significance < 0.000, asymp-
totic 95% CI 0.919–1.00) and for GEARS it was 0.85 (SE = 
0.066, asymptotic significance < 0.001, asymptotic 95% CI 
0.721–0.98). Also shown in Figure 2 are interpolations on spec-
ificity of sensitivity levels of 0.8 and 0.9, respectively, for both 
checklist and GEARS assessments.

As shown in Figure 2, a sensitivity of 0.8 for binary check-
list assessments on correct identification of proficiency status 
or specificity of trainees was excellent (i.e., 1–0.048 = 0.952). 
Specificity level was the same for a sensitivity level of 0.9. A 
sensitivity level of 0.8 for the GEARS assessments was lower 
than the sensitivity for the binary checklists (1–0.22 = 0.78 spec-
ificity) and lower again for a sensitivity of 0.9 (1–0.31 = 0.69 
specificity).

We also assessed the IRR of the 2 assessment systems. 
The distribution of IRR score levels for all trainees with 
the binary checklist and GEARS assessments are shown in 
Figure 3. The median IRR for the binary checklist was 0.85, 
and the mean was 0.87. The median IRR for the GEARS 
assessments was 0.5, and the mean was 0.38. All the binary 
checklist IRR scores for individual trainees were above the 
0.8 level (range = 0.2). The IRR levels of the GEARS assess-
ments demonstrated considerably greater variability than the 
binary checklists, and only 2 were above the 0.8 IRR level 
(range = 0.83). The difference between the IRR levels of the 2 
assessment approaches were compared with the nonparamet-
ric Mann-Whitney U test and found to be statistically signif-
icant (z = –6.87; P < 0.000).

DISCUSSION
The results from this study show that the PBP-trained group 
performed significantly better than the conventionally trained 
group. Both the binary checklist metrics and GEARS assess-
ments demonstrated significant differences between the objec-
tively assessed performance of the 2 groups. The performance 
differences as assessed with the binary checklist metrics demon-
strated a greater magnitude of differences in comparison to the 
GEARS assessment, that is, 74% versus 15%. The steps binary 
metric demonstrated the smallest difference, and critical errors 
metric demonstrated the largest difference. Both these differ-
ences were however not statistically significant. In contrast, the 
error and total errors scores demonstrated >70% differences 

TABLE 1.

The Mean Performance of the PBP and Conventional Trained Surgeons on the Checklist Metrics as well at the Percentage in Each 
Group Demonstration the Proficiency Benchmark

 PBP-Trained Conventional Trained     

 Mean SD Mean SD % Difference F value Probability

Procedure steps 4.88 0.47 4.83 0.51 1% 0.11 0.738
Procedure errors 8.61 4.2 15.11 5.3 75% 16.43 0.000
Procedure critical errors 0.17 0.38 0.33 0.49 94% 1.31 0.261
Total errors 8.88 4.3 15.44 5.4 74% 16.9 0.000
Demonstrated the PBP proficiency benchmark 67%  17%  50% χ2 = 9.26 0.002
GEARS Scores 22.23 3.7 19.39 3.9 15% 4.94 0.033
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between the groups and were statistically significant. A more 
modest 15% difference between the groups was observed for 
the GEARS assessments, which also was statistically significant.

These large and statistically significant observed differences 
for the binary metrics probably originate from the more gran-
ular performance assessment that is integral to this assessment 
method. The binary metrics are primarily developed as tools for 
training,27,28,32,33 which afford detailed, objective, and transpar-
ent formative performance feedback to the trainee.8,14,34 This 
approach underpins a deliberate rather than repeated practice 
approach to training.18 In contrast, the GEARS is a more global 
assessment tool, which does not necessarily provide detailed 
and explicit formative performance feedback to the trainee. 
The binary metrics are, however, task-specific and can only be 

applied for the specific task for which they were designed and 
are not designed to assess every basic robotic surgical skill. This 
offers the major advantage that performance feedback can be 
given to the trainee, which is explicit, objective, and transparent 
and has already been agreed by very experienced and skilled 
robotic surgeons and appears to accelerate quality assured 
learning by ~60% in comparison to quality assured conven-
tional trainings.35 Conversely, with GEARS, feedback is less spe-
cific, subjective, and more general.

This is the first study that we know which set out to compare 
the Sensitivity and Specificity of both approaches to the evalu-
ation of basic robotic skills. In the context of this study, sensi-
tivity refers to the ability of the assessment to correctly identify 
surgeons who had demonstrated the proficiency benchmark 

FIGURE 2. ROC showing the capacity of the checklist and GEARS assessments discrimination thresholds for surgical trainees who demonstrated the profi-
ciency benchmark as discrimination thresholds were varied. ROC, receiver operator characteristic curves.

FIGURE 3. Boxplots showing the minimum value, the first quartile, the median, the third quartile, and the maximum value for the checklist and GEARS assess-
ments of all trainees.
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by the end of training. Specificity refers to the capacity of the 
assessment to correctly identify surgical trainees who did not 
demonstrate the proficiency benchmark. The accuracy of the 
assessment method depends on how well the assessment sepa-
rates the group being assessed into those who demonstrated the 
proficiency benchmark and those that did not demonstrate the 
benchmark. Accuracy is measured by the area under the ROC 
curve (AUC). An area of 1 represents a perfect assessment for 
predicting/identifying proficiency status correctly; an area of 0.5 
represents an assessment method that is no better than chance 
at predicting proficiency status. A rough guide for classifying the 
accuracy of a diagnostic test is the traditional academic point 
system given below36:

 • 0.90–1 = excellent
 • 0.80–0.89 = good
 • 0.70–0.79 = fair
 • 0.60–0.69 = poor
 • 0.50–0.59 =  corresponds to a coin flip, that is, a useless 

model.

Both assessment methods used in this study were good or excel-
lent when assessed by AUC. The binary checklist assessment 
method had excellent specificity at 0.8 and 0.9 levels of sensi-
tivity. The specificity levels for the GEARS assessments were fair 
for a sensitivity level of 0.8 but poor for a sensitivity level of 0.9.

In terms of the most recent APA approach to validation, the 
task and standards used in this study fit well with a more uni-
fied approach to validation.13 In the PBP methodology, the pro-
ficiency benchmark has always been based on the mean score of 
the objectively assessed performance of the experienced surgeons. 
This means it is objective, transparent, and fair, but probably 
more importantly, it is clinically meaningful and not an artificially 
defined performance level. Rather, it is based on the objectively 
assessed performance of experienced and practicing clinicians 
who are good at the surgical task. Thus, the surgical simulation 
task is derived from a part of a robotic prostatectomy that is inte-
gral to the procedure on a real patient. The procedure and task 
metrics have been agreed at a modified Delphi by very experi-
enced surgeons who perform robotic prostatectomy17,37 and both 
have demonstrated strong form and classic construct validity. 
Thus, the task has demonstrated evidence of content validity (i.e., 
Delphi consensus) on real patient surgeries and the simulation 
model used in this study. Furthermore, the passing benchmark 
is fair and transparent for trainees, as it is based on objectively 
assessed experienced surgeon performance. Performing the task 
poorly in a real patient will have significant consequences for the 
patient, that is, a anastomosis leak. It has also been demonstrated 
that simulation performance is highly correlated with real world 
performance (i.e., r > 0.9).38 Additionally, prospective, random-
ized, and blinded clinical studies have demonstrated that (1) 
the vast majority of trainees demonstrate the proficiency bench-
mark with quality assured training and (2) that this translates 
into improved operating room/clinical performance26,28–31,39 and 
improved patient outcomes.25

The data reported here on the psychometric assessment prop-
erties of the binary metrics and GEARS assessment tools support 
the notion of precision, effectiveness, and efficiency of binary 
performance metrics for training and assessment. Furthermore, 
in contrast to the Likert-type scale approach40 to performance 
assessment a PBP-binary metrics approach has a tradition of 
>20 years of quantitative research8,31,35 with a well established 
and articulated theory8,34,41 that is supported by multiple sources 
of empirical data24–26,28–31,35,38,39—including the data presented 
here.

Possibly more important than the validity comments 
above are the reliability results on both assessment tools, 
which differed considerably. All the IRR scores for the 
Binary Checklist metrics were >0.8 but only 2 of the GEARS 
assessments reached this level. Overall, the IRR levels of the 

GEARS assessment were poor and this replicates previous 
findings on use of Likert scales in general42,43 and GEARS 
specifically.12 Given the widespread usage of these types of 
assessments, this is a worrying observation as a validated test 
that is demonstrated to be unreliable is by default not valid.44 
The findings from this study will require further scrutiny and 
investigation.

CONCLUSIONS
In this prospective, randomized, blinded controlled trial, it was 
shown that binary metrics for scoring a specific robotic VUA 
task demonstrated better levels of reliability, sensitivity, and 
specificity than the GEARS assessment.
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