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As the penetration of flexible loads and distributed energy resources (DERs)

increases in distribution networks, demand dispatch schemes need to consider the

effects of large-scale load control on distribution grid reliability. Thus, we need

demand dispatch schemes that actively ensure that distribution grid operational

constraints are network-admissible and still deliver valuable market services. In

this context, this work develops and evaluates the performance of a new network-

admissible version of the device-driven demand dispatch scheme called Packetized

Energy Management (PEM). Specifically, this work develops and investigates the

live grid constraint based coordinator and metrics for performance evaluation. The

effects of grid measurements for a practical-sized, 2,522-bus, unbalanced distribu-

tion test feeder with a 3000 flexible kW-scale loads operating under the network-

admissible PEM scheme is discussed. The results demonstrate the value of live grid

measurements in managing distribution grid operational constraints while PEM is

able to effectively deliver frequency regulation services.

Increased penetration of flexible loads and DERs on distribution system (DS)

will lead to increased interaction of transmission and distribution (T&D) system

operators to ensure reliable operation of the interconnected power grids, as well as

the control actions at LV/MV grid in aggregation will have significant impact on
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the transmission systems (TS). Thus, a need arises to study the coupling of the

transmission and distribution (T&D) systems. Therefore, this work develops a co-

simulation platform based on decoupled approach to study integrated T&D systems

collectively. Additionally, the results of a decoupled method applied for solving

T&D power flow co-simulation is benchmarked against the collaborator developed

unified solution which proves the accuracy of the decoupled approach.

The existing approaches in the literature to study steady-state interaction of

TS-DS have several shortcomings including that the existing methods exhibit scal-

ability, solve-time and computational memory usage concerns. In this regard, this

work develops comprehensive mathematical models of T&D systems for integrated

power flow analysis and brings advancements from the algorithmic perspective to

efficiently solve large-scale T&D circuits. Further, the models are implemented in

low-cost CPU-GPU hybrid computing platform to further speed up the computa-

tional performance. The efficacy of the proposed models, solution algorithms, and

their hardware implementation are demonstrated with more than 13,000 nodes us-

ing an integrated system that consists of 2383-bus Polish TS and multiple instances

of medium voltage part of the IEEE 8,500-node DS. Case studies demonstrate that

the proposed approach is scalable and can provide more than tenfold speed up on

the solve time of very large-scale integrated T&D systems.

Overall, this work develops practically applicable and efficient demand dispatch

coordinator able to integrate DERs into DS while ensuring the grid operational

constraints are not violated. Additionally, the dynamics introduced in the DS with

such integration that travels to TS is also studied collectively using integrated T&D

co-simulation and in the final step, a mathematically comprehensive model tackles

the scalability, solve-time and computational memory usage concerns for large scale

integrated T&D co-simulation and applications.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Traditionally, the electric power grid is an efficient and reliable interconnected sys-

tem that connects the central power generators to a low voltage (LV) Distribution

System (DS) to meet consumer needs through a high voltage (HV) Transmission Sys-

tem (TS) at ease and minimum cost. Due to technological advancements, scarcity of

resources and environmental concerns, the bulk power grid technologies are evolv-

ing towards more efficient and clean energy resources, further computerized central-

ized real-time monitoring and control through efficient demand management. The

paragon change is realized as generating units are changing from large synchronous

generators to lighter-weight generators (e.g., gas-fired turbines), and Variable En-

ergy Resources (e.g., wind, solar, or run-of-river hydro), the TS is transforming into

a greater interconnected system with DS rather than a originally designed regional

system meant solely for transmission. On the distribution side as well, there is a

paradigm shift in terms of rapidly increasing distributed energy resources and vari-

able/flexible loads on the consumer side. Additionally, the technological advances

on the communication sector is also adapted into power grids through increased grid

control points and finer-time communication and control. These overall changes in

supply and demand chain, the power system require the power grid to operate in a

non-traditional way for which it is not designed and thus put under stress.

The existing grid was designed decades ago without considering this degree of

variable generation & loads and the greater need of resilience & reliability. Fig. 1.1

presents the evolution of power grid to an interconnected centralized/decentralized

power system with increased grid resources and increased communication and con-

1
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Figure 1.1: Transformation of electric grid characteristics over time

trol points. As the grid is further modernized as planned to accommodate the techni-

cal advances, the grid would be hosting variable resources at different levels through

further control points and increased communication at real-time monitoring. As a

whole, the grid in the future must be flexible, robust, and agile to dynamically man-

age network operations in real-time to balance supply and demand ensuring quality

of service (QoS). The future grid is to facilitate the participation of customers as

suppliers through the integration of in-house resources ensuring a solid bidirectional

flow infrastructure and thus let them participate in market.

In present day, through about 3,000 distribution systems, the United state serves

around 155 million customers with about 4.2 trillion kWh of energy through more

than 642,000 miles of HV transmission lines, and 6.3 million miles of LV distribution

lines. With the existing vastness of grid infrastructure incorporated with modern-

ization of lifestyle creates additional dependency on electricity and thus, affordable

& uninterrupted electricity is an integral part of American industry, commercial

aspects, overall social life and hence, the economic growth.

The grid of the future must maintain these characteristics while meeting a num-

ber of new requirements: supporting the integration of various clean and distributed

energy technologies, meeting the higher power-quality demands of modern digital

2



devices, and enabling consumer participation in electricity markets. Increasing the

projected penetration levels of variable renewable resources, distributed generation,

community energy storage, electric vehicles, and the number of active customers will

require substantial changes to how the grid and its various components are designed,

controlled, and protected. Therefore, an efficient, reliable, resilient, and affordable

power system is an absolute must for national growth in this era of digitization. The

modernization of the grid is the way to go and thus reevaluation and restructure of

the operational structures is of importance and thus, detailed study and analysis is

necessary on grid operations under these shifted grid characteristics.

1.2 Power Flow Analysis

Power Flow (PF) is an important tool to describe its sinusoidal steady state parame-

ters depending on its structure and operating status, which aids in system planning,

maintenance and reliable operation. Power flow analysis provides important system

states such as the magnitude and angle of the voltage at each system node, slack

bus power, active and reactive power generated & absorbed and line losses. The

power flow solution is achieved by solving the set of non-linear algebraic equations

too mainly find the either two unknown quantity of voltage magnitude (V ), phase

angel (δ), active power (P ) and reactive power (Q) depending on the type of bus

(load bus, voltage-controlled bus or slack bus).

The basic of power flow formulation follows ohm’s law in a circuit and in the

three-phase frame can be represented as in eqn. 5.6,

i = [Y ][v] (1.1)

where [Y ] is the network admittance, [i] is the nodal current injection vector, and

[v] is the nodal voltage vector.

3



But, in practice, the power flow formulation is a set of complex non-linear al-

gebraic equations and a fast, efficient and reliable iterative numerical algorithm is

required to achieve accurate solution of the power flow. For any bus k, in a N bus

power system, the power flow solution is acquired through iteratively solving the

following set of equations as in eqn. 1.2 and eqn. 5.7

Pk = Vk

N∑
n=1

YknVn cos(δk − δn − ̸ Ykn) (1.2)

Qk = Vk

N∑
n=1

YknVn sin(δk − δn − ̸ Ykn) (1.3)

Once the bus voltage magnitudes and their angles are computed using the load

flow, the real and reactive power flow through each line can be computed. Also

based on the difference between power flow in the sending and receiving ends, the

losses in a particular line can also be computed. Furthermore, from the line flow we

can also determine the over and under load conditions. PPF solution methods are

mainly three types: Implicit Z-bus methods, Newton-type methods, and Forward-

Backward sweep (FBS) methods.These methods will be discussed in detail in the

next section.

Among the three important stages of the power grid, our main focus is on the

Transmission and Distribution system. In this work, the transmission and distribu-

tion power flow which both are basically similar in nature except for their voltage

level and impedance characteristics (R
X

ratio) serves as the core model for further

development of mathematical models and case studies for analysis. PF analysis is a

well researched topic in the past [Zha96, ZC97, TC02, GPC+00, Ten03, BGMEA76].

Several attempts have been made to make the PF model and solution methods ro-

bust, efficient, and comprehensive [CCH+91, CS95]. In the past, the power grid,

especially the distribution systems were mainly passive circuits and only a few con-

4



trollable assets existed (e.g., voltage regulators, switches, capacitor banks) which

were controlled at much slower time scale. With distribution feeders becoming ac-

tive circuits and with increased penetration of controllable resources at the grid edge,

several of the grid functions (e.g., voltage control, demand response, load following,

frequency control) can be achieved through aggregation of the spatially distributed

resources on MV/LV feeders. Some of such grid functions require efficient and com-

prehensive modeling of transmission and distribution grids.

The power system analysis is performed by software packages which in general

are of two basic categories: commercial and research-related. The readily available

and ready to use commercial packages are typically robust, well-tested and efficient.

Some of the examples include PSS/E, EuroStag, Simpow, and CYME etc. But

the commercial tools work like a black-box and hardly give any opportunity for

modification of the models or algorithms for testing and research purposes. In

addition, they are in times very expensive which makes it difficult to access for

research purposes. On the other hand, for research purpose, a tool must have this

flexibility for development purpose and GridLAB-D [U. ] and OpenDSS [EPR] are

excellent examples of such tools developed recently. However, for higher degree of

flexibility in the development environment, in this work, being a matrix-oriented

programming the high-level language Matlab is used to develop core power system

system design, flow analysis models and plotting in each case.

In addition, as the solve time is critical for real-time performance, several efforts

have been made to develop real-time simulators for power flow. OPAL-RT is an

excellent platform for such application but again being a commercial software pack-

age, it is expensive and gives minimal access to its core developmental environment.

For research environment, graphics processing units (GPU) are used in literature

to enhance the computational efficiency as GPUs can aid in real-time power flow
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solution [LLY+17] and a low-level language C/C++ can used to fully-utilize the

capabilities of the GPUs.

Although, PF is a well discussed topic in the literature, however, this work

mainly focuses on utilizing PF to aid aid in grid services as well as large-scale real-

time simulation of Transmission and Distribution systems. The next portion of this

chapter discusses the basic introduction of the research tasks tackled in this work

and the motivation behind efforts in research.

1.3 Packetized Energy Management

The presence and diversity of distributed energy resources (DERs) and flexible loads

such as electric vehicles (EVs), thermostatically-controlled loads (TCLs) and energy

storage systems (ESSs) are rapidly growing and that changes the characteristics of

the grid. If aggregated, these flexible and responsive devices can provide a signif-

icant portion of the energy and ancillary services necessary for reliable and secure

operations at the consumer level to aid in intelligent demand side management

[CH11, Rah08]. Coordinating demand at scale against variable whole-sale energy

market requires responsive DERs which often represent large residential/commercial

loads. Thus, it is valuable to guarantee that the large-scale coordination of DERs

does not violate grid limits towards a more predictable and reliable grid operation.

The number, density, and diversity of behind-the-meter (BTM) distributed en-

ergy resources (DERs) and loads, such as thermostatically-controlled loads (TCLs),

deferrable loads, and battery storage systems (BSS) are increasing in today’s dis-

tribution systems. Via demand dispatch approaches, these connected DERs can be

aggregated to provide different energy services at the bulk power level, while ensur-

ing quality of service (QoS) for end users [CH10, Rah08]. However, existing demand
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dispatch schemes often focus on coordinating devices and managing end-user de-

vice constraints and overlook the distribution grid’s operational constraints. To

incorporate both end-user QoS and grid constraints, one could naively construct a

large (NP-hard) grid-aware device scheduling problem that embeds the distribution

grid optimal power flow (OPF) problem and whose solution represents an optimal

device dispatch. However, such approach generally scales poorly with the number

of controllable end-points and the non-convex AC power flow constraints of large

distribution networks. Furthermore, such OPF-based demand dispatch methods,

which can enforce grid constraints and customers’ QoS, rely on accurate and ideal-

ized network parameters and load/renewable generation forecasts, and are typically

solved at minutes to sub-hourly intervals, which may not sufficiently capture the

high variability on system conditions (e.g., rapid voltage fluctuations) caused by the

DERs nor fast market conditions (e.g., frequency regulation).

Ensuring grid feasibility is crucial for any demand-side management (DSM) ac-

tivities. In this part of the work, we incorporate grid measurements (or estimates)

with a recently-developed, bottom-up coordination scheme called packetized energy

management (PEM), please see [AEHH+18]. The combination of sensor measure-

ments and coordination begets a novel grid-aware implementation of PEM which is

developed by collaborator in this project. Unlike many other grid-aware coordina-

tion methods, the presented approach leverages the device-driven nature of PEM

and employs ‘traffic-light logic’ with grid measurements and constraint violations

to make real-time and local decisions about devices. At its core, PEM employs

internet-like packet protocols to coordinate the energy consumption of TCLs by

having each device asynchronously and probabilistically request a finite-duration,

fixed-power energy packet based on its local need for energy (e.g., temperature

within its dead-band or its state of charge). The PEM coordinator then accepts or
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denies individual energy packet requests to regulate the aggregate load based on a

desired reference. If the coordinator accepts more packet requests than packets that

expire, then the aggregate demand increases. Otherwise, it decreases. However, to

ensure that devices can meet local energy requirements, PEM also enables devices

whose energy packet requests have been denied to temporarily opt-out of the scheme

and consume energy, if it needs to do so to preserve the end-user’s QoS. The opted

out device returns to PEM once QoS has been restored (e.g., the temperature or

SoC is returned strictly within dead-band). Thus, we term PEM to be QoS-aware.

However, like in any measurement-based closed-loop voltage control of distribu-

tion feeders, the performance of ‘Network-Admissible PEM’ depends on the number

of available measurements, frequency of the measurement update, and multi-phase

measurement considerations. Note that placing sensors (e.g., µ-PMUs) on every

node on the distribution circuits, and updating the measurements frequently in-

cur high infrastructure costs and require extensive communication networks and

bandwidth. Critically, this may not be necessary due to overall improvements in

managing system-level constraints with a few additional grid measurements. More-

over, most of the works on voltage control with behind-the-meter assets focus on

single-phase or phase decoupled circuits.

1.4 Transmission and Distribution System Co-simulation

Increasing penetration of distributed resources such as electric vehicles, storage, flex-

ible loads in power distribution grids can provide several grid services, if aggregated,

not only at the distribution level but also at the bulk transmission level. Therefore,

as the modern distribution grids are designed for bi-directional power flow, the

steady-state interaction of distribution system operators (DSOs) and transmission
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system operators (TSO) is of utmost importance for the reliable operations of in-

terconnected power grids [HV17, HFD+17, BA17]. Moreover, as the penetration

of intermittent sources in power grids is increasing, the need for solving time-series

power flow at finer time resolution is increasing. This motivates us to establish

computationally efficient power flow simulation tools that integrate grids at differ-

ent voltage levels for real time analysis [RDM17]. Though there are some initial

efforts to develop models and solve TSO-DSO power flow collectively, there is lit-

tle effort towards developing models and solution algorithms that is scalable for

large-scale transmission and distribution (T&D) systems and suitable for real-time

performance.

The changing paradigm of power systems imposes emerging challenges for power

system design, planning and operation. The paradigm shift of power systems has

been reflected on modelling and simulation methods used for power system analysis

as well. Simulation frameworks are urged to continuously follow growing demand for

large-scale system simulation, simulation of fast system dynamics and high-fidelity

models. There is a tendency toward performing joint simulation of systems that

have been studied separately in the past. For instance, a joint simulation including

detailed models of transmission and distribution systems is performed nowadays to

analyse interdependencies and unforeseen interactions between the two systems, par-

ticularly in case of scenarios with high level of penetration of distributed generation

(DG). In addition, envisioned complexity of future power systems requires simulation

frameworks that enable interdisciplinary and multi-domain studies. Multi-physics

simulation approach is utilised for the holistic analysis of city district energy sys-

tems that represent hybrid energy systems. Studies on architectures and concepts

in smart grids require a simulation framework that enables joint analysis of power

system and information and communication technology system.To maintain secure
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operations of transmission and distribution systems, it is important to have a better

understanding of the coupling of transmission and distribution systems.

The efficient way to examine such interactions in smart grid systems is to es-

tablish simulation process that integrates grids at different voltage levels. Hence, a

need may arise to study transmission and distribution systems collectively.

Increased penetration of flexible loads and distributed resources on power dis-

tribution circuits will lead to possibility of aggregating such resources for several

grid services both at the distribution and transmission levels. This will lead to

increased interaction of transmission and distribution system operators, as well as

the control actions at LV/MV grid in aggregation will have significant impact on

the operations of bulk transmission systems. Therefore, lately, there has been some

advancements to developing co-simulation platform for solving transmission and

distribution (T&D) systems simultaneously for dynamic and power flow (PF) type

of studies. However, the existing co-simulation platforms base mainly on decou-

pled approaches and a unified approach of solving T&D is largely missing in the

literature.

1.5 Real-Time Analysis and Graphics Processing Unit

Power flow is an important tool to describe its steady state parameters such as the

magnitude and angle of the voltage, real and reactive power, etc depending on its

structure and running status which aids in system maintenance and safe operation.

The changing behavior of the distribution grid summons the need to deploy a more

accurate and faster PF solver that can predict the system behavior in real-time. In

continuation to the aforementioned research topic, this topic would investigate the
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application of a graphic processing unit (GPU)-based iterative solver in achieving a

efficient real-time power flow solution for scalable networks.

The power flow solution algorithm is critical for speed up and its realization in

hardware as it requires parallelizing capability to implement on GPU platforms.

Though the aforementioned works demonstrate promising results for fast power

flow computation with the aid of GPUs, no work in the literature has demonstrated

performance in solving power flow solutions for large-scale T&D systems using the

GPU platform. This works intends to extend the ideas to solve an integrated T&D

simulation in CPU-GPU platform for real-time TSO-DSO interactions.

Additionally, integrated T&D simulation has scalability concerns, and hence,

a working example of large-scale integrated T&D simulation is largely missing in

the literature. Since the simulation of large-scale power systems consists of solving

thousands of non-linear equations, which is computationally burdensome, graphics

processing units (GPU) are used in literature to enhance the computational effi-

ciency as GPUs can overcome the limitation of LU-based direct solvers by employing

parallelization [LLY+17].

1.6 Contribution

This research work develops on the works of many age-old research developments

and utilizes thees well-tested methods and theories for Power Flow analysis, Packe-

tized Energy Management, estimation of grid states, Transmission and Distribution

system co-simulation, GPU based mathematical models. Nevertheless, building on

these habitual theories, the following research tasks can be pointed as major contri-

butions which are original and unique.
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1.6.1 Grid-Aware Energy Management

Development of a smart network coordinator that incorporates grid measurements

(or estimates) with PEM in achieving global tractability ensuring quality of service.

• Developed and mapped large-scale grid model to integrate flexible load models

across the network.

• Developed comprehensive PF models to accurately acquire live grid mea-

surements while updating the grid loading conditions upon time dependent

changes.

• Leveraging the bi-directional DER coordination scheme PEM, developed a

smart demand dispatch scheme that guarantees network admissible DER co-

ordination.

• Building upon the Network-Admissible PEM [KPAew], developed practically-

relevant, simulation-based analysis on the effects of the number, type, and

sampling rate of grid measurement updates on the overall performance of the

Network-Admissible PEM.

• Developed simulation methods evaluating the significance of intra-phase mea-

surements on the effective voltage control of multi-phase distribution grids

while considering phase-coupled unbalanced distribution grids in the Network-

Admissible PEM

1.6.2 Transmission and Distribution System Co-simulation

Development of algorithms for scalable & integrated T&D simulation to analyze

TD test system using decoupled and unified approach to be used for bench-marking

purpose.
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• Developed a comprehensive mathematical model of transmission and distribu-

tion systems for steady-state analysis. This is a significant improvement on

modeling T&D over the existing efforts in the literature [HV17, SKD20, JB18,

KSPK19], where the grid component models are simplified.

• Developed efficient power flow algorithms that can effectively handle inte-

grated transmission and distribution circuits. The developed algorithm scales

up very well for large-scale integrated T&D systems and exhibits superior

computational performance.

1.6.3 GPU based T&D System Co-simulation

Implemented the large-scale power flow model for Transmission System (TS)- Distri-

bution System (DS) interaction in a low-cost CPU-GPU hybrid computing platform,

to demonstrate the speed up, and to compare the solution speed with respect to the

existing real-time tools. To the best of our knowledge, this will be the first work

to implement large-scale scalable T&D simulation in GPU platform compared to

the existing literature [LLY+17, HGS17, RTO17], which focused on transmission

systems and [ADK12] on distribution system only, and provide a low-cost solution

compared to the expensive off-the-shelf commercial tools available for integrated

T&D power flow [JB18].

1.7 Summary

The paradigm shift of the distribution grid with the heavy penetration of DERs and

flexible loads such as electric vehicles (EVs), TCLs such as water heaters, fridges,

kitchen appliances, and energy storage systems (ESSs) changes the overall charac-

teristics of the DS through additional load (EVs/battery) and newly bidirectional
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Figure 1.2: Transformation of distribution grid and increased interaction with trans-
mission grid

flow of power. Under this current strategy and future developments, the customers

are becoming suppliers by selling their additional resources back to grid and hence,

the distribution grid becomes active from a passive network with flow of power in the

direction of the transmission network by creating a bidirectional power flow system

with increasing communication needs within the operators. While the research work

on grid-aware Packetized Energy Management investigates the network constraints

and develops a smart coordinator to handle such additional penetration of new loads

and bidirectional power flow through demand management, it is also important to

look into the characteristic evolution of the transmission network as well.

Fig. 1.2 provides a clear idea on the the active future grid where the residen-

tial consumers in addition to traditional loads, now hosts flexible loads, EV and

PV sources which have the capability to sell power back to the grid after satisfying

consumer needs that travels all way to the main transmission grid. The distribu-

tion block on the right side in Fig. 1.2 the residential consumer holds varieties of

modernized devices which leads to increased interaction in terms of both energy

flow and communication compared to the present or past grid scenario as presented
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in Fig. 1.1. In addition to that, the grid is now hosting DERs connected to the

distribution grid and these all have changed the unidirectional flow of power to a

bidirectional flow and changed the way DS communicates with TS block on the left

side of Fig. 1.2.

In such distribution system with highly variable generation, unconventional dy-

namics due to interactions among multiple inverters and bidirectional flow of energy

will lead to increased interaction between transmission and distribution systems

which needs to be investigated. An efficient way to examine such interactions in

smart grid systems is to establish a simulation process that integrates transmission

and distribution grids at different voltage levels to study the integrated systems

collectively for secure and reliable operations of interconnected power grid.

Therefore, the research task on the Transmission and Distribution (T&D) Sys-

tem Co-simulation takes up on the challenge to develop a decoupled approach for

solving integrated T&D system and efficiently benchmarks it with the collaborator

developed unified solver for accuracy.

With this increasing variable behavior of the distribution grid with the transmis-

sion grid, the nature and communication time frame also shifts towards finer time

resolution in real-time. Additionally, there is research gap in the current literature

in simulating large-scale integrated T&D systems as with increasing system size,

the computational burden increases. This motivates the development of a compu-

tationally efficient and scalably generic simulation framework that integrates grids

at different voltage levels, enabling time-series power flow simulation of integrated

T&D systems for real time analysis. Hence, in the third task, using a CPU-GPU

hybrid platform , an efficient and fast PF solver is developed with the intent to

solve large-scale power flow model using a comprehensive mathematical model of

transmission and distribution systems for steady-state analysis.
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1.8 Organization of the Dissertation

1.8.1 Chapter 2: Background and Literature Review

A detail overview of the basic mathematical models of the well-established power

flow methods and simulations are discussed in this chapter. The discussion includes

the present-day research efforts and publications to analyze the advances and ad-

vancements in this dissertation topic. This chapter also evaluates the research gaps

and opportunity for further developments and hence, justifies the research efforts

made in this work.

1.8.2 Chapter 3: Network Admissible PEM

This chapter provides preliminaries on PEM including the device and coordinator

level PEM logic. Network admissible PEM is built on the accuracy of power flow

solver and live grid measurement. So, the overall approach including the PF solver,

acquisition of grid measurements and the significance of intra-phase measurements

on the effective voltage control of multi-phase distribution grids is discussed here

to explain the algorithmic approach of the Network-Admissible PEM. Several eval-

uation metrics are adopted to analyze the performance of the Network-Admissible

PEM. Next, the developed case studies are presented and numerical simulation

results are presented and discussed using the developed evaluation metrics in con-

cluding the task.

1.8.3 Chapter 4: T&D Co-simulation

One of the major challenge in T&D Co-simulation is the choice of right mathematical

model for the simulation. Here, at first, the simulation methods, i,e the PF solvers
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are discussed and the suitability of the solver for integrated T&D Co-simulation.

Then, the mathematical modeling of the decoupled and unified approach including

the comprehensive grid model is discussed. In the next section, the developed case

studies are presented and the acquired results are bench-marked for accuracy of the

developed numerical models.

1.8.4 Chapter 5: GPU-based T&D Co-simulation

Developing on the integrated T&D Co-simulation, this chapter discuss the suitable

common power flow solution methods for the decoupled and unified approach for

solving large-scale integrated TD systems at a faster time frame. GPU is used

here as a computational tool to acquire PF as a faster time frame. Then, a basic

overview of GPU and the GPU language environment is discussed briefly. In the

next part, the numerical simulation models and the performance evaluation metrics

are discussed. Next section discusses the case studies, acquired results and evaluates

using the metrics to make concluding remarks.

1.8.5 Chapter 6: Conclusion and Future Work

This chapter signifies major findings of each research task and presents research

tasks for the future. This includes the limitation of specific solver in simulating

specific test system and the work-around.
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CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

In this chapter, the well established power flow solver and the use of these solvers

along with the research focus related to recent developments in the literature is dis-

cussed. The basic introduction of power flow solvers and the usage of these solvers in

the literature is discussed in the Section 2.2. Section 2.3 discusses the relevant litera-

ture related to packetized energy management and grid-awareness in addition to grid

states. Section 2.4 would present the co-simulation advancement and limitations of

T&D co-simulation till date. Section 2.5 discusses the limitation of large-scale T&D

co-simulation in real-time while presenting the recent advancements.

2.2 Power Flow Solvers

The power flow and the selection of an applicable method to solve power flow is the

most basic prerequisite for analyzing secure steady state and optimal operational

setting of the present day grid and future planning and design. The methods of

power flow analysis can be divided into two major categories; namely, deterministic

and probabilistic methods, where the later basically deals with the system uncer-

tainties and the method includes the uncertainties in terms of probability density

function to solve the system states. Our research works focus on the deterministic

methods which again can be divided into three main categories such as direct it-

erative method, Gauss-type methods and Newton-type methods which all uses the

network provides static data including generation, connected loads and calculate the

power flow in achieving the static grid state using the given grid configuration.
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A great application of the first category is the the forward/backward sweep

(FBS) methods which is mostly suitable for the distribution systems. FBS meth-

ods exploit the radial or weakly meshed topology of distribution systems and are

based on ladder circuit analysis [KM76, Ker84, CS95]. FBS method is preferred for

distribution system PF due to its simplicity in multi-phase environment and faster

speed. Though FBS generally takes more iterations than NR, it requires less mem-

ory and less computation complexity on each iteration as it does not need to store

and invert full Y -bus or Jacobian matrices [MGP16]. Several variants of FBS have

been proposed to make the model more efficient [CCW07, GD99] and incorporate

voltage controlled buses [ZT02, JWZS14]. FBS is shown as a robust approach for

solving distribution grid power flow and its convergence is less dependent on R/X

ratio of the feeders; even in large-scale applications [BCCN00, CFO03].

In the second category, most appropriate representative of Gauss-type methods

are Gauss-Seidel and the Implicit Z-bus Gauss method. In this research Implicit

Z-bus methods are used which is a Gauss bi-factored Y-matrix (GBY) method and

is derivative free, and hence, simple to implement [LSCT99, CCH+91]. Implicit

Z-bus methods involve the solution of a linear set of equations for constant current

injections and an iterative method for constant power loads. Recently, in [BG18b],

sufficient conditions for the convergence of Implicit Z-bus method are derived for

ZIP loads. However, its convergence could be slower and shown to diverge for

distribution systems with voltage controlled buses [CZDK14].

The third category i.e. the Newton-type methods such as Newton-Raphson

(NR) method and its variants are common in solving transmission level power flow

problems [TH67]. Due to radial or weakly meshed structure, and high R/X ratio,

Newton-type methods traditionally was not preferred for Distribution system PF

in the past [BG18b, CCH+91] and even authors mentioned that NR could fail for
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specific distribution systems [GD99]. However, Newton-type methods are shown to

be successful in solving power flow for both transmission and distribution system

and generally require less number of iterations to converge [SMP+18, KSS08]. How-

ever, each iteration of NR requires updating elements of Jacobian and inverting the

Jacobian matrix, which are computationally involving steps. NR method applied to

current injection based formulation, as in [GPC+00], requires only a few of the Jaco-

bian elements to be updated in the iteration; hence, this approach is faster compared

to NR method applied to power injection based formulation. [PAP+04] introduced

a robust four-wire current injection based NR method including neutral wires and

ground impedance in solving unbalanced three-phase PF. To achieve computational

efficiency, a fast decoupled version of DPF is developed in [ZC95], but this approach

is not the extension of the fast decoupled method for solving transmission level

power flow which exploits the low R/X ratio of transmission lines [SA74]. Several

attempts were made to improve performance of the fast decoupled method with high

R/X ratio including the empirical adjustment made in the Jacobian matrix [RB88].

NR method can be readily applied to solve the transmission and distribution sys-

tem under unsymmetrical conditions to solve power quality problems [LN97]. NR

method have higher reliability in terms of robustness and higher rate of convergence

under suitable choice of initial starting conditions specially when scalable systems

are under investigation [MKG+07].

Overall, NR method has the robustness and scalability required to solve a com-

plex power system that hosts a combination of all types of network buses and hence

NR methods or it;s variant is preferred to solve both transmission and distribution

system in the literature extensively and in this work.
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2.3 Network Admissible Packetized Energy Management1

Ensuring grid feasibility is crucial for any demand-side management (DSM) activi-

ties. In this context, the authors in [LM19] proposed congestion and voltage profile

management by estimating the expected network profiles (voltage, power flow, etc.)

and energy usage variations. To ensure grid feasibility of diverse DERs, the work in

[CDZL20] uses multi-period optimization models to aggregate the active power flex-

ibility by approximating the exact feasible region of the net power injection at the

substation level with an inner-box region. In [MR19], authors propose node-wise

computation of power injection and withdrawal limits using OPF-based models.

Disaggregating the net flexibility as obtained in [CDZL20] to nodal level or esti-

mating the nodal injection bounds that ensures grid feasibility could still render

challenging optimization problems [WBP+19]. Therefore, in [NA19a, NA19b], the

authors developed a provable convex inner approximation of the feasible region that

is able to disaggregate dispatch signals to nodal level that do not violate the grid

constraints. Realising the uncertainty of incoming usage request of connected flex-

ible loads, in [LBT+19] the authors developed a control formulation for handling

plug-and-play charging requests of flexible loads in a distribution system and en-

sured grid feasibility through a convex formulation of the distribution grid model

[FL13]. The grid feasibility can also be ensured through the estimation of DER and

flexible load hosting capacity as in [WCGW16, JMW16]. In [BBDZ18, SAM19],

the grid feasibility is ensured through the design of local droop settings to control

active/reactive power of DERs.

Given the high computational needs, the optimization based models are intended

to provide bounds at coarse time scale (sub-hourly) that may not capture high

1A portion of Section 2.3 discussing literature review on PEM is contributed by our
research collaborator team of University of Vermont led by Dr. Mads R. Almassalkhi.
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variability on grid conditions due to intermittency of DERs. To ensure robust-

ness in managing the grid constraints, particularly for forecasting uncertainties and

high variabilities of DERs, the coarse time-step, optimization-based methods can be

complemented by feedback obtained from the grid measurements/state estimators

[GZZ+20, PBD20]. That is, as the deployment of low-cost sensors at the grid-edge

intensifies and are combined with existing real-time automatic controllers (RTAC)

and micro-phasor measurement units (µ-PMU), it opens up new data-driven ap-

plications for feedback-based coordination of DERs in power distribution networks

that respects constraints and network limits [RAW21].

In this task, we incorporate grid measurements (or estimates) with a recently-

developed, bottom-up coordination scheme called packetized energy management

(PEM), please see [AEHH+18]. The combination of sensor measurements and coor-

dination begets a novel grid-aware implementation of PEM. Unlike many other grid-

aware coordination methods, the presented approach leverages the device-driven na-

ture of PEM and employs ‘traffic-light logic’ with grid measurements and constraint

violations to make real-time and local decisions about devices.

However, like in any measurement-based closed-loop voltage control of distribu-

tion feeders, the performance of ‘Network-Admissible PEM’ depends on the number

of available measurements, the frequency of the measurement update, and multi-

phase measurement considerations. Note that placing sensors (e.g., µ-PMUs) on

every node on the distribution circuits and updating the measurements frequently

incur high infrastructure costs and require extensive communication networks and

bandwidth. Critically, this may not be necessary due to overall improvements

in managing system-level constraints with a few additional grid measurements.

Moreover, most of the works on voltage control with behind-the-meter assets fo-

cus on single-phase or phase decoupled circuits. Removal of mutual impedance
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from distribution circuits causes significant voltage error in the phase-decoupled

models [ISPK21]. Specifically, the intra-phase dependency is not straightforward

as active voltage control in one phase can worsen the voltage profiles on other

phases [KZGB16]; hence, it necessities full three-phase voltage measurements for

effective control of unbalanced distribution feeders.

2.4 Transmission and Distribution System Co-simulation

The convergence of unified T&D is challenging due to different R
X

ratios of transmis-

sion and distribution systems and lack of a single scalable method to solve the power

flow of the unified system. Therefore, T&D model and solution methods in literature

follow decoupled approaches [HV17], where transmission and distribution systems

are decoupled at interface buses and solved independently (employing specialized

algorithms) either sequentially or simultaneously depending on the capability of the

computing machines. In the modeling, the Transmission Systems (TS) are modeled

based on positive-sequence or three-sequence while the Distribution Systems (DS)

are based on three-phase modeling. These approaches use existing off-the-shelf tools

in solving respective transmission and distribution models [KSPK19].

In conventional simulation tools, transmission and distribution circuits are treated

as separate systems and are analyzed independently. In such tools, distribution sys-

tems are represented by lumped loads while solving the transmission system. On

the other hand, the transmission system is represented using a constant voltage

source while solving distribution circuits [JB18]. Although, the existing electromag-

netic transient (EMT) simulators can solve integrated transmission and distribution

systems, the simulation procedure may not be scalable for large-scale systems due

to inherent computational burden. Moreover, EMT level simulation may not be
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necessary for the entire power grid if power flow analysis, stability analysis or dy-

namic studies are the focus. Therefore, in order to reduce computational burden of

EMT simulations, efforts have made in the past to develop co-simulation platforms

that can combine EMT simulation and transient stability analysis (TSA) tools to-

gether such that the detailed EMT type of studies are carried out only for high

frequency switching devices [JDS+09, ZGW+13, TGK19]. Similarly, in [PAGV14],

a co-simulation platform is built that can interface phasor-based and EMT simula-

tors. Lately, efforts have made to built co-simulation platforms to solve Transmission

and Distribution Systems (T&D) directly in phasor domain for several applications

(power flow [SGZ+15, HV17], dynamic simulation [SGZ+15], contingency analysis

[LWSG15], etc.)

Existing T&D co-simulation methods follow decoupled approaches, where trans-

mission and distribution systems are decoupled at interface buses. Most of the

methods use off-the-shelf simulators for solving transmission and distribution sys-

tems separately, and user-built interfaces are used for data exchange between the

simulators. A unified approach for simultaneously solving T&D models are discussed

in [MT09] (for power flow) and [JPB+16] (for dynamic simulation). In [SGZ+15], a

global power flow analysis based on master–slave splitting of T&D system is used.

Convergence of the method is demonstrated; however, it is not known if the power

flow solution of T&D using decoupled approach would converge to the true solu-

tion compared to a unified approach as in [MT09]. In[HFD+17], an open-source

framework, ‘framework for network co-simulation’ (FNCS), is developed for T&D

co-simulation, where FNCS is used as the information interface, GridPACK as trans-

mission system simulator, and GridLAB-D as distribution system simulator. In

[HV17], a Diakoptics based simulation approach for T&D co-simulation (both power

flow and dynamic simulation) are built. In the modeling, the transmission system is
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based on three-sequence modeling and distribution system is based on three-phase

modeling. The authors argued that the analysis in mixed frame of reference allows

use of existing mature methodology/tools in solving respective transmission and

distribution models.

In [JB18], a very large T&D system (100,000+ nodes) is solved using commercial

ePHASORSIM solver, and a real-time performance was achieved exploiting the par-

allel processing. Decoupled approaches, as in [JB18, AVC15, HV17, MT09], exhibit

benefits that the algorithms can be parallelized. However, inappropriate choice of

simulation time step and inherent time delays on the decoupled approach may lead to

divergence of the solution [VKA18]. Moreover, solutions obtained from phasor-based

decoupled approaches needs to benchmarked against phasor-based unified T&D co-

simulation approaches [MT09, JPB+16]. Since the benchmarking solutions to T&D

co-simulation are not available, efforts have made in the past to compare against

solutions obtained from the EMT solvers (and by using Fourier filters) [HV17].

Existing decoupled approaches take the advantage of using off-the-shelf simula-

tors to solve the integrated T&D systems through proper information exchange with

reduced computational burden. In all the aforementioned decoupled approaches, one

major missing component is the absence of an appropriate benchmark to validate the

results as there exists no standard T&D test results based on unified co-simulation

approach in phasor domain. Therefore, one of the objectives of this work is to

develop a unified T&D test system that can serve as a benchmark for decoupled

approaches.
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2.5 Real-time Co-simulation on GPU

The power flow solution algorithm is critical for speed up and its realization in

hardware as it requires parallelizing capability to implement on GPU platforms.

Forward-Backward algorithm shows promising results with possibility of paralleliz-

ing for radial feeders [ADK12]. Newton-Raphson (NR) based method shows greater

speed-up in GPU compared to other methods for transmission system, while the

absolute solve time of NR-based method still would be slow as system size grows

[GJY+12]. It is shown in [XFC13], using multi-frontal method that the efficiency of

solving sparse linear equations of NR method can be improved by using GPU based

linear algebra library. GPUs parallel programming library coupled with efficient

power flow solving algorithm has found to provide real time analysis of large-scale

power systems and at least two orders of magnitude faster than the CPU counterpart

[WCK+19, ZBC+18].

As the solve time is critical for real time performance, the development of compu-

tationally efficient models and methods are crucial to simulate large-scale integrated

T&D systems. Additionally, integrated T&D simulation has scalability concerns,

and hence, a working example of large-scale integrated T&D simulation is largely

missing in the literature. Since the simulation of large-scale power systems consists

of solving thousands of non-linear equations, which is computationally burdensome,

graphics processing units (GPU) are used in literature to enhance the computational

efficiency as GPUs can overcome the limitation of LU-based direct solvers by em-

ploying parallelization [LLY+17]. By exploiting the sparse vector/matrix operations,

the massively parallel architecture of GPUs are utilized in a hybrid GPU–central

processing unit (CPU) computing environment in [HGS17, RTO17] to further reduce

the solve time. GPU can aid in achieving additional layer of parallelism with better
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coalesced memory accesses in solving massive number of tasks in achieving higher

speed up in simulation compared to traditional platforms [ZFB+17, ZBC+17]. Addi-

tionally, use of pre-conditioner have been found effective for a GPU based platform

[LL15]. Heterogeneous CPU-GPU hybrid platform with generalized minimum resid-

ual (GMRES), bi-conjugate gradient based sequential, and parallelly iterative power

flow solver can provide better parallelism, simulation efficiency and convergence as

demonstrated in [LWT13, Gar10].

An off-the-shelf commercial tool has demonstrated large-scale T&D simulation

[JB18]; however, the method is proprietary and requires dedicated hardware. The

work in the literature lacks comprehensive component modeling (particularly on the

distribution side), scalability, and real-time performance of large-scale T&D sys-

tems for steady-state interactions in TSO-DSO. Though the aforementioned works

demonstrate promising results for fast power flow computation with the aid of GPUs,

no work in the literature has demonstrated performance in solving power flow solu-

tions for large-scale T&D systems using the GPU platform. This works intends to

extend the ideas to solve an integrated T&D simulation in CPU-GPU platform for

real-time TSO-DSO interactions.

Another challenge in solving integrated T&D power flow is the lack of a sin-

gle algorithm that can be readily applied to transmission and distribution systems.

Though Newton-Raphson (NR)-based algorithms are used in solving transmission

and distribution systems, it lacks the required computational performance for large-

scale systems as the Jacobian matrix needs to be computed and inverted every

iteration of NR. On the other hand, decoupled power flow methods can overcome

the issues of NR methods; however, the methods fail for distribution systems. Simi-

larly, the distribution system-specific power flow methods such as backward-forward

sweep (BFS) and Z-bus (implicit) methods cannot be extended to transmission level
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studies. Therefore, with the focus on the limitations of the existing works and solu-

tion algorithms for integrated T&D simulation, this work proposes to contribute as

follows.

• To develop a comprehensive mathematical model of transmission and distribu-

tion systems for steady-state analysis. This will be a significant improvement

on modeling T&D over the existing efforts in the literature [HV17, SKD20,

JB18, KSPK19], where the grid component models are simplified.

• To develop efficient power flow algorithms that can effectively handle inte-

grated transmission and distribution circuits. The proposed solution algorithm

on transmission side, which will be a variant of inexact NR, does not require

inversion of the Jacobian matrix every iteration and hence scales up very well

for large-scale integrated T&D systems and exhibits superior computational

performance.

• To implement the large-scale power flow model for TSO-DSO interaction in

a low-cost CPU-GPU hybrid computing platform, to demonstrate the speed

up, and to compare the solution speed with respect to the existing real-time

tools. To the best of our knowledge, this will be the first work to imple-

ment large-scale scalable T&D simulation in GPU platform compared to the

existing literature [LLY+17, HGS17, RTO17], which focused on transmission

systems and [ADK12] on distribution system only, and provide a low-cost so-

lution compared to the expensive off-the-shelf commercial tools available for

integrated T&D power flow [JB18].
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2.6 Summary

This chapter hereby presented the applicability of mathematical methods in power

flow analysis and coherently discusses the research development is all of the research

projects of this dissertation in identifying the need and the research gap while men-

tioning the major contribution of these tasks.
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CHAPTER 3

NETWORK-ADMISSIBLE PACKETIZED ENERGY

MANAGEMENT

3.1 Introduction

In this chapter the major development of the network -admissible PEM method and

the coordinator decision making process is discussed along with the development

of the grid constraints. Section 3.2 provides a basic overview of preliminaries on

PEM. Section 3.3 provides algorithmic description on the Network-Admissible PEM.

Section 3.4 discusses performance evaluation of Network-Admissible PEM using

unbalanced distribution system. Section 3.5 provides a summary of the research

findings.

3.2 Packetized energy management preliminaries

This section provides a summary of grid-agnostic PEM control logic at the device

and coordinator layers.1

3.2.1 Device Level PEM Logic

Consider device n with measured or estimated energy state over discrete time in-

terval k of duration ∆t, xn[k]. This device is endowed with local control logic that

relates the xn[k], its user-defined set-point xset
n , and its comfort range, [xn, xn], to a

probability of making a request for a finite-duration, fixed-power energy packet to

1The overall PEM preliminaries (Section. 3.2) is developed by our research collaborator
team of University of Vermont led by Dr. Mads R. Almassalkhi. We have developed the
demand dispatch scheme in presence of grid constraints and efficiently integrated with
PEM scheme to study the impact on the overall distribution grid.
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the coordinator (e.g., 5-minute, 4 kW or 0.33 kWh energy packet request). As an

example, the probability that device n makes a request during interval ∆t is illus-

trated in Fig. 3.1 via the following relation for a charging (i.e., power consumption)

packet:

Preq(k) := 1− e−mRµn(xn[k])∆t (3.1)

where mR is the mean time-to-request (MTTR) when xn[k] = xset
n and µn(xn[k]) ≥ 0

is a state-dependent rate parameter given by,

µn(xn[k]) :=


xn−xn[k]
xn[k]−xn

· xset
n −xn

xn−xset
n

if xn[k] ∈ (xn, xn)

0 if xn[k] ≥ xn

. (3.2)

Discharging (i.e., power injection) packet request logic can be defined similarly and

is also illustrated in Fig. 3.1. Thus, for a given local dynamic energy state (or

a device’s need for energy), the probability of making a request is defined. This

probability is compared with an independent sample from uniform distribution to

determine if a request is made from device n at time-step k.

If the request is made and accepted by the coordinator, the device switches from

standby to a constant-power charging/discharging (consumes/supplies energy) state

at the device’s rated power level ±P rate
n . The constant power level is maintained for

the duration of the packet length when the packet then expires, unless the packet is

interrupted prematurely (to avoid exceeding the comfort range).

In addition, if a device’s requests are repeatedly denied by the coordinator,

the device’s energy state may exceed its comfort range. Owing to the QoS-aware

design of PEM, the device will then notify the coordinator that it is automatically

opting out of PEM and will consume/supply the necessary energy to return the

energy state to within its defined comfort range upon which the device updates

the coordinator that it has returned to PEM mode. The use of packet-based (net)
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consumption and event-based device communications represents a novel, scalable

approach for a centralized coordinator to estimate the aggregate demand without

real-time power measurements from the entire fleet. Next, we define how packet

requests are managed by the PEM coordinator to dynamically regulate aggregate

(net) demand.

0 10 20 30 40 50 60 70 80 90 100
0

0.2

0.4

0.6

0.8

1

Request to consume

Request to inject

Remain in standby

Lower bound

Upper bound

Set point

Figure 3.1: Probability of a bidirectional device (e.g., ESS) requesting to the coor-
dinator to either consume power (blue) or inject power (red) over a discrete-time
interval k. If neither or both request types are made, then the device remains in
standby (green). Clearly, for an electric water heater, there is no option to inject
power, so device’s packet request logic simplifies.

3.2.2 Coordinator Level PEM Logic

Due the asynchronous implementation of PEM, an energy packet request from any

device can arrive at the coordinator at any time. This implies that over a sufficiently

small time interval (e.g, 10ms, which can be different from device’s interval ∆t), it is

reasonable to assume that the coordinator only receives a single device event. The

event could be an incoming charging/discharging packet request, uc/d,n[k] ∈ {0, 1},

which is either accepted or rejected (i.e., yc/d,n[k] ∈ {0, 1} with yc/d,n[k] ≤ uc/d,n[k]).

Besides packet requests, the coordinator can also receive event types related to
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previously accepted packets expiring (yexpc/d,n[k] = 1) or being interrupted (yintc/d,n[k] =

1) and devices opting out (yoptc/d,n[k] = 1). From the incoming stream of events, the

coordinator can then construct an online estimate of the aggregate demand. For

example, for a fleet of switch loads (i.e., with only charging packets and P rate
n > 0),

the aggregate demand at time-step k can be estimated as:

Pagg[k + 1] := Pagg[k] +
N∑

n=1

P rate
n ∆yc,n[k], (3.3)

where, ∆yc,n[k] := yc,n[k]−yexpc,n [k]−yintc,n[k]+yoptc,n [k] and we assume that the time-step

k is sufficiently small such that no more than a single device event takes place across

the fleet (i.e.,
∑N

n=1 yc,n[k] + yexpc,n [k] + yintc,n[k] + yoptc,n [k] ≤ 1 for all k). Clearly, the ag-

gregate demand increases when packets are accepted or devices opt out and demand

decreases when a packet expires or is interrupted. Note that the coordinator’s only

decision is whether to accept or reject a packet request (i.e., determine yc/d,n[k]),

which is based on the difference between Pagg[k] and a desired target reference power

Pref[k].

This gives rise to the coordinator’s control policy, whose objective is to minimize

the tracking error e[k] := Pref[k] − Pagg[k] and is defined as follows for a fleet of

switch loads:

yc,n[k] :=

 1, if uc,n[k] = 1 ∧ e[k] ≥ P rate
n /2

0, else
. (3.4)

Generalizing the above to the case of coordinating a fleet with both charging and

discharging requests is straightforward. For further details on modeling and control

of a fleet under PEM, please see prior works [AEHH+18, DA20, BKOA21]. Note that

the coordinator’s control policy is similar to a relay controller that accepts a packet

when the tracking error is above a threshold (“green light”) and reject otherwise

(“red light”). However, unlike traditional relay control from a single plant, the
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coordinator responds to asynchronous, stochastic requests from N plants, which

permits accurate tracking.

The key contribution in this manuscript is to extend the coordinator’s control

policy in (3.4) to incorporate and understand the effect of distribution grid mea-

surements into the packet acceptance/rejection logic. These measurements enable

PEM to be cognizant of the network’s nodal voltage and transformer apparent power

limits and only accept packet request if they reduce tracking error and do not exac-

erbate any network violations, which gives rise to a Network-Admissible PEM and

is described next.

3.3 Network-Admissible PEM

3.3.1 Overall Approach

The overall Network-Admissible PEM approach is illustrated in Fig. 3.2, where the

PEM coordinator as in [AEHH+18, AFH17] is integrated with a (grid) Constraint

Coordinator. In regular PEM scheme, energy packet requests are made by the

devices to the PEM coordinator, which are accepted or rejected by the coordinator

in real time to track desired reference setpoints (as explained in Section II). The

accepted requests are handled by the Constraint Coordinator in the next step, which

checks the grid constraints based on live grid measurements to generate traffic-like

logic to determine, in real time, whether packets requests are network admissible.

The details of Network-Admissible PEM is provided in [KPAew].
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Figure 3.2: Network-Admissible PEM-based demand dispatch scheme.

3.3.2 Multi-Phase Measurement Considerations

The local voltage control schemes in literature use voltage measurements only from

the controlled node. Refer to Fig. 3.3, where a local controller at node ia (which is

phase-a of three-phase bus i) takes the voltage measurements only from the same

node, i.e., Via , while the voltage measurements of other two phases of the same

bus, i.e., Vib and Vic are not used. Such voltage control schemes are applied to

three-phase unbalanced feeders with strong assumption that improvement in voltage

performance on one phase of a multi-phase bus does not worsen the voltage profile

of other phases of the same bus. The assumption would be that a load of Iia causes

voltage drop on all three phases of the bus i with respect to bus j, i.e., |Via | ≤ |Vja|,
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|Vib| ≤ |Vjb|, and |Vic | ≤ |Vjc|. However, a closer look at voltage drop model in

three-phase circuit suggests that the mutual coupling among phases may impact

the voltages of other phases differently. The voltages on two ends (bus j and i) of

three-phase distribution feeder with a load of Iia can be modelled as,


Via

Vib

Vic

 =


Vja

Vjb

Vjc

−


Zaa Zab Zac

Zab Zbb Zbc

Zac Zbc Zcc



Iia

0

0

 . (3.5)

The phasor diagram in Fig. 3.3 shows that the load of Iia can lead to voltage

rise on node ib (with respect to node jb), i.e., |Vib| ≥ |Vjb| due to mutual coupling

of the phases. We can arrive at similar observations if loads are connected at nodes

ib or ic. This clearly indicates that a local control scheme that improves voltage

on one phase can negatively impact the voltages on other phases of the same bus.

Therefore, for any measurement based control approach, voltage measurements of

other phases of the same bus is required for effective voltage management of a

Figure 3.3: Equivalent circuit and voltage drop model of three-phase unbalanced
distribution feeder.
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single phase node. Therefore, in the proposed Network-Admissible PEM scheme,

we consider intra-phase measurements in the Constraint Coordinator (see Fig. 3.2).

3.3.3 Network-Admissible PEM Algorithm

Consider ip represents index for a single phase node at bus i, ip+ represents all

phases of the same bus where node i is connected to, and M [ip] ∈ {0, 1} is a

parameter that represents if voltage at node ip is measured or not. V [ip] and V [ip]

are the prescribed minimum and maximum voltage magnitude bounds. Based on

the overall approach shown in Fig. 3.2 and the multi-phase voltage measurement

consideration as described earlier, we build the proposed Network-Admissible PEM

algorithm as shown in Algorithm 1. Note that Algorithm 1 is provided with respect

to charging packet requests only; however, similar logic can be readily developed for

discharging packet request in the Network-Admissible PEM.

: Network-Admissible PEM [1]

Incoming Packet Request uc,n[ip, k] ¬(uc,n[k] = 1 ∧ e[k] ≥ P rate
n /2) Refer to

(4). Reject Packet: yc,n[ip, k]=0. Grid Constraint Management. M [ip] = 1 Node

ip is measured. V [ip+] ≤
∣∣V [ip+, k]

∣∣ ≤ V [ip+] Accept Packet: yc,n[ip, k]=1. Voltage

violation. Reject Packet: yc,n[ip, k]=0. Accept Packet: yc,n[ip, k]=1.

3.4 Numerical Simulation

In this section, we study the impact of varying PEM packet length (Pt) and grid

voltage measurement update rate (St) on the Network-Admissible PEM scheme.

We also evaluate the performance of Network-Admissible PEM scheme with single-

phase versus multi-phase voltage measurements. Additionally, we study the impact
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of the number of voltage measurements on the performance of Network-Admissible

PEM scheme.

Figure 3.4: A 2522-bus test feeder, modified from the original IEEE 8,500-node
feeder, with 3,000 TCL and ESS devices.

3.4.1 Simulation Setup

A 2522-bus (3,817 single-phase nodes) test system as shown in Fig. 3.4, which is

extracted from MV-side of the IEEE 8500-node test feeder [SMP+18], is used for

numerical case studies. The test system has total of 1,413 single-phase load nodes,

where TCLs and ESSs devices are connected and are controlled through Network-
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Admissible PEM scheme. Total of 3,000 PEM controlled devices (2,100 TCLs and

900 ESS) are connected to the load nodes. Each load has up to three PEM devices

(TCL or ESS), and each device has P rate
n = ±5kW. Different packet lengths are used

in the simulation and MTTR is kept same as the packet length. The simulations

are run for 1 hour with time step of 2 seconds (i.e., 1,800 time steps).

3.4.2 Performance Metrics

We adopt the following metrics to evaluate the performance of the Network-Admissible

PEM.

Composite Performance Score (xc): This score is used in industry by system

operator PJM and measures the overall performance of a grid resource to regulate

to the Automatic Generation Control (AGC) reference signal. The performance

score is the average of three distinct scores namely, accuracy, delay, and precision

scores. For details on scores, please see e [BKOA21].

Voltage Violation Metrics: At the system level, we propose to use the following

three voltage violation metrics. Please see [KPAew] for more details on these grid

violation metrics.

• Maximum Duration of Continuous Voltage Violation (Dm): This met-

ric looks at any node on distribution feeder that exhibits the longest duration

of voltage violation, i.e.,
∣∣V [ip, k]

∣∣ ≥ V [ip] ∨
∣∣V [ip, k]

∣∣ ≤ V [ip].

• Maximum Cumulative Duration of Voltage Violations (Dt): Since

there exists multiple instances of continuous voltage violation on distribu-

tion feeders, Dm alone is not sufficient to capture the temporal distribution

of voltage violation. Thus, we propose to use Dt that is the maximum of the

cumulative duration of nodal voltage violation.
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• Maximum Area under the Voltage Violation (Am): Metrics Dm and

Dt defined above only capture the duration of voltage violation; however,

these metrics are not able to capture the magnitude of voltage violations.

Therefore, we propose to use maximum of cumulative area under the nodal

voltage violation function (i.e., area under the voltages above or below the

thresholds).

3.4.3 Performance Evaluation

The combined impact of varying packet lengths Pt and grid measurement update rate

St on the performance metrics are analysed next. To obtain average performance

metrics, each case is run 200 times that ensures randomness in the packet requests

from TCLs and ESSs. Nodal voltage measurement update rate St is varied between

2 seconds, 30 seconds, 2 minutes, and 5 minutes for each of the packet length Pt of

30 seconds, 2 minutes, and 5 minutes.

Fig. 3.5 presents a sample case (one out of 200 runs) in tracking a real AGC

signal with varying packet lengths with St=2 seconds. The overall situation is better

visualized in the Fig. 3.5 inset, where we can see that, with the 30-second packet

length the tracking performance is superior, which degrades gradually with 2-minute

and 5-minute packet lengths. Fig. 3.6 shows another sample case in tracking AGC

by varying measurement update rates (with Pt=5 minutes). The overall situation

is better visualized in the Fig. 3.6 inset, where we can see that, the tracking starts

deteriorating as St is increased gradually from 2 seconds to 5 minutes.

The impact of St on system-wide voltage performance is shown in Fig. 3.7 for the

sample case of Fig. 3.6. The simulation comprises of 6,870,600 instances of voltage
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Figure 3.5: Impact of packet length Pt on tracking performance of Network-
Admissible PEM with St=2 seconds.

that correspond to 1,800 time steps simulation (1 hour) of 3,817 single-phase nodes of

the test feeder. For St=2 seconds, 130 nodes (5,405 voltage instances) experienced

voltage over 1.05 p.u. As St is increased to 30 seconds and 2minutes, the overvoltage

instances increased. With St=5 minutes, the total nodes with overvoltage increased

to 483 (with 62,584 voltage instances).

Fig. 3.8 (a) shows comparison of the maximum duration of continuous voltage

violation (Dm), which is averaged over 200 runs for each value of Pt and St. For

each packet length, as we increase St, the duration Dm increases. For example, with

Pt=30 seconds, Dm varies from 18 seconds to 240 seconds (out of 3,600 seconds of

simulation) by varying St. With a coarse Pt (5 minutes), and measurement update

rate of St=5 minutes, Dm is 372 seconds, which is about 10% of total simulation

duration and is significant overvoltage duration. We observed similar trend on
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Figure 3.6: Impact of measurement update rate St on tracking performance of
Network-Admissible PEM with Pt=5 minutes.

maximum cumulative duration of voltage violation metric (Dt) (see Fig. 3.8 (b))

and the area under the voltage violation metric (Am) (see Fig. 3.8 (c)). We observed

from the case studies that both packet length (Pt) and measurement update rate

(St) impact the voltage performance metrics considerably.

Fig. 3.8 (d) shows the composite score (xc) in tracking the sample AGC signal.

Value of xc degrades as Pt and St are increased. However, the tracking performance

is more dependent on the choice of Pt, and less impacted by St for a given value of Pt.

Though it is preferred to use finer packet length for improved xc, a packet length of

Pt=2 minutes in the Network-Admissible PEM schemes provided acceptable com-

posite score and voltage performance metrics. This observation on composite score

corroborates with the findings in previous work with PEM scheme (without grid

constraints) [BKOA21]. Though xc has acceptable value even with Pt=5 minutes,
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Figure 3.7: System-wide voltage violation on the distribution feeder with varying
level of measurement update rate St.

this is not advisable from voltage performance point of view. However, if we compli-

ment the coarse packet length with faster grid measurement update rate (e.g., Pt=5

minutes and St=2 seconds) we can achieve acceptable voltage performance. Simi-

larly, if PEM uses fine packet length (e.g., Pt=30 seconds), the grid measurements

can be updated at slower rate for an acceptable voltage performance.

3.4.4 Impact of Number of Voltage Measurement Buses

The number of voltage measurement buses are changed from 0% (no measurements)

to 100% (i.e., all buses with TCLs and ESSs) at a step of 20%. The impact of

the number of measurement on the performance metrics is shown in Fig. 3.9 with

Pt=5 minutes and St=2 seconds for varying number of measurement buses. With

no voltage measurement (i.e., equivalent to regular PEM schemes as in [AEHH+18,
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Figure 3.8: Voltage violation metrics (Dm, Dt, and Am) and composite performance
score (xc) for different values of packet length (Pt) and measurement update rate
(St).

AFH17]), Dm is 374 seconds (out of 3,600 seconds of simulation), which is significant

voltage violation, and reduces to 58 seconds when the grid is fully measured (at TCL

and ESS locations). We observed similar trend on Dt and Am metrics. However,

the composite score xc in tracking AGC almost remained the same with the number

of grid measurements.

3.4.5 Impact of Multi-Phase Measurements

As emphasized in section III B, this work evaluates significance of intra-phase voltage

measurements on the effective voltage control on single-phase nodes of multi-phase

unbalanced feeders. To do so, we have simulated cases with voltage measurements

obtained only from the node where PEM devices are connected and compared with
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Figure 3.9: Voltage violation metrics (Dm, Dt, and Am) and composite performance
score (xc) for different number of voltage measurement buses.

Figure 3.10: a) Voltage violation metrics (Dm, Dt, and Am) and composite perfor-
mance score (xc) for single-phase vs. multi-phase voltage measurements.
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multi-phase voltage measurement consideration. The results in Fig. 3.10 shows the

comparison of performance metrics with Pt=2 minutes and St=2 seconds. Figure

shows that all voltage violation metrics are significantly improved when multi-phase

measurements are considered. However, like in the other cases, the voltage measure-

ment did not considerably impact the composite score xc in tracking the reference

AGC signal. This case study clearly shows that the single-phase measurement based

local voltage control approach is not effective in managing voltages in three-phase

unbalanced systems due to the phase coupling effect, whereas intra-phase measure-

ments can ensure better voltage performance in multi-phase distribution feeders.

3.5 Summary

Coordinating demand at scale against variable whole-sale energy market or wide-

area control signals requires responsive distributed energy resources (DERs). How-

ever, DERs often represent large residential/commercial loads in the distribution

system [LM19]. Thus, it is valuable to guarantee that the large-scale coordination

of DERs does not violate voltage or current limits or local transformer power rat-

ings. The grid feasibility can also be ensured through the estimation of DER and

flexible load hosting capacity as in [WCGW16, JMW16]. In [BBDZ18, SAM19],

the grid feasibility is ensured through the design of local droop settings to control

active/reactive power of DERs. However, such approaches does not comprehen-

sively take the whole network feasibility and lacks scalability. In this work, we

present a network-admissible DER coordination scheme that leverages available live

measurements or state estimates. Specifically, for the first time, we analyze how

voltage magnitude and apparent power values can be integrated with packetized

energy management (PEM), which is a packet-based, randomized control policy for
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real-time DER dispatch. This is achieved by considering the device-driven nature

of PEM, whereby energy packet requests are made by the devices to the coordina-

tor. The requests are augmented to include grid location and constraint identifiers,

which serve together with grid state information to generate a live traffic-like logic

table to determine, in real-time, whether packets will be network admissible. This

new method is validated on the IEEE test networks for packetized DERs where we

show that network-admissible PEM achieves large-scale (global) tracking objectives

while abiding by local network constraints. We also study the effect of constraint

tightening on reference-tracking performance in the aggregate.

This work provided comprehensive performance evaluation of a demand dis-

patch algorithm in maintaining grid voltages and tracking reference (e.g., AGC

signals). The Network-Admissible demand dispatch represents a generalization of

PEM scheme by incorporating new grid constraint management algorithm. This

work demonstrated the impact of packet length (in PEM), grid voltage measurement

update rate, the number of voltage measurement buses, and multi-phase measure-

ments in managing the grid voltages and in tracking the power reference signal.

Based on the simulation-based analysis carried out in a 2522-bus three-phase

unbalanced distribution feeder, we observed that a) the tracking performance is

less dependent on grid measurements and is more dependent on the packet length,

b) voltage performance depends on both grid measurements and packet length, c)

coarse packet length if complemented by fast grid measurement update rate can pro-

vide acceptable voltage performance, and d) multi-phase measurements are essential

for effective voltage control of multi-phase distribution feeders.
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CHAPTER 4

DECOUPLED AND UNIFIED APPROACHES FOR SOLVING

TRANSMISSION AND DISTRIBUTION CO-SIMULATIONS

4.1 Introduction

The remainder of the section is structured as following. Section 4.2 provides descrip-

tions on the decoupled and unified approach for solving integrated T&D systems.

Section 4.3 discusses the power flow solution methods for transmission and distribu-

tion systems. Section 4.4 presents the simulation platform and discusses the adopted

evaluation metrics.

Section 4.4 presents and discusses the case studies and simulation results. Sec-

tion 4.5 presents the main conclusions drawn from this work.

4.2 Decoupled Approach

Consider anN -bus transmission system, where the firstm buses have lumped loads,

and buses m + 1 through N have distribution feeders connected downstream the

buses. In a decoupled approach, power flow model of the transmission system for
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the positive sequence can be written as,

V +
j =

∑
k∈N

Y +
j,k I

+
k ∀ j ∈ N (4.1)

P+
j = Real

(
V +

j I+
j

∗) ∀ j ∈ 1, 2, ..,m (4.2)

Q+
j = Imag

(
V +

j I+
j

∗) ∀ j ∈ 1, 2, ..,m (4.3)

P̃+
j = Real

(
V +

j I+
j

∗) ∀ j ∈ m + 1, .., N (4.4)

Q̃+
j = Imag

(
V +

j I+
j

∗) ∀ j ∈ m + 1, .., N (4.5)

Ṽ +
j = V +

j ∀ j ∈ m + 1, .., N . (4.6)

where V +, I+, P+, Q+, and Y + represent positive sequence of bus voltage, in-

jection current, active power injection, reactive power injection, and Y-bus matrix,

respectively. P̃+
j and Q̃+

j represent equivalent positive sequence lumped load repre-

sentation of distribution feeders connected at bus j. In decoupled approaches, equiv-

alent lumped loads (P̃+ and Q̃+) are obtained by separately solving the power flow

of each distribution systems connected to the transmission network. Ṽ + represents

voltage of transmission buses with distribution feeders downstream the buses.

Consider a R-node distribution system connected to an arbitrary j-bus of the

transmission network. Without loss of generality, we assumed the first three nodes

as three-phase sub-station when analyzing the distribution system. Distribution

power flow analysis can be formulated similar to the transmission system, except

the distribution systems are modeled in phase frame of reference.
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V ϕ
i =

∑
r∈R

Y ϕ
i,r I

ϕ
r ∀ i ∈ R (4.7)

P ϕ
i = Real

(
V ϕ

i Iϕ
i
∗
)

∀ i ∈ R (4.8)

Qϕ
i = Imag

(
V ϕ

i Iϕ
i
∗
)

∀ i ∈ R (4.9)

P̃+
j = −S

(
P ϕ

1 , P
ϕ
2 , P

ϕ
3

)
(4.10)

Q̃+
j = −S

(
Qϕ

1 , Q
ϕ
2 , Q

ϕ
3

)
(4.11)[

V ϕ
1 , V ϕ

2 , V ϕ
3

]
= G

(
Ṽ +

j

)
. (4.12)

where V ϕ, Iϕ, P ϕ, and Qϕ represent node voltage, injection current, active power

injection, and reactive power injection, respectively, in phase frame of reference. Y ϕ

represents Y-bus matrix of a three-phase system in phase frame of reference. Func-

tions S ( ) and G ( ) convert powers on three phases to positive sequence power and

positive sequence voltage to three-phase voltages, respectively. These conversions

assume that the transmission system is balanced; hence, the three-phase voltages at

the sub-station nodes (V ϕ
1 , V ϕ

2 , V ϕ
3 ) of the distribution system are balanced.

bus- j

Tx

Dx-j
Dx-i

bus- iP,Q

P,Q

V V

Figure 4.1: A T&D system showing boundaries and information exchange for solving
transmission (Tx) and distribution (Dx) co-simulation using a decoupled approach.
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The solution procedure of mathematical models (1)-(12) of the decoupled ap-

proach can be explained using Fig. 4.1. In the Fig. 4.1, an integrated T&D system

is shown where distribution feeders are connected at nodes i and j. In the decou-

pled approach, the transmission and distribution systems are solved iteratively and

based on some information exchange. First, assuming a nominal sub-station volt-

ages, power flow model (7)-(11) are solved for each distribution systems in phase

frame of reference. This provides total active and reactive power consumed by each

distribution feeders (including losses) and are converted to positive sequence powers.

Now with this information from all distribution circuits, the distribution systems are

represented as lumped loads on respective transmission buses and transmission sys-

tem power flow model (1)-(6) are solved. Solution of this provides positive sequence

bus voltages, which are then converted to voltages in phase frame of reference using

(12). The bus voltage obtained from transmission power flow in phase frame are

used to update the distribution system three-phase substation voltage using (12)

and distribution level power flow models (7)-(11) are solved again for each distri-

bution systems. These transmission and distribution power flow models are solved

iterative using P,Q,V updates until the convergence criterion is met.

4.3 Unified Approach

4.3.1 Power Flow Model

In this section, an integrated transmission and distribution system model is devel-

oped and a unified load flow which runs for combined system is discussed. Our

Unified approach considers transmission as a balanced system and distribution as

unbalanced system. Therefore, we used positive sequence for transmission system
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and all three-sequence network for distribution system analysis. The distribution

system represented using three phase parameters is converted to sequence frame

and combined with transmission system parameters to develop an integrated T&D

system.

Consider an N -bus transmission system connected to M -bus distribution sys-

tem. In unified approach, power flow model of the combined system for the positive

sequence can be written as,

V +
j =

∑
k∈N+M

Y +
j,k I

+
k ∀ j ∈ N + M (4.13)

P+
j = Real

(
V +

j I+
j

∗) ∀ j ∈ 1, 2, .., N + M (4.14)

Q+
j = Imag

(
V +

j I+
j

∗) ∀ j ∈ 1, 2, .., N + M. (4.15)

where V +, I+, P+, Q+, and Y + represent positive sequence of bus voltage, injec-

tion current, active power injection, reactive power injection, and positive sequence

Y-bus matrix. Transmission system parameters are readily available in sequence

frame of reference, while the three-phase distribution impedance parameters need

to be converted to sequence impedances. The formulation can be readily extended

to include the negative and zero sequence component circuits for distribution grid.

The distribution three-phase parameters are converted to three-sequence details us-

ing a stacked Y-bus methodology. Then, the sequence Y-bus of distribution system

is combined with the sequence Y-bus of transmission system to obtain integrated

T&D Y-bus. The load data of integrated system is per unitized to a common base

which is used with integrated Y-bus to begin load flow analysis. Newton Raphson

method is used to solve load flow. Since the distribution system considered in this

work is a balanced system, the Newton Raphson method would converge for the

combined system. A flow chart of the unified simulation of integrated T&D system

is presented in Fig. 4.2.
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Per-unitized Integrated T&D data  on a 
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change
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Figure 4.2: Flowchart of Unified T&D Simulation.
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4.3.2 Y-bus in Sequence Frame

The stacked Y-bus methodology builds from the admittance matrices of individual

elements. We briefly discuss the formation of admittance matrix of individual series

components next. Note that even though the formulation is shown only for a generic

conductors/cables and transformer models, we consider a comprehensive set of series

elements (e.g., 1-phase feeders, 2-phase feeder, 3-phase feeders, 1-phase and 3-phase

load tap changers, delta–wye/wye–delta/ wye–wye/ delta–delta transformers, 1-

phase transformers, etc.).

For typical multi-phase cables and conductors connected between node n and

node m, component of 3-phase Y-bus can be obtained as,

Ynn = Ymm =
1

2
Bnm + Z−1

nm (4.16)

Ynm = Ymn = Z−1
nm. (4.17)

Similarly, a three-phase transformer can be represented by a series block repre-

senting the per unit leakage admittance, and a shunt block modeling transformer

core losses. The nodal admittances of different connections types of transformer are

shown in Table 4.1.

Table 4.1: Y-bus for Various Transformer Connections.

Node n Node m Ynn Ynm Ymn Ymm

Wye-G Wye-G Y1 Y1 Y1 Y1

Wye Wye Y2 Y2 Y2 Y2

Wye Delta Y2 -Y3 −Y 3T Y2

Delta Delta Y2 Y2 Y2 Y2
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Y1 =


yt 0 0

0 yt 0

0 0 yt

,Y2 =
1

3


2yt −yt −yt

−yt 2yt −yt

−yt −yt 2yt

 (4.18)

Y3 =
1√
3


−yt yt 0

0 −yt yt

yt 0 −yt

,Y4 =
1

3


yt −yt 0

−yt 2yt −yt

0 −yt yt

 (4.19)

Y5 =

 yt 0

0 yt

,Y6 =
1√
3

 −yt yt 0

0 −yt yt

. (4.20)

where yt is the per unit leakage admittance.

After the admittance matrices for individual series components are computed,

stacked Y-bus method can be used as following,

• Using 3-phase primitive Y-bus for individual component, built 3-phase Y-bus

of distribution system .

• Take each 3x3 matrix from the 3-phase Y-bus.

• Find inverse to obtain Z.

• Convert Z to sequence components.

• Inverse the sequence impedance components to obtain sequence admittance

component.

• Append this distribution system sequence Y-bus to positive sequence Y-bus

of transmission system to obtain Y-bus of integrated T&D system.

Voltage Regulators

The voltage regulators are generally in series with a transmission line. Knowing the

value of regulator taps, Ybus components for voltage regulator and line as a single
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block between nodes m and n can be obtained as in [BG18a] using equation below.

Ynn = AiF
−1
R YnnA

T
i (4.21)

Ynm = AiF
−1
R Ynm (4.22)

Ymn = YmnF
−T
R AT

i (4.23)

Ymn = Ymm −YmnA
T
i ZRAiF

−1
R Ynm (4.24)

where Ai is current gain matrix and ZR is impedance matrix and FR is given by

FR = I+YnmA
T
i ZRAi (4.25)

Ai =


1

aRa
0 0

0 1
aRb

0

0 0 1
aRc

. (4.26)

ZR =


zRa 0 0

0 zRb
0

0 0 zRc

. (4.27)

aR = 1∓ 0.00625tap. (4.28)

4.4 Case Studies

4.4.1 Validation of Power Flow Models

A current injection method similar to [dMP99] is used to solve the power flow models,

where the current injection equations are written in rectangular coordinates. In the

current injection method, the Jacobian matrix has the same structure as the nodal
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admittance matrix except for PV buses. Off-diagonal blocks of the Jacobian matrix

are equal to those of the nodal admittance matrix. The diagonal blocks are updated

according to type of load model considered for that bus. For each PV bus, a new

dependent variable is introduced with an additional equation imposing zero bus

voltage deviation.

An integrated T&D system is formed by combining a 14-bus transmission system

and a 33-node balanced distribution system connected to as shown in Fig. 4.3. The

14-bus transmission system consists of 5 generators and 11 loads with net load of

260MW (75MVAr). The 33-node distribution system has net connected load of

3.7MW (2.3MVAr). First, the transmission system model and distribution system

model are separately verified for the distributed approach. The transmission system
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Figure 4.4: Voltage solution and error on transmission circuits.

model is also solved with spot load approach, where all the loads on distribution

feeders are lumped at a corresponding transmission bus. Then, the combined T&D

model is solved using distributed and unified approach, and the results are shown

in Fig.4.7. The error plot shows that the decoupled approach results is the same

solution as the unified approach.

4.4.2 47-bus System

The augmented 47-bus system (see Fig. 4.3) is further used to compare the perfor-

mance of voltage and power angle solution on the transmission as well as distribution
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part of the circuit. The load flow voltage and angle obtained from the unified ap-

proach and decoupled approach are shown in Fig. 4.5 and Fig. 4.6. The plots clearly

show that the voltage and angle solutions from both approaches are very close with

error less than 6× 10−6 on voltages and 2.5× 10−3 on angles.
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Figure 4.5: Voltage solution (and error) of 47-bus T&D system obtained from de-
coupled and unified approaches.

4.4.3 113-bus System

Two augmented 113-bus systems are created by using three sections of 33-node

distribution feeder (see Fig. 4.7). The load flow voltage and angle obtained from the

unified approach and decoupled approach for the first case of the circuit configuration

(Case a) are shown in Fig. 4.8 and Fig. 4.9. The plots clearly show that the voltage

and angle solutions from both approaches are very close with error less than 3 ×

10−5 on voltages and 2.5 × 10−3 on angles. For the second case of the circuit

configuration (Case b), the voltage and angle solution obtained are shown in Fig. 4.10

and Fig. 4.11. The plots clearly show that the voltage and angle solutions from both
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approaches are very close with error less than 3×10−5 on voltages and 2.5×10−3 on

angles. The case studies demonstrate that the distributed and unified approaches

for solving T&D model yield the same solutions.
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Figure 4.8: Voltage solution (and error) of 113-bus T&D system (Case a) obtained
from decoupled and unified approaches.
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Figure 4.9: Angle solution (and error) of 113-bus T&D system (Case a) obtained
from decoupled and unified approaches.

4.5 Summary

Traditionally, the transmission systems and distribution systems are solved inde-

pendently and using the off-the-shelf simulators. In conventional simulation tools,
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Figure 4.10: Voltage solution (and error) of 113-bus T&D system (Case b) obtained
from decoupled and unified approaches.
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Figure 4.11: Angle solution (and error) of 113-bus T&D system (Case b) obtained
from decoupled and unified approaches.

transmission and distribution circuits are treated as separate systems and are ana-

lyzed independently. In such tools, distribution systems are represented by lumped

loads while solving the transmission system. On the other hand, the transmission
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system is represented using a constant voltage source while solving distribution

circuits [JB18, HV17, HFD+17, BA17]. Our case studies on small scale 47-bus

and 113-bus T&D systems show that the decoupled approach are fairly accurate

compared to the unified approaches for solving T&D co-simulation. However, our

observation is based on synthetic small-scale system; thus, extensive simulations

on large scale systems with three-phase unbalanced distribution grids must be con-

sidered before making any generic conclusion regarding the accuracy of decoupled

approaches. Therefore, we tackle this issue in the next chapter.
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CHAPTER 5

GPU-BASED EFFICIENT LARGE-SCALE SIMULATION OF

INTEGRATED TRANSMISSION AND DISTRIBUTION SYSTEMS

5.1 Introduction

The remainder of the section is structured as following. Section 5.2 provides descrip-

tions on the CPU-GPU-based power flow method for solving integrated T&D sys-

tems. Section 5.3 discusses simulation tool, GPU architecture, and CPU-GPU hy-

brid implementation discusses the adopted evaluation metrics. Section 5.4 presents

and discusses the case studies and simulation results. Section 5.5 presents the main

conclusions drawn from this work.

5.2 Power Flow Solution Methods

In this Section, we briefly explain the two power flow solution algorithms used for

the transmission and distribution systems. There are derivative-free methods to

solve distribution system power flow, which are demonstrated to be efficient for

large-scale systems and are suitable for GPU implementation. However, the main

computational bottleneck would be from the power flow of transmission side, which

we overcome using an Inexact Newton Method.

5.2.1 Inexact Newton Method

Being a derivative based method that requires minimal effort on the initial guess and

excellent convergence for transmission level power flow, NR is typically used over

others [BGMEA76, DMJK08]. However, NR is slow for large systems. In regular NR

method, the power flow solution is obtained by solving iteratively the following set
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of equations with mismatch vector [∆x], Jacobian matrix [J ], and unknown vector

[∆y].  ∆P

∆Q


k︸ ︷︷ ︸

[∆x]

=

 J1 J2

J3 J4


k︸ ︷︷ ︸

[J ]

 ∆δ

∆V


k︸ ︷︷ ︸

[∆y]

(5.1)

where J1 = ∂P
∂δ
, J2 = ∂P

∂V
, J3 = ∂Q

∂δ
, J4 = ∂Q

∂V
. P , Q, V , δ are the active, reactive

power, voltage magnitude and angle respectively. The k-th iteration of NR update

equations can be written as,

[xk+1] = [xk] + [∆xk], (5.2)

[∆xk] = [Jk]
−1 [∆yk]. (5.3)

Computational burden of NR depends on the size of Jacobian sub-matrices [J1],

[J2], [J3], [J4] in (5.1) and factorization of the full Jacobian matrix at every itera-

tion. For large system (thousands of buses) the burden is huge as the weight of the

matrix increases in a cubic rate of matrix size N . Though the factorization operation

of the matrix can be reduced to N1.5 from N3 using sparse matrices techniques, still

around 85% time and computational resources are consumed by these factorization

and remains the most critical issue in solving large-scale power systems with NR

method [Mil10]. Therefore, in this work, Inexact Newton method is used to reduce

the computational burden and to achieve faster solve time. In the Inexact Newton

method, the Jacobian matrix is pre-calculated and kept constant throughout the

iterative process, which is proven to be fairly accurate, and computationally less

burdensome. This also makes the GPU implementation much simpler as avoid large

matrix inversion every iteration. The update equation can be written as,

[xk+1] = [xk] + [∆xk], (5.4)

[∆xk] = [J̄ ]−1 [∆yk], (5.5)
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where [J̄ ] is the Jacobian matrix which is kept constant through the NR update

process, and is equal to the Jacobian matrix evaluate at the initial starting solution

of NR.

5.2.2 Z-Bus Method

On the distribution system side, derivative free methods are available. We adopt

Implicit Z-bus method, which is derivative free, and hence, simple to implement and

has shown efficient computational performance [CCH+91]. Implicit Z-bus methods

involve the solution of a linear set of equations for constant current injections and an

iterative method for representing non-linear constant power load models [CCH+91].

The basic of Implicit Z-bus method follows ohm’s law in a circuit and in the

three-phase frame can be represented as,[
in
is

]
︸︷︷︸

[i]

=

YNN YNS

YSN YSS


︸ ︷︷ ︸

[Y ]

[
vn
vs

]
︸ ︷︷ ︸

[v]

(5.6)

where [Y ] is the network admittance that consists of four sub-matrices of YNN,

YSN, YNS and YSS. Subscript S represents slack buses and N represents non-slack

buses. [i] is the nodal current injection vector, and [v] is the nodal voltage vector.

The voltage update equation of Z-bus is given as,

vn = YNN
−1in − YNN

−1YNS vs. (5.7)

5.3 Simulation Tool and Evaluation Metrics

The simulation models are run on CPU and GPU using Microsoft Visual Studio

Integrated development environment (IDE) (version 2017 community). The CPU
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operating environment comprises 64 bit 8th Generation Intel® Core™ i7 6 core and

12 threads (6C12T) Processors running at 2.20 GHz, and Bus Speed of 8 GT/s.

The maximum memory size is 64 GB in a maximum of 2 channels with a maximum

memory bandwidth of 41.8 GB/s. The GPU is an NVIDIA GeForce GTX 1050 Ti (4

GB, DDR5) with 768 CUDA cores with a Processor clock of 1.392 GHz, a Graphics

Clock of 1.290 GHz, and a Memory Bandwidth of 112 GB/s connected through a

128-bit wide memory PCIe.

5.3.1 GPU Architecture and CUDA

A typical GPU has a design specific number (N) of Streaming Multiprocessors cores

(SMs). SMs are the highest architectural component within the structure that com-

prises streaming processors (SP), registers, and on-chip low latency shared mem-

ory (used for local variables) as shown in Fig. 5.1. Each SP comprises of integer

and single-precision floating point units. Each SM has 1 double-precision floating-

point unit and 2 single-precision transcendental function (special function, SF) units

shared the SPs in the SM. All the on-chip SPs share the larger off-chip memory called

to as device or global memory that is accessible by all MPs [NVI10].

Host Memory (Global off-chip)

Streaming Multiprocessor (SM) 1

Registers

SP

Shared on-chip memory

SP SP SP SP SP SP SP

Streaming Multiprocessor (SM) 2

Registers

SP

Shared on-chip memory

SP SP SP SP SP SP SP

Streaming Multiprocessor (SM) N

Registers

SP

Shared on-chip memory

SP SP SP SP SP SP SP

Figure 5.1: A general architecture of a GPU.

In this work, we are using a NVIDIA GPU and the algorithm is based on

Compute Unified Device Architecture (CUDA) based application program inter-
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faces (API) which is a simpler device management when using NVIDIA GPUs

[FVS11, SCL+12, KH10]. CUDA is a parallel computing platform and program-

ming model that follows data-parallel model of computation. In the heterogeneous

CPU-GPU hybrid CUDA computing environment, the CPU works as a host, pro-

cessing the sequential (non-iterative) tasks due to its hierarchy in control logic and

memory power, and GPU provides the acceleration through accessing the global

memory and parallelizing the assigned tasks into multiple SMs through simple log-

ical functions called the kernel which can work in iterative manner [GJY+12]. The

typical execution model of a CUDA program is shown in Fig. 5.2 where CPU, the

host, initiates the simulation process and transfers the calculation instruction and
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Figure 5.2: Schematic illustration of CUDA programming elements.
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parameters to the GPU by initiating kernel calls which in turn allocates memory

thread block containing grid of threads to perform the large stream of calculation us-

ing parallel functions. The threads can communicate within a thread block but the

blocks are distinct and CUDA function cudaDeviceSynchronize synchronizes thread

block operations [RTO17].

5.3.2 CPU-GPU Hybrid Implementation

The developed models and algorithms are implemented on CPU and CPU-GPU

hybrid computing environment. A flow chart showing the simulation process and

data flow between the CPU-GPU hybrid simulation architecture is presented in

Fig. 5.3. The CPU does the prepossessing and initial non-iterative steps of power

flow process. That is using the available system data, Y-bus of transmission and

distribution systems are formulated in CPU. The initialization of unknown vectors

and initial Jacobain for TS are also evaluated in CPU. Then, the data is transferred

from CPU to GPU. In the GPU, the iterative steps of power flow calculation are

carried out. That is the designated functions solve for Transmission (TS) using (20),

(23), and (24), and Distribution (DS) using (25) and (26). Once the TS converges,

the DS sub-station voltage is updated and the DS function operates till it converges.

Once, the DS function converges, the TS system load data is updated using the DS

power flow and this process continues until the global integrated T&D mismatch is

lower than specified tolerance and then, the final Power Flow results are transferred

back to CPU from GPU for visualization.
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Figure 5.3: Flowchart representing CPU-GPU hybdrid simulation model of the
integrated T&D system.

5.3.3 Evaluation Metrics

We adopt the following metrics to measure and evaluate the performance of the

CPU and CPU-GPU based solvers.
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• Solve Time (t): The elapsed time in solving the cases in CPU and CPU-

GPU hybrid simulation are recording the timestamp using cudaEventRecord()

function that returns the elapsed time between the start and stop of the kernel

calls in seconds with a resolution of half a microsecond [cuC14]. The CPU run-

time is recorded using CPU clock functions. The recorded timings are then

compared in evaluating the performances of the solvers.

• Effective Bandwidth: The effective bandwidth is calculated using the recorded

timing and accessing the details of programming data structure. For the inte-

grated T&D system, the effective bandwidth is calculated using the formula

below and is represented in units of GB/s.

BWtnd =
(IB +OB)× iter

t
(5.8)

where IB and OB are the input and output data to and from the GPU and

iter is the number of computational iterations.

5.4 Numerical Studies

We have tested the efficacy of the proposed architecture in three test systems ranging

from small to very large scale integrated T&D systems.

5.4.1 Case 1: Small Test System

The models, solution algorithms, and hybrid CPU-GPU implementation are first

tested on a small system that comprises of the IEEE 14 bus Transmission System

(TS) and 123-bus Distribution System (DS) as shown in Fig. 5.4 referred as the

14-123 bus system. The IEEE 14-bus test system comprises 14 buses and 20 lines

hosting 5 generators, 3 transformers, 4 capacitor banks, and 11 loads with a net
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load of 260MW (75MVAr) which altogether is an ideal and simple approximation

of the American Electric Power system. The IEEE 123-node test system oper-

ates at a nominal voltage of 4.16 kV and is characterized by three-phase overhead

and underground lines, unbalanced loading with constant current, impedance, and

power, four voltage regulators, shunt capacitor banks, and multiple switches with

a net-connected load of 3.7MW (1.3MVAr). First, the transmission system and

distribution system power flow convergences are independently ensured. Then, the

coupled T&D model is solved using a CPU and a hybrid CPU-GPU platform using

the decoupled approach. Fig. 5.5 shows the node voltage magnitudes and angles ob-

tained from the simulation. The comparison of the same solution to its counterpart

Figure 5.4: Schematic of small scale integrated T&D (14 bus transmission and 123
bus distribution system).
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from CPU reveals very minimal error as seen from Fig. 5.12 and shows to outper-

form CPU based approach. This ensures confidence to further scale the developed

approach.
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Figure 5.5: Voltage magnitude and angle of the integrated small scale T&D system
(14 bus transmission and 123 bus distribution system).

5.4.2 Case 2: Large Test System

A large sized system is created by combining 2383-bus Polish transmission system

(TS) and 2522 nodes distribution system (DS) that resulted in total of 6,200 nodes.

The Polish network contains in total of 327 synchronous generators. The genera-

tor buses comprise 322 shunt loads and there are 1,503 active and reactive loads
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measuring a net-connected load of 24,558MW (8,144MVAr). For the large-scale

distribution case studies, a 2522-bus unbalanced distribution system is used, which

is extracted from the MV-side of the IEEE 8500-node test feeder [SMP+18]. The test

system has total of 3,817 single-phase nodes among which 1,413 are a load nodes.

The IEEE standard load data for this feeder is modified and a load of 6.32 MW and

PV of 6 MW are connected. The coupled T&D system is shown in Fig. 5.6 and is

referred as 2383-2522 bus system. The resulting 6200-node system (Fig. 5.6) is then

Figure 5.6: Topology of the integrated large scale T&D system (2383 bus transmis-
sion and 2522 bus distribution) .

solved in a CPU-based and CPU-GPU hybrid platform to compare the performance

of voltage magnitude and angle solution on the transmission as well as distribution

part of the circuit. The load flow voltage magnitude and angle obtained from the

CPU-GPU hybrid platform are shown in Fig. 5.7 and Fig. 5.8, respectively.

5.4.3 Case 3: Very Large Test System

We simulated a large integrated T&D system that consists of 13,834 nodes. For

this, we couple 3 instances of 2522-node unbalanced DS through 3 interface buses
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Figure 5.7: Voltage magnitude of the integrated T&D system on the large scale
system with 2383 bus transmission and 2522 bus distribution.

of 2383-bus Polish TS as shown in Fig. 5.9. Fig. 5.10 and Fig. 5.11 show the nodal

voltage magnitude and angle of the large scale integrated T&D system.

5.4.4 Comparative Analyses

Next, we analyze the solution accuracy, solve time, and bandwidth usage of CPU-

GPU platform. Fig. 5.12 shows the error on voltage magnitude and angle (maximum

of all node voltages) obtained from the CPU versus CPU-GPU architecture for the

three different test feeder considered. A maximum error of 3.74 × 10−12 (p.u.) is

seen on voltage magnitude on the test 13,834-node system. On the voltage angle,

maximum error of (3.30 × 10−10)◦ is observed. The errors on voltage magnitude
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Figure 5.8: Voltage angle of the integrated T&D system on the large scale system
with 2383 bus transmission and 2522 bus distribution.

as well as angle are very small and negligible. This demonstrates the accuracy of

CPU-GPU based platform.

The solve time of the simulations from both CPU and CPU-GPU hybrid envi-

ronment are recorded and compared in Fig. 5.13 and Table 5.1. For the small test

system (i.e., the integrated system of 14-123 bus shows minimal improvement in the

hybrid environment that provides only 1.15 times faster solution compared to the

CPU version solve time of 3.40 s to 2.96 s by the hybrid solver as shown in the inset

of Fig. 5.13. However, the computing performance of the hybrid environment are

significant as the network size grows larger. For the large scale system with 6,200

nodes, the hybrid solver provides 6.67 faster solution in 114.7 s compared to 765.57 s
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Figure 5.9: Topology of the integrated very large scale T&D system (2383 bus
transmission and 3 instances of 2522 bus distribution).

by the CPU based approach. The superiority of the hybrid solver is evident from

the solution of large test system with 13,000+ nodes where the hybrid platform

provides a 12.05 times seed up by solving the system in 127.8 s compared to 1540.7 s

by the CPU based approach.

The bandwidth for the transmission and distribution system is calculated based

on (5.8). As shown in Table 5.1, the data size for a small system is 2.31 MB, and

the bandwidth utilization is 0.04 GB/s. However, for the larger systems, the data

size and the corresponding bandwidth improve from 1.02 GB/s, for data size 765.57

MB to 7.41 GB/s for data size 1540.70 MB, respectively. The theoretical maximum

bandwidth of the utilized GPU is 112 GB/s which is much higher compared to the

utilization by the 13,000+ nodes system. This result infers that the GPU system

can handle even higher circuit nodes, and thus the methodology is scalable without

hitting the bandwidth wall.
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Figure 5.10: Voltage magnitude of the integrated T&D system on very large scale
system (2383 bus transmission and 3 instances of 2522 bus distribution).

Table 5.1: Bandwidth and speed-up of CPU-GPU platform

14-123 2383-2522 2383-2522(3)

Data (MB) 2.31 1,521.60 3,746.07

CPU Sim. Time (s) 3.41 765.57 1540.70

CPU-GPU Sim.Time (s) 2.96 114.70 127.84

Speed-Up 1.15 6.67 12.05

BW (GB/s) 0.04 1.02 7.41

5.5 Summary

Traditionally, the transmission systems and distribution systems are solved indepen-

dently and using the off-the-shelf simulators. To the best of our knowledge, this will
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Figure 5.11: Voltage angle of the integrated T&D system (2383 bus transmission
and 3 instances of 2522 bus distribution).

be the first work to implement large-scale scalable T&D simulation in GPU plat-

form compared to the existing literature [LLY+17, HGS17, RTO17], which focused

on transmission systems and [ADK12] on distribution system only, and provide a

low-cost solution compared to the expensive off-the-shelf commercial tools available

for integrated T&D power flow [JB18]. In this work, we formulated and tested a

detailed model of transmission and distribution systems overcoming the shortcom-

ing of existing models in the literature while showing promising outcomes in the

scalability. Using the computational advantages of the inexact Newton method on

the transmission side and derivative free Z-bus method on the distribution side,

the developed comprehensive integrated model that is been proven to be efficient
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Figure 5.12: Error comparison between the CPU vs CPU-GPU platform for the
integrated T&D systems.

for T&D system comprising more than 13,000 nodes. Furthermore, the model is

implemented on a low-cost CPU-GPU hybrid simulation environment in achieving

faster and memory efficient performance. The cost of memory transfer operation in

CPU-GPU platform makes the superiority unclear in small scale system but the su-

periority becomes visible as the system size grows. From the simulation results and

analyses, we have found that CPU-GPU based implementation outperforms CPU

based solver and for the the largest integrated T&D feeder considered (2383-bus

Polish transmission network and 3 instances of 2522-bus distribution network) 12

times faster performance was achieved without causing any issue in memory band-

width. Thus, using a CPU-GPU hybrid platform , an efficient and fast PF solver is
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architecture of the integrated T&D system.

developed with the intent to solve large-scale power flow model using a comprehen-

sive mathematical model of transmission and distribution systems for steady-state

analysis.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

This chapter provides concluding remarks and most important observations from

each completed research tasks and points out the areas of future research contribu-

tions.

6.1 Network-admissible Packetized Energy Management

The work on grid-aware PEM coordinator develops a grid constricted demand dis-

patching scheme for efficient DER and flexible load integration to the distribution

grid. Additionally, the extensive case studies provides a comprehensive performance

evaluation of the developed coordination algorithm in maintaining grid states and

tracking global reference set-points. The research work demonstrated the develop-

ment of the smart coordinator along with the impact of packet length (in PEM), grid

voltage measurement update rate, the number of voltage measurement buses, and

multi-phase measurements in managing the grid voltages and in tracking the power

reference signal while showing the comparison by leveraging OPF-based methods to

derive time-varying nodal supply/demand capacity limits.

Based on the simulation-based analysis carried out in multiple test cases com-

prising of small and large scale IEEE three-phase unbalanced distribution feeders,

our major observations are following:

• The grid-aware PEM coordinator performs efficiently in integrating DER and

flexible load with minimal grid state violation,

• The coordinator aids in improving over-voltage conditions in the distribution

grid with increased hosting.
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• The tracking performance is less dependent on grid measurements and is more

dependent on the packet length,

• Voltage performance depends on both grid measurements and packet length,

• Coarse packet length if complemented by fast grid measurement update rate

can provide acceptable voltage performance, and

• Multi-phase measurements are essential for effective voltage control of multi-

phase distribution feeders.

6.2 Integrated T&D co-simulation

With the development of coordinators in the first task to secure DER and flexible

load integration, the distribution grid becomes effectively active and hence, the effect

of increased penetration in the distribution grid on the transmission grid cannot be

further overlooked. Therefore, we focused on the interaction of transmission and

distribution grid through an integrated transmission and distribution grid simulation

framework in this research task. With distribution grids becoming active systems,

TS-DS in modernized power grid requires efficient models and solution methods

for steady-state interactions of scalable integrated T&D systems and in this task,

we handle that requirement through comprehensive mathematical model (including

three-phase circuit components of distribution feeders) to study T&D interactions

in detail.

Based on the simulation-based analysis carried out through multiple test cases

of variable scale comprising of small scale IEEE transmission and distribution test

feeders, our major contributions and observations are following:
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• In the development of integrated T&D simulation framework, at first, we have

developed a decoupled approach for solving T&D co-simulation for bench-

marking purpose with a collaborator-developed unified approach.

• Since in the literature a phasor-based benchmark to validate decoupled ap-

proach was lacking, we present the initial results obtained towards building a

benchmark with corresponding unified T&D model.

• The accuracy of a decoupled approach is compared to the unified solution and

for the initially developed small-scale systems present very similar results and

hence, provides the confidence for scalability.

6.3 GPU based large-scale Integrated T&D co-simulation

In the third and final work, building upon the developed decoupled T&D co-simulation

framework in the previous task, we formulated and tested a detailed model of large-

scale transmission and distribution systems overcoming the shortcoming of existing

models in the literature while showing promising outcomes in the scalability on a

CPU-GPU hybrid framework for efficient and fast PF solver.

• Using the computationally advantageous mathematical methods to build TS

& DS network, the developed comprehensive integrated model is been proven

to be efficient and provides accurate results for large-scale T&D system.

• Furthermore, the model is implemented on a low-cost CPU-GPU hybrid sim-

ulation environment in achieving faster and memory efficient performance.

• The CPU-GPU platform showcases superior performance in simulation run-

time and memory usage in solving large-scale integrated systems.
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6.4 Future work

Now, with the completed research tasks, we have efficiently developed a grid-aware

demand dispatch scheme; capable of actively monitoring and controlling grid states

on the distribution side and in the other block; a simulation platform to effectively

monitor and simulate the interactions between transmission and distribution grid

collectively to study this increased interaction.

• In the development of network-admissible PEM based network coordinator,

at finest we have used a 2-second measurement update rate. However, in real-

world implementations the effects of latency and refresh rate in higher layers

of the communication network could effectively take longer than 2 seconds and

hence, a closer look on the effect of communication delay on such measurement

update rate is of importance and this could be an important contribution in

this project for more efficient DER coordination.

• In the integrated T&D co-simulation, further research could be performed on

the unified simulation of T&D grids using a common simulation method that

is capable of all types of system buses.

• In the GPU based large-scale integrated T&D co-simulation, further research

is required to engage the full computational capabilities of the GPU in building

a working PF solver based solely on GPU.

At the present status of the work, the working blocks are working perfectly

on their own and in the future work, we would effectively integrate the blocks of

distribution side grid-aware PEM scheme in the integrated T&D grid framework to

study the impact of such coordination in real-time.
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