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Abstract

The notions of outer measure, Lebesgue measurable sets and Lebesgue measure 

are studied in detail. The existence of nonmeasurable sets is proven thus demonstrating 

that the family of Lebesgue measurable sets is properly contained in the power set of 

R. Moreover, a complete description of the Cantor and generalized Cantor sets is given. 

The Cantor set along with the Cantor function are used to construct a measurable set 

that is not Borel; hence, showing that the class of Lebesgue measurable sets is larger 

than the class of Borel measurable sets. In addition, the generalized Cantor set is used 

to provide an example of an open set whose boundary has positive measure.

After developing Lebesgue integration over the real line, the Riemann integrable 

functions are classified as those functions whose set of points of discontinuity has measure 

zero. Then the convergence theorems are proven and it is shown how these theorems 

are valid under less stringent assumptions that are required for the Riemann integral. 

Finally, a detail analysis of abstract measure theory for general measure spaces is given.
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Chapter 1

Introduction

Archimedes was the first to develop a theory of integration in the third century 

BC. His approach was to calculate the value of definite integrals by systematic methods. 

But this approach could only be applied to highly symmetric figures. Then Newton 

and Leibniz, in the sixteen hundreds, developed the method of antiderivatives; that 

is, for a function f on [a,b] and an antiderivative F of f such that F* = f we have 

= — The advantage of this method was that a large class of

integrals could be calculated, many with great ease. The disadvantage was that it lacked 

a rigorous foundation. A rigorous theory of integration was developed by Cauchy in 

1823. His definition of integration was similar to Riemann, but he argued that in order 

for the integral of a function on [a,b] to exist, f had to be continuous on [a,b]. Then in 

1854, Riemann developed the well-known Riemann integral; for a bounded function f 
on [a,b], fb f(x)dx = ^m||Aa;||_>o S?=i ~ Zf-i), where Xi is an arbitrary point of

ref]. Riemann concluded that the integral of a bounded function f on [a,b] exists 

as long as f is not too discontinuous [Bur98].

In 1902 Henry Lebesgue combined the notions of measure and integration. 

The result was a procedure for constructing the integral that was very different from 

Riemann’s construction. Instead of partitioning the the domain of the function, he 

partitioned the range. Under Lebesgue theory of integration every Riemann integrable 

function is also Lebesgue integrable. However, the converse is not true. In the process of 

developing his theory of integration, Lebesgue developed the Lebesgue measure which is 

a generalization of the length of intervals to sets known as measurable sets [Bar66]. In 
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chapter 2, a detailed analysis of the construction-of the Lebesgue measure is given. Then 

in chapter 6 we use the measure theory developed in chapter 2 to define the Lebesgue 

integral. We also show in chapter 6 the classification of Riemann integrable functions 

as those functions whose sets of points of discontinuity have measure zero. Finally in 

chapter 8, we study general measure theory. We show how the procedure that Lebesgue 

used to create the Lebesgue measure can be done in general to create other measures.

Lebesgue integration turns out to be more powerful and has greater applications 

than Riemann integration. We will see in chapter 7 that one of the advantages of 

the Lebesgue integral over the Riemann integral' lies in the facilitation of interchanging 

the limit and the integral. Lebesgue integration provided more general convergence 

theorems [Rud76], The proofs of the Bounded Convergence, Monotone Convergence and 

Dominated Convergence theorems is given in chapter 7 along with four examples that 

demonstrate the differences between the two integrals.

We will also explore some interesting facts about measurable sets. One of which 

is the existence of nonmeasurable sets, given in chapter 4. Thus showing that the family 

of measurable sets is properly contained in the power set of R. We also construct a 

measurable set that is not Borel in chapter 5. Moreover, in chapter 3, we study the 

Cantor and the generalized Cantor sets and we give an example of an open set whose 

boundary has positive measure.
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Chapter 2

Lebesgue Measure

Lebesgue measure is a generalization of the length £(!) of an interval I to more 

complex subsets of R. We would like to define a set function m that assigns to each set E 

a nonnegative extended real number mE called the measure of E that has the following 

four properties:

1. mE is defined for each set E of real numbers

2. ml = £(7j, where I is an interval and £(I) is its length.

3. If is a sequence of disjoint sets, then

4. m is translation invariant, that is m(y + E) = m(E) for any y G R

Property 3 above is usually referred to as countable additivity, and in order to 

have it satisfied, each set E should belong to a family M of subsets of R, with M being 

a a — algebra of sets, definition 2.1 and 2.2 clarify this concept.

Definition 2.1. A collection A of subsets of X is called an algebra of sets if (i) B U C 

is in A whenever B and C are, and (ii) Bc is in A whenever B is.

Definition 2.2. An algebra A of sets is called a a — algebra, if every union (and 

intersection) of a countable collection of sets in A is again in A.

2.1 Outer Measure

Definition 2.3. We define the outer measure m*A of a set A to be 

m*A = infAQ^In (£ £(!„))
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where In is a countable collection of open intervals that cover A, and we are considering 

the sum of the length of the intervals in any such collection. The outer measure of A is 

the infimum of all such sums.

The outer measure m* is a set function satisfying almost all 4 conditions we 

would like our desired set function to have. The almost part refers to the fact that 

the outer measure is not countably additive but rather countably subadditive that is 

m*(Uin) < ^m^An [Roy88j. The next proposition lists the properties of the outer 

measure, the proof is postponed until chapter. 8.

Proposition 2.4. The outer measure has these properties:

1. m*(E) is defined for each set E of real numbers

S. nTtf) = 0

3. If Ac B, then m*(A) < m*(B)

4- m'(I) = €(/)

5. m*(U^n)

6. m* is translation invariant

As we can see the advantage of the outer measure is that it is defined for all 

sets. The disadvantage is that it is not countably additive. It is actually impossible to 

construct a set function with all four properties mentioned in the introductory paragraph. 

Usually the first condition is weakened in order to retain the last three conditions, that 

is we have to reduce the family of sets on which the outer measure is defined in order to 

make it countably additive. To do this we use Caratheodory’s definition given below.

Definition 2.5. A set E is measurable if for each set A we have m*A = m*(A fl E) + 

m*(Af) Ecfi where Ec represents the complement of E.

Some sets that are known to be measurable are sets whose outer measure is 

zero. Hence we will prove the following lemma.

Lemma 2.6. If m*E=0, then E is measurable.

Proof. By property 3 of the outer measure, m*(A fl E) < m*(E) since A fl E C E. 

It follows m*(A fl E) = 0. Now m*(A A Ec) < m*(A) since A Q Ec C A. Moreover 

m*(A) = m*((AnE)U(AC\Ecy) < m*(A(~)E) +m*(An£c) by countable subadditivity.
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Also m*(A) < m*(AnEc) since m*(ADjE) = 0. This implies m’(+) = m*(Ai)Ecy) since 

m*(A) > m*(An£?c) and m*(A) < m*(AnJEc). Hence m*(A) = m*(J4n£?)+m*(j4nJEc). 

□

2.2 Lebesgue Measurable Sets

The sets obtained by using the Caratheodory’s criteria form a cr-algebra which 

we will call M, and the outer measure restricted to this cr-algebra is countably additive. 

Moreover M contains the intervals. The proofs of these statements is given in chapter 

8. In chapter 4 we will show that M is properly contained in the power set of K; that is, 

there are subsets of R that are not elements of M. We call the elements of M Lebesgue 

measurable sets or just simply measurable sets[Bur98][Roy88].

Next we will take a look at a cr-algebra called the cr-algebra of Borel sets. The 

collection of Borel sets are due to Emile Borel who in 1898 came up with a measure on 

the Borel sets. We will see that the class of Borel measurable sets belongs to the class 

of Lebesgue measurable sets[Rud87]. We will show, in chapter 5, that the converse does 

not hold. The definition of Borel sets is given below, along with the proof that every 

Borel set is measurable. But first recall that a set O of real numbers is called open if for 

every x in O there is an open interval I such that x € I G 0. Moreover, a set F of real 

numbers is called closed if its complement is open.

Definition 2.7. The collection B of Borel sets is the smallest a —algebra which contains 

all the open sets. Moreover, it is also the smallest a — algebra which contains all of the 

closed sets and the smallest a — algebra that contains the open intervals.

Theorem 2.8. Every Borel set is measurable.

Proof. M contains the' family B of Borel sets since M is a a—algebra containing the 

open intervals, and B is the smallest cr-algebra containing the open intervals. □

2.3 Lebesgue Measure

Definition 2.9. If E is a measurable set, then the Lebesgue measure mE is defined 

to be the outer measure of E. That is, m is the restriction of m* to the family M of 

measurable sets. We call this set function m, the Lebesgue measure.
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The Lebesgue measure is due to Henri Lebesgue(1902). Since m is the restric­

tion of m* to the family M of measurable sets, m is our sought after function, that is m 

is a set function defined on a family M of subsets of R containing the intervals, with M 

a a — algebra, that satisfies the following conditions (proof given in chapter 8):

1. ml = 2(1)

2. m(U^n) — for each sequence {En} of disjoint sets in M

3. m is translation invariant

From now on when measure is used we axe referring to Lebesgue measure. Now 

that Lebesgue measure has been defined, let us find the measure of some sets. But before 

we do this, we give some definitions and examples.

Definition 2.10. A set A is countable if there is a 1-1 mapping from A onto the set of 

natural numbers.

Definition 2.11. A set A is uncountable if A is neither finite nor countable.

For example the rational numbers are a countable set while the irrational num­

bers are uncountable. The first sets we will measure are the countable sets which have 

measure zero. The proof follows.

Theorem 2.12. Every countable set has measure zero. That is, if A CE is a countable 

set, then m*(A) = 0.

Proof. Since A is countable there exists an enumeration of A . Without loss of generality 

we may assume A — [xn : n = 1,2,...}. Let e > 0. Consider C = U^Li (xn ~ 2^ xn + 

5^!-). By design {sn} C C. Moreover, £{xn - ^r^xn + 2^r) =

Hence ^2^=1 £(xn ~ xn + 2^r) = 2^" — e-

By definition m*({a;n}) = inf{ C U£i(aiA)}-

Therefore m* ({rrn}) < e. Since m*({rz:n}) > 0 and e > 0 and arbitrary, m*({zn}) = 0. □

Note that every countable set is measurable since every countable set has mea­

sure zero and by lemma 2.6 every set of outer measure zero is measurable. The next sets 

we will measure are the Cantor and the generalized Cantor sets. We will do this in the 

next chapter. We will also show in the next chapter that the converse to theorem 2.12 

is not true.
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Chapter 3

The Cantor and the Generalized
Cantor Sets

In this chapter we will study some special sets called the Cantor and the gen­

eralized Cantor sets and we will find their measures. Then in section 3.1 we will look at 

an application of the generalized Cantor sets. Let us begin by defining the Cantor and 

the generalized Cantor sets by means of a constructive process.

Definition 3.1. The Generalized Cantor Set. Let 0 < a < 1.

Stepl: Divide [0,1], into two closed intervals of equal length by removing an 

open interval of length We are left with the closed set F/a) = [0,dai] U [dttl + y, 1], 

where 2dai + = 1.

Step 2: Remove an open interval of length from each closed interval of Fi (a) 

in such a way to obtain four closed intervals of equal length. We are left with the closed 

set F2(a) = [0,da2] U [7i2 + 7*i] U [dai + y, + da2 + j] U [dQ1 + da2 + + fr, 1],

where 2da2 + = dai.

Step 3: Remove an open interval of length from each closed interval of F2(pi) 

in such a way to obtain 23 closed intervals of equal length.

Continuing this way, at the nth step we remove an open interval of length 

from each of the closed intervals of Fn-i(a) in such a way to obtain 2n closed intervals 

of equal lengths.

The generalized Cantor set C(a) is the intersection of the Fn(ays, that is
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c(a) = n~1F„(d). <r * . .
Note that for a = 1, (7(1) is- the Cantor set.

The following, are some properties of the distances of the intervals removed 

during the construction of the generalized Cantor set. These properties will be used in 

the application section of this chapter. Let dan = the length of each, closed interval in 

TnfcO-

Proposition 3.2. dan = - $■]

Proof. By construction

2dQ1 + f = 1 

2dtt2 4- = dQ1

4_ -Pl — j^Otn T- 3„ —

Solving for dQn gives dan = - $■].□

Proposition 3.3. dan < ^=rdai

Proof. For n = 2 we have, by Proposition 3.2, that da2 = |[dQ1 — y] = |dQ1 — | j < |dai. 

Assume, we have dOn < 2^rdai. Then by Proposition 3.2, dQfl+1 = |[dOn — jprrr], so 

dQji+1 = |dftn - 13^ < 1= 5^*1- Therefore we must have dan <

2^—1 daj. HI

Proposition 3.4. dQn >

Proof. When n = 1, we have 2dai + = 1. Suppose dai < J then 2dttl + f f =

a < 1 Contradiction. Hence dai > f •

Assume.is true for n-1, then dan_Y > ~n- and 2dan + ^ = dan-i* 

Suppose dan < then dctfl_1 = 2dan + #r<j^ + ^r = ^ = ^r < dct„_1. 

Hence dQn_1 = 2dan + < dan^. Contradiction. Hence dan > □

Proposition 3.5. dan > 0 and limdQn = 0

Proof. By previous propositions, we have < d&n < ^dai.

Since dQ1 <1, we have < dan < ^dai < ~ which implies $■ < dan < ^.

Hence, limn_>0 < linW dQn < limzw0 which gives limn->o dQn = O.D
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Proposition 3.6. dQn < dan^

Proof. dan = ^[da^ - ^-] which implies dan < ^da^. Hence dQn <

Now we are ready to find the measures of the generalized Cantor sets.

Theorem 3.7. m*(C(Q)) = 1 — a.

Proof. Let Dn(a) be the union of the open intervals removed at the nth step, and let 

D(a) = Now [0,1] = G(cx) U D(a) with C(a) Cl D(a) ~ 0. Since D(a) is

a countable union of open sets, it is measurable. Now the complement of the set D(a) 

intersected with [0,1] is C(cx). Since C(cx) is the complement of a measurable set, it is 

measurable. Hence m*([0,1]) =

Now the sum of the lengths of the intervals removed is the geometric series 

f+ 2# + 22# +----- t-2n_1^- + (1)” = = f3 = a.
3 

So m* (D(cv)) = a and since m* ([0,1]) = 1, we have 1 = m*(C(a)) + ex.

Hence ~ 1 — a. □

As a consequence of the theorem we have that the Cantor set has measure zero 

since when a = 1, m* ((7(1)) = 1 — 1 = 0. Now the Cantor set is an uncountable set, the 

proof of this will be postponed until chapter 5. Hence we have found an uncountable set 

with measure zero!

From now on let us refer to (7(1) as just (7, Dn(l) as Dn, and 17(1) as D.

3.1 An Example of an Open Set whose Boundary has Pos­
itive Measure

In this section we will use the generalized Cantor sets to help us answer the 

following question: Does there exist an open set whose boundary has positive measure?

Let’s explore this problem in detail.

Definition 3.8. The closure of a set G, G, is the intersection of all closed sets containing 

G.
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Definition 3.9. The boundary of an open set 0 is Bd(O) — 0 — 0

First note that any open set can be written as 0 = UEifah M where (a,, bj) Q 

(ajjbj) = 0 when i / j. Let On = U"=i(aiA) and note On = {[a^fy] | 1 < i < n), 

and Bd(pn) = {aj, bi | 1 < i < n}. It therefore seems reasonable to predict Bd(O) = 

U^=1 and = 0 since Bd(C*n) is countable. However, we well

show that this reasoning is faulty.

The problem is that for a finite number of disjoint open intervals the boundary 

is precisely the endpoints of the intervals but when we are dealing with a countable 

number of disjoint open intervals this may not be true which means that the boundary 

is made up of more than just endpoints.

There exist an open set whose boundary has positive measure and that open 

set is D(a) with a / 1; that is, the open set obtained during the Cantor process. It 

follows D(a) = U~=i where Dn(a) is the union of the open intervals removed at

the nth step in the construction of the generalized Cantor set. The proof of this is given 

in theorem 3.12, but to prove theorem 3.12 we need lemma 3.10 and corollary 3.11.

Lemma 3.10. D(a) = [0,1]

Proof. Since a G D(a) if and only if there exist a xn C Da such that limxn = a. It 

suffices to show that for any a G O'(a) there exists a sequence {rrn} in D(a) such that 
limxn = a. Since D(ce) = (JXi let Dn(a") = UE/k) and ^in = Let

a 6 (7(a). There exist 1;< m < 2n_1 such that d(kmn,a) < d(kim,a) for 1 < i < 2n_1. 

Define xn = kmn then {a?n} C D(a).

By proposition 3.5, limdan = 0 and = 0. Hence for any e > 0 there

exists an N such that 'daN + < c. Since a G C(a)} ”a” is in precisely one closed

interval of Fjv(a:). Moreover the length of this closed interval is daN. In Di/a) each of 

the open intervals has length and there is at least one open interval directly to the 

right or left of the closed interval containing a. It follows dix^a) < daN + Hence 

for any n> N, dan < daN, and we have d(xn, a) < dan + < daN + < e.

It follows lim xn = a. □

Corollary 3.11. Bd(D(af) — C(a)

Proof. Bd(D(a)) = D(a) - D(a).
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Now .Bd(D(a)) = [0,1] — D(a) since D(a) = [0,1].

Hence Bd(D(a)) = C(a). □

Theorem 3.12. There exist an open set whose boundary has positive measure.

Proof. Let D(a) be the open set obtained in the construction of the generalized Cantor 

set with a f 1. By corollary 3.11, we have that Bd(D(a)) — t7(aj). Since —

1 — a, we have m* (Bd(D(a))) = 1 — a. □

As we have seen, the Cantor and the generalized Cantor sets are very important 

sets for they provide counterexamples to different propositions we might believe are true. 

We will see in chapter 5 yet another application of the Cantor set, and the generalized 

Cantor sets. This time they help us find a measurable set that is not Borel. But in order 

to find this measurable set that is not Borel, we fist need to prove the existence of a 

nonmeasurable set. . . ’ . ■
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Chapter 4

Nonmeasurable Sets

In 1905 Vitali was the first mathematician to discover Lebesgue nonmeasurable 

sets, hence showing that M is properly contained in the power set of R. The construction 

of every Lebesgue nonmeasurable set of real numbers requires the use of the Axiom of 

Choice which states that for any nonempty collection C of sets there is a choice function 

f such that f(A) G A for each A G C. That it is actually impossible to construct a 

Lebesgue nonmeasurable set without the Axiom of Choice was proved by Solovay in 

1970 [Bur98][Roy88].

The goal of this chapter is to prove that every set of positive measure contains 

a nonmeasurable set. Before doing the general proof we will first prove the case when the 

set of positive measure is the interval [0,1], this will be done in theorem 4.1 and corollary 

4.2 which say that if we can break the interval [0,1] into a countable union of disjoint sets 

with the same outer measure then one of those sets has to be nonmeasurable. Theorem 

4.1 and corollary 4.2 provide a guide for the construction of the general nonmeasurable 

set.
Note that by [J Efts^ we mean the sets E^s are disjoint.

Theorem 4.1. If [0,1] = with Ei measurable, then m(Ei) / m(Ej) for some

i Bi­

Proof. Assume m(E{) = m(Ej) for all i and j. then either m(Ei) = 0 or m(Ei) > 0. 

Case 1: m(Ei) — 0 then = 1 / = 0. Contradiction.

Case 2: m(Ei > 0 then = 1 / = oo. Contradiction.
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Hence, m(Ei) rn(Ej) for some i / j. □

Corollary 4.2. If [0,1] == [J such, that m*(Ai) = m*(Aj) for all i,j then there 

exists an i such that is a nonmeasurable set.

Proof. Assume Ai is measurable for all i, then by theorem,4.1 m(Ai) m(Aj) for some 

i j. Moreover, m*(Aj = m(Af} and m*(Aj) = Hence, m*(Ai) / m*(Aj).

Contradiction. Hence, there exists an i such that Aj is a nonmeasurable set.D

Theorem 4.3. If E is measurable and m(E) / 0 then there exist E\ C E such that E\ 

is measurable, 0 < m(Ei) < 1 and Ei c (n,n + 1) for some n E Z.

Proof. R = Unez(n5 + 1) U Z

E = PAR

E; = ^n(Unez(^^ + 1)uz)

E = -i-L u (Zn£0

m(E) = 7n(UnGZ(n,n + 1) A E) + m(Z CiE) 

m(E) = X)nGZm((n,n + 1) n E)

Since m(E) > 0, there exist n such that m((n,n + 1) A P) > 0. □

And now we are ready to prove the general case.

Theorem 4.4. If E is a measurable set with m(E) 0, then E contains a nonmeasurable 

set.

Proof. Using theorem 4.3, we can assume that there exist Ei C E such that Ei is 

measurable, 0 < m(Ei) < 1 and Pi C (n,n +1) for some n G Z. It suffices to show E\ 

contains a nonmeasurable set.

Define the equivalence relation on E± by x ~ y if and only if re—y E Q A (—1,1). 

Form the equivalent classes as follows: X = {& + | | | G Q) A E^. Notice that each 

equivalent class will have a countable number of elements since it is indexed by QA(—1,1). 

Also the collection of distinct equivalent classes is uncountable since Pi is uncountable.

Let P be the set whose elements consist of exactly one element from each 

equivalent class, by the axiom of choice such a set exists. Let {77} = Q A(—1,1). Form the 

sets P + ri = {x + r$ | x E P and I E IV}. Notice that by design E\ = {UiXi P + n}nPi.
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Lemma 1: (P + r^) A (P + rj) = 0, where i 0 j.

Proof of lemma 1: Assume (P 4- rf) A (P + rj) 0 0. Then for some x± and x2 6 P, we 

have aq + ri ='x2 + rj. This implies xi — x2 is a rational number. Hence x± and x2 are 

in the same equivalent classes.- However by construction of P, Zj and x2 are in different 

equivalent classes. Hence (P + rj) A (P + rj) = 0.

Lemma 2: (JSu P + H C (n — 1, n + 2).

Proof of lemma 2: For any x EP and;r<,- we have n < x < rt +1 and —1 < ri < 1. Hence 

n — l<rr + ri<n + 2.

If P is measurable then so is P + r^ and m(P) = m(P + r2) since measurable 

sets are translation invariant. Moreover, (J£i P + H is measurable since measurable 

sets form a cr — algebra. Now m(LEi P + n) = m(P + rj) = 2251 m(P) since 

P + A P + rj = 0, for i / j.

Now Ex C U£i P + n C (n - 1,n + 2).

Suppose P is measurable then m(Pi) < P + ri) < m((n — l,n + 2))

implies m(Bi) < ^Ei m(P + rfi < m((n — l,n + 2)) and m(Ei) < JZEi m(P) < 

m((n — l,n + 2)) with 0 < ZE1 m(P) < 3. If £Ei m(P) < 3 then m(P) — 0, and if 

0 < 52£ini(P), then m(P) > 0. Contradiction. Hence P is a nonmeasurable set. □

Corollary 4.5. Any set of positive outer measure contains a nonmeasurable set.

Proof. Let E be the set of positive outer measure.

Case 1: If E is nonmeasurable, then done.

Case 2: If E is measurable then by theorem 4.3, there exist Ei C E such that E± is 

measurable, 0 < m(Ei) < 1 and Ei E (n,n + 1) for some n E Z. By theorem 4.4, Ei 

contains a nonmeasurable set. Hence E contains a nonmeasurable set. □
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Chapter 5

A Measurable Set that is not 
Borel

In chapter 2, we learned that every Borel set is measurable and that the col­

lection of Borel sets is the smallest sigma algebra that contains the open sets. It seems 

as if the collection of Borel sets account for all conceivable sets, thus all possible mea­

surable sets. For some years it wasn’t clear if there existed Lebesgue measurable sets 

that were not Borel measurable, but in 1914 this question was put to rest by Suslin, a 

Russian mathematician. Suslin proved the existence of a Lebesgue measurable set that 

is not Borel by constructing such a set [Bur23][Rud76]. Hence we have that the Borel 

'measurable sets are a proper subset of Lebesgue measurable sets!

In order to show that there exists a measurable set which is not Borel, it will be 

sufficient to show the following two things: First, if B is a Borel set and g a measurable 

function then g~}(B) is measurable; and second, there exists a measurable bijection g 

and measure zero set A such that is a measurable set with m(g~i{A)) > 0.

Using these two results and the fact that every set of positive outer measure contains a 

nonmeasurable set we will be able to construct a measurable set that is not Borel. We 

will see that the measurable function we need uses the Cantor ternary function which 

will be explained in section 2. We will also see how the Cantor set plays a key role in this 

proof. Hence sections one through three are devoted to laying the foundations. Finally 

in section 4, we will put it all together.
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5.1 Measurable Functions

Definition 5.1. An extended real-valued function f, defined on a Lebesgue measurable 

set of real numbers E, is said to be Lebesgue measurable on E if ((c, oo]) = {a? : 

f (x) > c} is a Lebesgue measurable subset of E for every real number c.

Proposition 5.2. Let f be an extended real-valued function whose domain is a Lebesgue 

measurable set of real numbers E, and c is any real number. Then the following state­

ments are equivalent': , «. -

1. f is a Lebesgue measurable function on E.

, oo]) = {a; : f(x) > c} is a Lebesgue measurable subset of E.

3. /-1((c,oo]) = [rr : f(x) > c} is a Lebesgue measurable subset of E.

4- /_1([-oo,c)) = {re : f(x) < c} is a Lebesgue measurable subset of E.

5- f"1 ([-<*>,, c)) = ■ / W < c}. as a ^Lebesgue measurable subset of E.

Some examples of measurable functions are continuous functions. The proof 

follows.

Theorem 5.3. If f is a- continuous function, then f is measurable.

Proof. Recall, f is continuous if and only if /“1(O) is open for all open sets O. Since 

open intervals are open sets, we have /-1 of open intervals is open for all open intervals. 

Hence since open sets are measurable, f is a measurable function.^

The following is a relationship between measurable functions and Borel sets 

that is key in proving the existence of a measurable set that is not Borel.

Theorem 5.4. Let f be measurable and B a Borel set. Then f^1(B) is measurable.

Proof. Let f : E R, where E is a measurable set. Let S = {A G K | /“X(A) is 

measurable }. Note if Ai G S then the following are true:

1) /_1 (UEi Af) = U£i /“x(Ai)which is measurable.

2) Aj) = y_1(Ai) which is measurable.

3) /-1(R — A) = /-1(R) — /~1(Ai) which is measurable.

Also for a < b we have oo)) = {# G E\f(x) > a} and /~1((-oo,b)) =

{* G E\f(x) < 6} are measurable. Hence, f x(a, oo) D f x(—oo, b) = f ^(o, oo) n 
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(-oo,6)) = Z-1^, 5) is measurable. Since the Borel sets are the smallest cr-algebra 

which contain open intervals, we must have B C S where B is the collection of Borel 

sets. □

Finally we will show that the composition of a measurable function with a 

continuous function is measurable. But first we need this lemma.

Lemma 5.5. (g °

Proof, x E (go Z)_1(A)

<=> (ff ° Z)(®) A

G A

ZW e fl-1 (A)

® 6 Z“1(5_1(A))

Hence (g o Z)-1(A) = Z-1(ff-1(A)). □

Theorem 5.6. If f is a measurable real-valued function and g is a continuous function 

defined on (—oo, oo); then g o f is measurable.

Proof. Let A be an open interval. By lemma 5.5, we have (g o Z)_1(A) = Z_1(ff~1(A))- 

Since g is a continuous function, is an open set. Now since an open set is a

Borel set and f is measurable, it follows from theorem 5.3 that Z-1 of a Borel set is 

measurable. Hence g o f is measurable. □

5.2 The Ternary Representation of the Cantor Numbers

In chapter 3 we learned that the Cantor numbers are obtained by intersecting 

all the closed intervals removed during the Cantor process, i.e. C = In this

section we will study another way of representing the Cantor numbers, namely its ternary 

representation. Let us first take a look at what is meant by the binary expansion and 

ternary expansion of a real number x G (0,1).

Definition 5.7. Let p be an integer greater than 1, and x a real number 0 < x < 1. 

There is a sequence (an) of integers with 0 < an < p such that x = and this

sequence is unique except when x is of the form 2L, in which case there are exactly two 

such sequences. Every number in the interval (0,1) has at least one, and at most two,
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expansions. If p — 2, fhis sequence is called the binary expansion of x. For p = 3 it is 

called the ternary expansion.
' 1 lk ’ '

The next two theorems classify all the numbers with two ternary expansions.

Theorem 5.8. x G [0,1] has two ternary expansions if and only if x = EXi fn + 

where k = 1 or k = 2 and an G {0,1,2}.

Proof. Suppose x = EXi = EXi where tzn, bn G {0,1,2} and {an} / {6n}. Let 

M be the smallest integer such that bm / am. Without loss of generality we may assume

> bm. Now 0 = 22X1 an3nn > 3^r + EXm+l an3nn > 3Hr — EXo 3W+n] = 0. 

Hence, we must have bn+m = 2 and an+m = 0 for n > 1., Moreover, am = 1 or am = 2.

Conversely, suppose x G EX1 3^ + where k •= 1 or 2. Let bn = an for 

n < m — 1, bm = 0 if k = 1 or bm = 1 if k = 2 and bn+m = 2 for n > 1. By design 

® = ZXi □

Theorem 5.9. Let an, bn G {0,1,2} for all n. If x = EX1-+ 3^ where k ~ 1 or 2, 

and bn / an for some n < k then EXi / x-

Proof. Suppose x = EXi Let r be the smallest integer such that bnfan.

Case 1: bT, > ar. Then 0 = EXi + EXn-i + ^3^ +

EXm+i > F “ EXr+i & + 3k] > 0. Contradiction.

Case 2: aT > br. Then 0 = EXi + EXr+i 5a3^IL + Hn3^aL “
00 _1 |Vm_1 2 1 1 1 V'OO 2 1
n=m+l 3n 3r LZ-/n=r+l 3n 3m Z^n=m4-1 3nJ 3r 3r ~ 3m 3L. > 0. Contra­E

diction. □

Now we are ready to classify the Cantor ternary numbers. Let D be the set of 

open intervals removed in the Cantor process.
By construction D = UX2{Ufl€An U A where Dng = (EX?^ + 

^rEX/ 4? + with 9 An = {set of all functions from {1,2, ....n — 1} to {0,2}} 

represents an arbitrary open interval removed at the nth step of the Cantor process and 

Di = (|, j).

Theorem 5.10. x G C if and only if there exist {an} such that x — Ei° with an = 0 

or an = 2.
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Theorem 5.10 is equivalent to the following theorem.

Theorem 5.11. x 6 D , if and only .if x has no ternary expansion with only IPs and %’s.

Proof. Assume x 6 D then x e Dwg for some N and g.
Hence z e (.+ X, implies E?=i' $1 + £ < z <

Vn_1 g(i) , _2_ ' ‘ -
Z-/i=l 3* ’ 3n * ’ - ■ ■ » ■

Now x — I2?=? ^P> + 37? + JXn+i where 6/s cannot be all zeroes or all twos.

For if bi = 0 for all i > n, then x = 12?=? ^p- 4- which is the left endpoint 

of ( XX? 4^ + 52P2"? ^jP" + ■ So if 6n+i = 0, then there exist k > n 4-1 such that

bk = 1 or bk = 2.
Also if = 2 for all i > n, then z = &+ £ + E£„+i £ = +

+ jr = E"Li' which is the right endpoint of (Eta/ EE? + £) •

So if &n+i = 2, then there exist k> n 4- 1 such that bk = 0 or bk — 1.
It follows 0 < E“n+1 & < E£n+1 £ = £■

If x has two ternary expansions, by theorem 5.8, x = JX^1 fi 4- where k=l 

or 2. Moreover, by theorem 5.9, x = 2?=? ^P + + Y^=n+i and anY other

expansion of x must agree in the first m-1 terms of the series. Hence every expansion of 

x has a nonremovable one in the nth position, that is x has no ternary expansion with 

0’s and 2’s.
For the other direction, assume y — Yli=i ^P- + F7 + E2n+i where 0 < 

SXn+i < 13£n+i F = follows JX? ^p- + F' < < 53?=? + F' Hence

y£DNg. □

As has been shown by the preceding theorem, the Cantor set C consists of all 

those real numbers in [0,1] that have ternary expansion (an) for which an is never 1. If 

x has two ternary expansions, we put x in the Cantor set if one of the expansions has 

no term equal to 1.

Before continuing with our proof of the existence of a measurable set that is 

not Borel, we will take a moment to show that the Cantor set is uncountable. Our proof 

will use the Schroeder-Bernstein Equivalence Theorem which states: If there exists one- 

to-one mappings f and g going from A —> B and B —> A respectively, then there exists 

a bijection from A B.



20

Theorem 5.12. The Cantor set is uncountable.

Proof. Let I, the identity map, and </> be defined as follows.

I: C (0,1)

0 : (0,1) C where

If a binary number has two binary expansions, choose the one with nonrepeated ones. 

Clearly, $ is well-defined. 0 is strictly increasing since if x, y G (0,1) and x < y, then 

f>(x) < Hence 0 is one-to-one. Since I is one-to-one and 0 is one-to-one, then by 

the Schroeder-Bernstein Equivalence Theorem, C and (0,1) have the same' cardinality. 

Since (0,1) is uncountable, C is uncountable. □

5.3 The Cantor Ternary Function

Definition 5.13. The Cantor ternary function. Let x be a real number in [0,1] with the 

ternary expansion (an), x ~ with an = 0, 1 or 2. Let N = oo if none of the

an are 1, and otherwise let N be the smallest value of n such that an — 1. Let bn = |an 

for n < N and b^ = 1. The function f defined by setting f(x) = SnLi 5^ 2S called the 

Cantor ternary function.

The next lemma shows that the Cantor ternary function is well defined.

ternary expansion of x.

Proof. By theorem 5.8 we know that if x has two ternary expansions then x — |n +

where k = 1 or k ~ 2 and an € {0,1,2).
Case 1: If k=l, then let the 1st expansion of x be x = 52™=? f* + 3k and the 

second expansion be x = Sn-1
For the first expansion: If N=m, then f(f2n=i + f)=Sh=i1 5^ + 2^; and

if N < m, then f(Y^n=i 5^ + 2^’

Now for the second expansion: If N = 00, then f(Y^i 3m+n)—

On I V^00 2 — v^N-l bn I. 1 — r/y^m-1 gn . 1 >
J \2-m=l 3n 2-^n=l 3’^-r’i) 2^n=l 2n + S77" I ^2-/n=l 371 3m '
Hence & is independent of the ternary expansion of x when k=l.
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Case 2: If k=2, then proof follows mutandis mutates as above. □

The aim of this section is to show that the Cantor ternary function is continuous 

and monotonically increasing, but in order to do this we need the following theorems.

Theorem5.15. The Cantor function is constant on each of the open intervals removed 

in the Cantor process. Moreover, the value of the constant on the interval (a, b) removed 

is equal to f(a) = f(b).

Proof. LetxSDns then x = ES' + &+ S£n+1 £ ■ It follows f (z) = 3^ +

Hence f is constant on Dr,s and it equals f (Et? + ^r) = /(a?) = / (+ 

&)• □

Theorem 5.16. The Cantor function is monotonically increasing on the Cantor set.

Proof. Let x, y G C such that x < y. Let x ~ + §£ + EXm+i M and

y — EEi* + E£m+i y. where {a;}, {bj, {cj, {dj are sequences of 0’s and 2’s.

There exists a smallest m such that a* — Ci for i < m and am = 0 and cm = 2.

If bi — 2 for all i > m, and di = 0 for all i > m then x = fi + 3^ +

E£m+1 F and y = ESl1 +13^- ft follows f(x) = EZu1 + E£m+1 =
V'm_1 . _0_ 1 m-1 fet 1 _L _ f(..\

21 ' 2771 ' 2771 Z-jz~L 21 ~ 2™ ~~ J \Vf-

Otherwise, 
f(r\ — V"1”1 121 _2_ _l V°° in <" vm_1
J J 21 ~ 2m ~ 2» 2l
since V°° < V°° M — -IL n

+ 2^- + E2m+i - f(y)

Theorem 5.17. The Cantor function is monotonically increasing on [0,1].

Proof. Let x,y G [0,1] such that x < y.

Case 1: Let x,y G C then f(x) < f(y) since the Cantor function is monotoni­

cally increasing on the Cantor set.

Case 2: Let x,y G D. Let rr G (a, b) and y G (c,d) with (a,b), (c, d) C D. Now 

x < y implies a < c. Moreover f(x) ~ f(a) and f(y) = f(c) implies f(x) < f(y).

Case 3: Let x 6 C and y G D. Let y G (a, b) C D. Now x < y implies x < a. 

Since x and a are Cantor numbers, it follows f(x) < f(a). Moreover f(y) = f(a) by 

theorem 5.15. Hence f(x) < f(y).
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Case 4: Let x E D and y G C. Let x G (a, b) C D. Now x < y implies b < y. 

Since b and y are Cantor numbers, it follows f(b) < f(y). Moreover f(x) = f(b) by 

theorem 5.15. Hence f(x) < f(y). □

Theorem 5.18. If f : [a, 6] —> R is monotonically increasing then 

f is continuous if and only if for all y such that f(a) < y < f(b), there exist x E [a, b] 

such that f(x) = y.

Proof. Assume f is continuous, then by the intermediate value theorem there exist an x 

such that f(x) = y for all y E [/(a), /(b)].

Conversely, assume x E [a, b] such that f(x) — y, for all y where f(a) < y < 

f(b). Let e > 0 and let yi and y2 E [f(a), f(b)] such that /(a) < yi < y < y2 < f(b) 

where y — yi < e and y2 — y < e. Let rcj and 1E2 E [a, b] such that rri < x < x2, with 

/(rci) = yi, and f(xi) ~ y2- Let 8 = — ir|, |a?2 — z|} then for all c E (x — 3, x + 5)

we have |c — z| < 6. We want |/(c) — /(x)| < e.

Case 1: Xi < c<x implies f(xi) < f(c) < /W-

Now f(x) - f(xr) = f(x)~ f(c) + f(c) — f(xif. Since/(s) - /(zi) < e, it follows 

f(x) - /(c) + /(c) - /(a;i) < e. Moreover, f(x) - f(c) > 0 and /(c) - /(®i) > 0, implies 

/(z)~/(c) < e-

Case 2: x < c < x2 implies f(x) < f(c) < /(Z2).

Now f(x2)~ f (x) = f(x2)-f(c)+f(c)-f(x). Also/(a^) —/(^) < e implies f(x2)-f(c) + 

f(c) — f(x) < e. Moreover, f (x2) — f(c) >0 and /(c) — f (x) > 0 implies /(c) — f(x) < e. 

Case 1 and 2 imply |/(c) — f(x)| < e. □

Corollary 5.19. The Cantor function is continuous.

Proof. Let y E [/(0), /(l)] this implies 0 < y < 1. It follows y = where ai = 0 or

at = 1. Let x = 52E1 j then x E C. It follows that for all y E [0,1], there exist x E C 

such that f(x) = y. Hence f is continuous by previous theorem. □

5.4 A Measurable Set that is not Borel

Let /1 be the Cantor function, and define / by f(x) = /i(x) + x.

The proof of the existence of a measurable set that is not Borel requires that / map the 
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Cantor set onto a set of positive measure. But in order to show that f maps the Cantor 

set onto a set of positive measure, we need to show that f is a homeomorphism of [0,1] 

onto [0,2]. The proof follows.

Recall that a space X is compact if every open covering of X contains a finite 

subcollection that also covers X [MunOO].

Theorem 5.20. f is a homeomorphism of [0,1] onto [0,2].

In order to prove this theorem we need the following result. Let / : X —> Y 

be a bijective continuous function. If X is compact and Y a metric space, then f is a 

homeomorphism.

Proof. Let x,y G [0,1] such that x < y, then f(x) = fa(x) + z and /(y) = fa(y) + y. 

Now fa(x) < fa(y) since the Cantor function is monotonically increasing. Since x < y, 

it follows fa(x) + x < fi(y) + y. Hence f is one-to-one, since f is strictly increasing.

Now fi and the identity function are continuous. Since the sum of two contin­

uous functions is continuous, f is continuous.

Since /(0) = /i(0) + 0 = 0, /(I) = /i(l) + 1 = 2 and f is continuous, it follows 

f takes all the values between [0,2]. Hence f is onto.

Since f : [0,1] —> [0,2] is a bijective continuous function with [0,1] compact and 

[0,2] a metric space, it follows from result above that f is a homeomorphism. □

Theorem 5.21. f maps the Cantor set onto a set of measure 1.

Proof. Recall D = [0,1] — C where an arbitrary open interval removed at the nth step 
of the Cantor process is given by Dng = (EXu ^p + 52"= j1 ^P- +

where g G = {set of all functions from{l, 2,..., n — 1} to {0,2}}.

Hence D = US=2{U9eAn Dng} U where

Now f(Dng) = {/i(a?) + a;|a7 G Dng] and fa(Dng) = {/i(sc)|a; G Dng}. Since fa 

is constant on each Dng, let fa (JDUg) = Cng. Then f (Dng) = /i (Dng) + Dng = Cng + Dng. 

Hence ^(/(Dn )) = m(Dng) by the translation invariant property on m. Now f(D) = 

UX2{U5GAn is clear by definition. Also since Dng and Dmft are disjoint

sets and f is one-to-one, f(DUg) A = 0 if g / h or n m.

Therefore,

m(/(D)) =MU“2{U9eA„ =
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^2n=i ^2geAn m(^ns) + n*(Di) = m(D) = 1 by the countable additivity property of 

Lebesgue measure. Now [0/1]. = D UC and /([0; 1]') = /(£> U C) = /(£>) U /(C) = [0,2]. 

Therefore, 2 = m([0,2]) = m(f(D) U /(C)) = + m(/(C)) = l + m(/(C)).

Hence m(/(C)) = 1. □

Now we are ready to prove the existence of a measurable set that is not Borel.

Theorem 5.22. Let g ~ f~l. There is a measurable set A such that g~r(A) is not 

measurable. In particular, there exists a measurable set which is not a Borel set.

Proof. Note f(D) is measurable since f(Dng) and f(Df) are measurable and f(D) = 

USJrf'tUpez'U /(AiJ} U / (Bi). Moreover, /(C) is measurable since /(C) = [0,2] -/(£>). 

f(C) measurable and m(/(C)) = 1 imply there exists a nonmeasurable set A C f(C).

Let g = /_1 . Now g is continuous and by theorem 5.3 it is measurable. 

Let B — /^(A) C C then B is measurable since m(B) < m(C) = 0. However, 

g~l(B) = f(B) = A is not measurable. It follows B is not a Borel set since the in­

verse image of a Borel set is measurable for measurable functions. □

The following is an example that shows that the composition of two measurable 

functions may not be measurable. But first recall that the characteristic function of B 

is defined as follows: Xg(x) = 1 if x G B and Xq(x) = 0 if x f B.

Let f(x) — fi(x) + x where /i is the Cantor function. By theorem 5.22, there 

exists a measurable set B such that f(B) is not measurable. Let g = f_1 and h = Xp, 

then (h o g)(x) = hfg(x)) = Xb(J~1(x)). Note that Xb(/~1(^)) > | if and only if 

/~XM G B. Now {rr|(7a o g)(x) > |} = {s|Xb (/^(z)) > |} = {x\f~1(x) G B} = 

{sc|a; G /(B)} = f(B). It follows h° g is not measurable since f(B) is not measurable.
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Chapter 6

A Necessary and Sufficient
Condition for Riemann 
Integrability

We are familiar with the definition that a function is Riemann integrable if its 

upper and lower integral agree. In this chapter we will learn another way of classifying 

a Riemann integrable function. We will prove that a function f is Riemann integrable 

precisely when the set of points at which f is discontinuous has measure zero [Roy88]. 

Sections 6.1 through 6.4 contain the theorems necessary to prove this.

6.1 Properties of Measurable Functions

First we will prove that the supremum and the infimum of a sequence of mea­

surable functions is measurable, but we need the lemma below to do that.

Lemma 6.1. Let {/n} a sequence of measurable functions. Let g = supfn then 

{z : g(x) > a} = UXi^ : fM > <*}

Proof. Let E = {x : g(x) > a} and En = [x : fn(%) > «}• Let Xi G E then p(a?i) > a. 

Since g(xi) = supfn(xi), supfn(xi) > ct. It follows there exist A such that fw(xi) > a, 

i.e. a?i G fz : /n(x) > a} — En. Hence, E C U^=i En-
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Let e En then > <*• Since g — supfn, g(xi) > fn(xi) > a for all n.

Hence g(xi) > a implies xi G E. Hence {x : g(x). > o} = UXil^ : fn(x) > cu}. □

Lemma 6.2. Let {/n} be a sequence of measurable functions then the supfn and the 

inffn a.re measurable.

Proof. We know from lemma-6.1. that {a; : g(xf > at} = UXil37 : > <*}• Since

each fn is measurable and the countable union of measurable sets is measurable, g is 

measurable. The proof for inffn is clone similarly. □

Definition 6.3. A property is said to hold,almost everywhere (abbreviated a.e.) if the 

set of points where it fails to hold is a set of measure zero.

Lemma 6.4. jf f is a. measurable function andf=g a.e., then g is measurable.

Proof, {re : (/(a;) > a} = {re : f(x) > a} — {rc : g(x) < a and f(x) > a} U {re : f(x) < a 

and g(x) > a} is measurable since {rr : f(x) > a} is measurable, {rc : g(x) < a and 

f(x) > a} and {x : f(x) < a and g(x) i> cv} are both measurable with measure zero and 

measurable sets form a sigma algebra. □

Recall that a step function, ip, is a linear combination of characteristic functions, 

i.e. v? = E?=i ai^Ei + Ei=i biXei, where E(s are intervals and ei G R [Rud87]. We will 

show that every step function is measurable, but first we need the lemma below.

Lemma 6.5. Let h = aXi and g = bX^,where I is an interval and c G R, then h and 

g are measurable.

Proof. For any r G R we have {a?[/z(a?) > r} = I if a > r, and {z|h(x) > r} = 0 if a < r. 

Moreover {zfyfz) > r) = c if b > r and {ir|5(z) > r} = 0 if b < r. Clearly h and g are 

measurable. □

Theorem 6.6. Every step function is measurable.

Proof. Let f be a step function, then f = E?=i where Ii =

with I/s disjoint and a Ij for all i and j. By lemma 6.5, we know each 

aiX^ and biX{c.} is measurable. Now + a2Xj2 is measurable since the sum of

two measurable functions is measurable. Assume a^X^ + a2Xi2 + ■ ■ ■ + an-iXin_1
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is measurable. Now (aiX^ + a2.X/2 + ■ •• + an_iXfJl_1) + anX[n is measurable since 

(aiXjj + a2Xj2 -1----- + an-\X[n_f and anXfn are measurable and the sum of two mea­

surable functions is measurable.

In a similar way we can show that biX{C1 j-1------ is measurable.

Moreover f is measurable since f is the sum of two measurable functions. □

6.2 Extending Riemann Integration

The key to extending Riemann integration lies in proposition 6.11 which shows 

that a bounded measurable function on a closed interval [a,b] and simple functions are 

a natural extension of Riemann integrable functions on [a,b] and step functions. But in 

order to prove proposition 6.11 we need the following.

Definition 6.7. The integral of a characteristic function is defined as follows f X& = 

m(E).

Definition 6.8. Simple Function (p = aiX^ where Ei ’s are measurable sets.

Definition 6.9. The integral of a simple function is defined as follows aiX^ =

ZXi aiwfEi).

Proposition 6.10. Let <p and ip be simple functions

a) f (tup + top) = a f <p + bf

b) If <p > ip a..e., then f <p> f

Proposition 6.11. Let f be defined and bounded on a measurable set E with mE finite. 

In order that inf fEip(x)dx = sup fE<p(x)dx for all simple functions tp(x) > f(x) and 

<p(x) — f(x)> H 2s necessary and sufficient that f be measurable.

Proof. Assume f is measurable and bounded by M. We will first partition the range of f 

as follows. Let Ek = {x ■ < f(x} < _n < fa < n} and M = supxes\f(x)\.

Now Efc’s are measurable, disjoint and have union E. Thus '/2k=-nm(^k) — m(E).

Create simple functions ip and ip on the sets Ek such that tp < f < ip.
Let + ^^-X^ +■■■ + ^-XEk + ■■■ + =^XE_„

and Vn = ^-XEn + ^-Xe^ +■■■ + &=^XBk_, +■■■ + i=2=pt£xEi_n_iy 

It follows v>n = “ EL-n kxBk W, and <pn = EL-n(fc - IJXb,, (ic) •
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Now f i>n - Vn = J %(XBn + + • ■ ■ + XE_„+1 + XB_„)

= ^fn=-n^=^fXu.=_nEk = ^fXB = ^m(E).

Moreover sup f > f pn and inf f ip < f ipn>

Also J tpn > f P>n since 99 < f <tp. Hence f tpn> inf f ip > sup f 90 > f pn.

Since sup fp > f pn, then ™m(E) = f tpn~f pn > f ipn-sup f p >,inf f ip-sup f p> 

0 for all n. Hence inf f ip = sup f p.

Now for the other direction, let f be some fixed bounded function. Suppose 

a = supy^f fEp(x) = inf fE'ip(x) where tp and ip are simple functions. Hence for 

all n there exist pn < f and ipn > f such that fEpn > a - - and fE ipn < a + ~. It 

follows fE lpn. - fEPn= fE Ipn- Vn< (oi + £)_(«“£) = £•

Let ip* = inf ipn and tp* = sup pn. Now ip* and tp* are measurable and bounded 

by lemma 6.2. Let g = ip* — tp*. We have that g > 0 and it is bounded and measurable. 

Moreover g = tp* ~ p* < ipn ~ (fin-

Suppose : ip*(x) — P*(x) > 0}) > 0 then there, exist k > 0 such that

m(fx : ip* (x) - p*(x) > L}) > 0. Let Ek = {x : ip*(x) - p*(x) > £} and tp = ^XEfc. 

It follows tp < g since g = ip* — tp* > | for x G Ek. Moreover f p — > 0.

Hence sup^g fEp(x) > 0. Since g is measurable and bounded we have by part a that 

fE p(x) = infg<$ fE ip(x).

Let ip = ipn — pn. It follows ip > g and ftp = f(ipn ~ P>n) < Hence 

fE ip(%) < £ for all n implies m/g<^ fEip(x) = 0. So we have sup f p > 0 and 

inf f ip = 0 which contradicts supf p = inf f ip. Hence m({x : ip*(x) — p*(x) > 0}) = 0. 

It follows tp* = p* a.e.. Now p* < f < ip* implies p* = f a.e.. Hence f is measurable. 

□

As was shown in the proposition above, Lebesgue’s construction of the integral 

is different from Riemann’s construction in that it partitions the range of the function 

rather than the domain [Bur 98].

Definition 6.12. If f is a bounded measurable function defined on a measurable set E 

with mE finite, we define the (Lebesgue) integral of f over E by fE f(x)dx = inf fE ip(x)dx 

for all simple functions ip(x) > f(x).

Having defined the Lebesgue integral of a function /, we will show in the 

next proposition that if f is Riemann integrable then the Riemann integral of f equals 
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the Lebesgue integral of f. Recall that the upper Riemann integral of f is defined by 
R fb f(x)dx = inf fb i/fix)dx for all step functions > f(x). And the lower Riemann 

integral of f is defined by Rfbaf(x)dx = sup fb <p(x)dx for all step functions ip(x) < f(x). 

Hence a function f is Reimann integrable on [a,b] if the upper integral is equal to the 
lower integral. The Reimann integral of f is denoted by Rfbf(x)dx [Bar66].

Proposition 6.13. Let f be a bounded function defined on [a,b]. If f is Riemann inte­
grable on [a,b], then it is measurable and Rfbaf(x)dx = fbaf(x)dx.

Proof. Let f be a Riemann integrable function.

Now we have that inf ipstep > inf 'ipsvmPle. Moreover sup f^j tpstep < 

sup Jy></ Vsimple, and sup f^f tpsimple < inf pimple.

Hence supf <pstep < supf (p™mPie < inf f i/)s^mP^e < inf f ipsieP.

Since f is Riemann integrable, sup f cpstep — inf f^j iftsicp and it follows

sup f (psimPle = inf f bs,imple. Hence f is measurable. □

Proposition 6.13 shows that every Riemann integrable function is measurable. 

However, the converse is not true. Consider the measurable set Q A [0,1]. It follows 

that f = XQn[0)1] is measurable. However, f is not Riemann integrable since we have 
fi/f/ = land2i/2/ = 0-

6.3 Properties of Lebesgue Integration

Theorem 6.14. Given f > 0, bounded and measurable, Lebesgue integral of f is zero if 

and only if f equals zero a.e..

Proof. Assume Eq = {x : f(x) > 0} then Eq — : f(p) > £}•

Let En = [x : f(x) > £}. Suppose that m(Po) > 0, then there exists N such that 

m(EN) > 0. Let <pN = j?XEN by design <p<f. Now f f XEn = ±-(m(EN)) >

0. Since f f = sup fv<f<p(x), where ip is a simple function, it follows 0 < f <pn(x) < 

sup f <p(x) — f f. Contradiction. Hence m(Eo) = m({z '■ /($) > 0}) = 0-

Conversely, let <p be a simple function such that <p < f and <p > 0. Let 

(p = £25X1 anXEn where an > 0 and En A Em = 0 for all n,m where n / m. Now 

f <p(x) = = 52X1 Onm(En). Since <p < /, then an = <p(x) < f(x) for 
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x G En. Hence En G {z : f(x) > an}. Moreover, an > 0 implies En c {x : f(x) > an} G 

[a;: f(x) > 0}. Hence m(En) G m({/c : f(x)> an}) G m({o;: f(x) > 0}) by proposition 

2.4. Since m({rr : f(x) > 0}) = 0, then m(En) = 0 for all n. It follows f <p(x) = 0. Hence 

f f = sup fp.'fPfx) = f <p(x) = 0 since (p is an arbitrary simple function below f. □

The following are some properties about bounded measurable functions defined 

on a set of finite measure that will be used in later proofs.

Proposition 6.15. If f and g are bounded measurable functions defined on a set E of 

finite measure, then:

21 fE(af "b bg) = a fs f "b b fgff.

«• Iff=ff a.e., then fEf = fEff.

Hi. If f < g a.e.f'then fEf <

iv. If A and B are disjoint measurable sets of finite measure, then f ~ Ja + Ib

Next we will prove the Bounded Convergence Theorem, its proof uses the fol­

lowing proposition known as one of Littlewood’s theorems [Rud87].

Proposition, 6.16. Let E be a.measurable set of finite measure, and {fn} a sequence of 

measurable functions defined 'on E. Let f be a real-valued function such that for each x in 

E we have fn —> f(x). Then given e > 0 and 5 > 0, there is a measurable set A G E with 

mA < 5 and an integer N such that for allx' A and all n> N, — f (z)| < e.

Proposition 6.17. Bounded' Convergence Theorem (BCT): Let {fn} be a sequence of 

measurable functions defined on a set E of finite measure, and suppose that there is a 

real number M such that |/n(a:)| < M for all n and all x. If f(x) = limfn(x) for each x 

in E, then fEf = fEUmfn = Ivmjgfn.

Proof. Let e = 5 > 0 then there exists N and A such that m(A) < e and | f (®)I < t

for n > N and x G E — A by proposition 6.16. Now \fE(f - fn)\ < J# \f — fn\ — 

fE~A + fA\f-fn\- By design\f(x)-/n(z)| < € for n > N and x G E-A. Hence

fE_A \f ~ fn\ < Je-a ^ = m(E- A)e < m(E)e and fA \f - fn\ < (2M)m(A) < (2M)e 

since \f — fn\ < |/| 4- |/n| < 2M. Therefore, when n > TV we have | fJ<:f - fn\ < 

e[m(E) + 2M]. i.e. lim\ fEf — fn\ ~ O’that is Um fEfn~ J /• O
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6.4 A Necessary and Sufficient Condition for Riemann In­
tegrability

Definition 6.18. Upper and lower envelopes of a function. Let f be a real-valued function 

defined on [a,bj. We define the. lower envelope h of f to be the function h defined by 

h(y) = sups>Qinf\x_y\<sf(x), and the upper envelope H by H(y) = inf5>osup\x_y\<sf(x).

In order to prove theorem 6.24 which states that a bounded function f on [a,b] 

is Riemann, integrable if and only if the set of points at which f is discontinuous has 

measure zero, it is sufficient to show the following. First we need to show that the upper 

Riemann integral of f equals the Lebesgue integral of the upper envelope of f (theorem 

6.21); as well as the lower Riemann integral of f equals the Lebesgue integral of the 

lower envelope of f (corollary 6.22). Second we need to show that H(x) ~ h(x) if and 

only if f is continuous at x (theorem 6.23). We start by proving theorem 6.21, but we 

need lemma 6.19 and 6.20 to prove it.

Lemma 6.19. Let f be a bounded function. If tp is a step function such that <p > f then 

<p > H except at a finite number of points.

Proof. H(x) = inf§>osup\x_y\<sf(y) is the upper envelope.

Let (p = SuPPose x £ (o>i,bi) then there

exists 6X such that (x — 6x,x + <5:c) c (pi, bi). Now H(x) < sup\x_y^f(y) for any 6 < 0. 

Also f(y) < Ci for all y such that — y\ <

It follows sup\x~y\<5xf(y) < sup\x_y\<Sxa. Therefore sup\x_y\<5xf(y) < Ci. 

Since H(x) < sup^y^gf^y), it follows H(x) < c^. Hence <p > H except for a finite 

number of points. □

Note that ip I H means a decreasing sequence converging to H.

Lemma 6.20. Let f be a bounded function. There exists a sequence of step func­

tions such that ip J, H where w uniformly bounded.

Proof. Consider [a, 6] C UXG[aft»] X(x, compactness of [a, b] there exists {a;in, ■ ■ • xkn}

such that [a, b] C U?=i £)• Without loss of generality we may assume {zin,... Xkn} C

{zim, • • • xim} when m>n. Define <p = suPyQN(xin,±) f(v)XN(xin !)• Now> Pn > H.
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We want to show that lim <pn(x) = for x E [a, bj.

We have that for any x E [a, b] and n there exist Xin such that x E N(xm, ~). 

Since x E N(xin, ±), there exist 8xn such that N(x,8xn) C N(xin, ±).

Moreover supyeN(XiSxn)f(y) < supyeN^int^f(y). Note that 8xn < ^, i.e. lim 

8xn — 0. In particular, H(x) = Hmn^oo^upye^x^Xn )/(y)-

Now there exists k and Xj% such that £ < 8xn and x E N(xjk, £) C N(x, 8xn). 

Hence supyeN(XiSxn)f(y) > supyeN(xjk^}f(y) = <pk(x) and 

supy&N(xjXn}f(y) < supyeN{xin ^f(y) = <pn(x). Therefore, <pk(x) < supyGN(XtSxn)f(y) 

< Tn(%)- By design, pn(x) > <pn+i(®)j that is <pn is a decreasing sequence. Conse­

quently, H(x) = lim supyGN(X)§Xnjf (y) = lim <pn(x). And we have that |/(®)'| < M 

implies |</jn(a?)| < M, i.e. <pn is uniformly bounded. □

Theorem 6.21. Let f be a bounded function on [a>b] and let H be the upper envelope of 
f then £h = Rj^f-

Proof. By lemma 6.19 we have <p> H except for a finite number of points.

Hence H < tp which implies in/ < inf f^jtp which in turn implies f H <

Jv>f V ■ Now fa fa f since fa f = inf SV>f V-

By lemma 6.20 we have |<£n(rc)| < M and H(x) = lim <pn(x), then by BCT 

fH( x) = f lim <pn(x) = lim f (pn(x). Since (pn are decreasing, then we have lim J <£»n(a;) = 
inf f ¥>n(x)- Hence inf f (pn(x) > inf f ip = /* f. Hence f R(x) = lim f <pn(x) > 

fa f'
Therefore f and J H(x) > /J / which implies J* H = R f. □

Corollary 6.22. Let f be a bounded function on [a,b] and let h be the lower envelope of 
f then h — R f^f.

Proof. Follows mutandis mutates from theorem above.

Theorem 6.23. Let f be a bounded function on [a,bj with H and h the upper and lower 

envelope respectively. Then H(x) = h(x) if and only if f is continuous at x E [a, b].

Proof. Suppose H(x) = h(x) then ihfs>osup\x_y\<sf(y) = sups>Qinf\x_y\<5f(y). It 

follows for any | > 0 there exist 8 > 0 such that sup^-y^gf^y) < H(x) + | and 
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inf\x^<6f(y) > K(®) - f. It follows sup\x~y\<5f(y) - inf\x_y\<sf(y} < e.

Now sup\x_y^<5f(y)-inf^_y\<5f(y) > |/(y) -/(s)|. Hence \f(y)-f(x)\ < e on |z-y| < 

3.

Conversely, suppose f is continuous at x € [a, 6], For all e > 0 there exist 

3 > 0 such that |rr — y\ <3 implies \f(x) — f(y)\ < e. It follows f(x) — e < f(y) < 

f(x) + e. Hence f{x) < H(x) = infg>osupix^yi<sf(y) < f(x) + e and f(x) > h(x) = 

sup5>Qinf\x_y}<sf(y) > f(x) - e implies f(x) - e < h(x) < f(x) < H(x) < f(x) + e, for 

all e > 0. Hence H(x) = f(x) = h(x). □

Theorem 6.24. A bounded function f on [a,b] is Riemann integrable if and only if the 

set of points at which f is discontinuous has measure zero.

Proof. Assume f is Riemann integrable, then f = R f; hence, if = h. Now 
R f — R J* f = — h) = 0. Since H — h > 0, by theorem 6.14, H — his zero a.e.

Hence H(x) = h(x) a.e.. Then by theorem 6.23, f is continuous a.e.. This implies that 

the set of points where f is discontinuous has measure zero.

Conversely, assume f is continuous a.e. then H(x) = h(x) a.e.. It follows 
f H(x) = f h(x) . Hence R f = Rf^ f that is f is Riemann integrable. □

It can sometimes be extremely difficult to determine if a function is Riemann 

integrable using the usual definition of Riemann integration. For situations like this, 

theorem 6.24 provides us with a powerful and easier method to determine if a function 

is Riemann integrable. Let’s look at an example.

First, note that the characteristic function of an open set is discontinuous at 

precisely the boundary of that open set. So if the boundary of the set has measure zero, 

then the characteristic function is Riemann integrable.

Consider which is the open set of the generalized cantor set when a = 

It follows is discontinuous precisely at Bd(Z)(|)). Now Since

XD^ is not Riemann integrable on [0,1].
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Chapter 7

Convergence Theorems and 
Applications

One of the great advantages of the Lebesgue integral over the Riemann inte­

gral lies in the facilitation of limit operations. Recall that in Riemann integration a 

sequence of functions {fn} need to converge uniformly for the following equation to be 

true lim f fk ~ f limfk- That is, if limfk — f uniformly on [a,b], then lim f& fk(x)dx = 
fbf(x)dx = fb limfk(x)dx [Rud87]. We will see in this chapter that the Lebesgue 

integral is more powerful and has greater applications than the Riemann integral.

In chapter 6, we were introduced to the Lebesgue integral for bounded functions 

on sets of finite measure. We also proved the Bounded Convergence Theorem (BCT) 

which says that if we have a sequence of bounded measurable functions {/n}, on a set E 

of finite measure and'if limfn = /, then lim fE fn(x)dx = fE f(x)dx = fElimfn(x)dx.

We first extend the definition of integral from sets of finite measure to sets of 

arbitrary measure. We do that in two stages. The first one extends the definition of 

integral for nonnegative functions.

Definition 7.1. The integral of a nonnegative function: If f is a nonnegative measurable 

function defined on a measurable set E, we define fEf — suph<f fE h, where h is a 

bounded measurable function such that Eh = [x: h(x) f 0} and m(Eh) < oo.

Definition 7.2. A nonnegative measurable function f defined on a measurable set E is 

integrable if jEf < oo.
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Theorem 7.3. Fatou’s Lemma: If {fn} is a sequence of nonnegative measurable func­

tions and fn(x) f(x) a.e. on a set E, then fEf< lim fE fn.

Proof. We will use BCT to prove Fatou’s Lemma. Let h < f such that h is bounded 

and fEh = fE h with Eh C E and < oo. Let hn(x) = min{h(x), fn(x)} < h(x).

Hence hn is measurable, bounded and vanishes outside Eh. In order to use BCT we need 

limhn(a;) to exist for all x G Eh-

Claim h(x) ~ lim hn(x).

Proof of claim. Case one: h(x) = f(x). We have limfn(x) = f(x) and hn(x) = 

min{fn(x)rh(x)} = min{fn(x),f(x)}. Given 6 > 0 there is N such that |yn(3:)—/(o;)| < c 

for n > N. Hence f(x) — e < fn(x) < f(x) 4- e implies f(x) — e < hn(x) < f(x) 4- e for 

n> N. Hence lim hn(x) = f(x) = h(x).

Case two: h(x) < f(x). Let 2e = f(x) — h(x). There is N such that f(x) — e < fn(x) < 

f(x) + e for n > N, since'.limfn(x) = /(ir).Tn particular, h(x) < f(x) — e < fn(x) for 

n > N. Hence hn(x) = h(x) for n> N.

Apply BCT, we get that fEh = hn = limfEhn. Moreover,

hn(x) < fn(%) implies fEhn < fEfn, which in turn implies lim fEhr> < lim fE f„. By 

design lim fE h„ = UmfEhn. Hence, fEh = lim fEhn < lim fE . That is fEh < 

lim fE fn. In particular, fEf = sup fEh < lim fE fn where h < f and h is bounded and 

vanishes outside a set of finite measure. ’□ C *

Theorem 7.4. Monotone Convergence Theorem(MCT): Let {fn} be an increasing se­

quence of nonnegative measurable functions, and let f — limfn a.e.. Then f f = 

Um f fn. ■

Note that by hn f h we mean an increasing sequence converging to h.

Theorem 7.5. Fatou’s lemma is equivalent to the Monotone Convergence Theorem.

Proof. Assume 0 < fn and limfn(x) = f (x) imply f f < lim f fn. Let hn f h, where 

hn > 0. By Fatou’s lemma, 0 < /(h — hn) < lim f(h — hn) = lim f h 4- Um f (~hn) — 

f h — lim f hn since lim f h = f h and lim ((—hA = — lim J hn. This implies f h > 

lim f hn. Moreover by Fatou’s f h < lim f hn. Hence we must have f h = lim f hn.

Conversely, suppose 0 < fn t f then, limf fn = f f- Let 0 < hn such that 

limhn(x) — h(x). Let fn(x) ~ infk>nhk(x) < hn(x). Since /n f h then by MCT fh = 
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Umf fn- In particular, fn < hn implies lim f fn = Umf fn < lim f hn. Hence, f h < 

Um f hn. □

Next, we carry out the second stage of the extension of the definition of integral 

from sets of finite measure to sets of arbitrary measure. We do that by defining the 

integral over a set of arbitrary measure for a function that is not necessarily nonnegative. 

Definition 7.6. By the positive part f+ of a function f we mean the function f+ = 

f V 0; that is, f+(x) = max{f(x),‘O}. Similarly, we define the negative pari f~ by 

f~ = (—/) VO. If f is measurable, so. are f+ and f~ . We have f = f + — f~ and

Definition 7.7. A measurable function f is said to be integrable over E if f+ and f~ 

are both integrable over E. In this case we define fEf = Je f + ~ f~ •

Theorem 7.8. Let f be a function defined on a measurable set E. Then f is integrable 

on E if and only if \f\ is integrable.

Proof. If f is integrable on E then both f+ and f~ are integrable on E by definition. 

Conversely if fE |/| is finite, so are fE f+ and fE /“.□

Theorem 7.9. Lebesgue Dominated Convergence Theorem: Let g be integrable over E 

and let {/n} a sequence of measurable functions such that \fn\ < g on E for almost 

all x in E we have f(x) = limfn(x). Then fEf = lim fEfn-

Proof. Our objective is to show lim f fn~ff = Umf fn.

By hypothesis, |/n| < 9 and fEg < oo. Let hn = g — fn and h = g — f. Note 

0 < 9~ |/n|- Hence hn > 0. Moreover, Umhn(x) = Um(g(x) — fn(x)) ~ g(x)—limfn(x) = 

g(x) — f(x).

By Fatou’s lemma we have fg — ff = fg — f = f h < Um f hn and Um f hn = 

Um f g - fn = timff g - f /„] = limf 9 + Um(- f fn) = f g - Umf fn. It follows 

f g — f f < f g ~ Um f fn. Hence Um f fn < n-

Now let h* = g+fn and h* = g+f. Note 0 < 5 + \fn\. Hence A* > G. Moreover, 

limh^(x) - lim(g(x) + fn(x)) - g(x) + Umfn(x) = g(x) + f(x).

By Fatou’s lemma we have f g+f f = f g+f = f h* < Um f and lim f — 

Um f g + fn = Um[f g+f fn] = Umf g+Umf fn = f 9+Umffn. It follows f g+f f < 

f g + limf fn- Hence f f < Um f fn.
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Clearly lim f fn < lim f fn. Hence lim f = f fn which implies

lim f fn, exists and f f = lim f fn. □

7.1 Applications

Example 7.10. An example of a function having an improper Riemann integral without 

possessing a Lebesgue integral.

Let f ~ 52X1 Then we have R f = lim^ooR f =

SXi ~ 5LX1 ' which converges . Hence the improper Riemann 

integral exists.

Now f is integrable if and only if |/| is integrable by theorem 7.7. Moreover,

then limfk(x) = |/(z)| and A+i(z) > fk(x). Hence by MCT = lim f fk =
lirn^2^=1 ~ = 52X1 n which diverges. Therefore, f is not Lebesgue integrable.

Example 7.11. If the Lebesgue and improper Riemann integral of a function exist, then 

they are equal.

Suppose f possesses an improper Riemann integral such that f is integrable on 

the domain.

Case 1: limx^c+R Jx f = R f.

Let {zn} 4 c. Define fn = (f)X(Xn>by It follows \fn\ < |/| and limfn(x) = f(x) on c < 
x < b. Hence by Lebesgue Dominated Convergence Theorem R fb f = ^zmn_>oc, fbf~ 

limn^oa fb fn — limfn = fb f. Hence the improper integral equals the Lebesgue 

integral. All other cases follow mutandis mutates.

Example 7.12. An example of a sequence of nonnegative Riemann integrable functions 

that increase monotonically to a bounded function that is not Riemann integrable.

Let {r^} be the enumeration of rational numbers in [0,1]. Let <pn = X{|j«_ .

By design ipn < <pn+i- Moreover lim <pn — Xq^qj]. Now R fg <pn = 0 for all n.

However, ft XQn[0>1]= 1 and /J XQn[Oilj= 0. Hence, XQnM is not Riemann 

integrable on [0,1]. This example clearly shows that the convergence theorems are theo­

rems for the Lebesgue integral.
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Example 7.13. Consider a sequence of functions whose improper Riemann integrals 

converge. It is much easier to obtain the convergence with the Lebesgue Dominated Con­

vergence Theorem, than to do it with the usual definition of improper Riemann integral.

Let us find the f0°° ^^-dx. Let fn(x) = then |/„(®)| =

Now let g(x) = then Jo°° ij~gdx = that is g(x) is integrable on

[0,oo). Note fn is dominated by g on [0,oo). Moreover, limn-^oofn(x) — 0 for all 

x G [0,oo). Hence by Lebesgue Dominated Convergence Theorem Hmn^>oo fn — 

Jo°° liTTln-toofn = fo°°O^O.
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Chapter 8

General Measure Theory

8.1 From Outer Measure to a Measure

In this section, we give the general procedure for obtaining a countably additive 

measure from an outer measure.

Definition 8.1. An outer measure p* is a nonnegative extended real-valued set function 

defined on all subsets of a space X with the following properties:

i. p*$ = 0.

ii. A C B —> p*A < p*B, called monotonicity

Hi. E C U£i called countable subadditivity

Definition 8.2. A set E is said to be measurable with respect to p* if for every set A 

we have p*(A) = p* (An E) 4- p*(A A Ec).

We will need the following lemma to prove theorem 8.4.

Lemma 8.3. Let A be any set and {En} be a finite sequence of disjoint measurable sets. 

Then If (A n [U?=1 £<]) = IXi n Ei).

Proof. Clearly true for n=l. Assume it is true for n-1 sets E{. Now the Efs are disjoint 
sets so (A fl (U”=1 Ei)) n En = A n En and (A n (Ufci ^i)) H (En)c = A n (U?^1 Ei).

Now for En, a measurable set, we have p*(A A (U£=i ^)) — Ai*((A A (U?=i Bj)) A En) 4- 
^((An(U"=1 Ei))nE°) = ^(AnE^+n^An^1 e{)) = ^(AnEn)+Zi=! ^(ArEi) 

by assumption for n — 1 sets . □
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Theorem 8.4. The class B of p* — measurable sets is a a— algebra. If p is p* restricted 

to B, then Jz is countably additive.

Note that to prove that a set E is measurable we only need to show that for 

every A we have /z*(A) > az*(A A£) +/z*(AA£Jc) since p* is subadditive.When p* A ~ oo 

the inequality is clearly true, so we only need to show it for sets A with p* A finite; that 

is p*A < co.

Proof. First we will show that B is an algebra of sets. Clearly the empty set is measurable. 

Now if E G B then for each set A, p*A ~ p*(Af\E) — p*(AC\Ec); since this definition is 

symmetric in E and £?c, Ec is measurable whenever E is. If Ei, E2 E B and AA(£qU_E2) € 

P(X), we have az* (A A (Ei U E2)) = ((A A (Bi U E2)) A Ei) + az* ((A A (Ei U E2)) A Ef)

= AZ*(AA£?1)+AZ*(AA(E2A£f)). Hence/z*(AA#i) = Az*(AA(£?iUEy)-AZ*(AA(£?2A£f)).

Now p*(A) = p*(A A Ei) + P*(A A E{) and by substituting for p*(A A Ei) we 

get az* (A) = az* (A A (i?i U JS2)) - az* (A A (E2 Q Ef)) + p*(A C] Ef).

Now we just need p*(A A (£1 U E2)c) = p*(A A Ef) -/(An (E2 A Ef)) which becomes 

Az*(A A (Ef A E£)) =/(AH Ef) - p*(A A (E2 A Ef)).

Moreover E2 G B and A A E{ G P[X) imply /z*(A A E{) — p* ((A A Ef) A E2) + 

Az*((A A Ef) A E£) which gives us what we needed. Hence p*(A) = p*(A A (Ei U E2})+ 

p*(A A (Ei U E2)c)- that is Ei U E2 G B . We have shown that B is an algebra.

Now we will show that B is a sigma algebra. Let {Ei} be a sequence of measur­

able sets. Need to show E = Ei is also measurable. Without loss of generality we may 

assume EznEj = 0 when? / j. We know p*(A) = az*(AA(UJLi £^))+ az*(AA(UF=i ^i)c) 

for all n since B is an algebra.

Then by lemma 8.3,/1*(A) = EX (>1^)+M*UA(UX ^)c) > EX

E/+ m*(A A (U£i Erf) for all n; hence az* (A) > EX M*(A A£i)+ p*(A A (U£i Ei)c). 

Now EX M*(A Ci E/ > p*(AC\ (UX ^)) by subadditivity; therefore p*(A) > p*(AC\ 

(UX Cl (UX Ri)c)- ^s0 by subadditivity of p* we have the inequality in

the other direction. Hence, we must have p* (A) = p* (A A E) 4- az* (A A Ec).

Next we will show that p is countably additive for a sequence {£?n} G# of 

pairwise disjoint sets, that is p(UEi) = ^pEi, where p is p* restricted to B.

When measure is infinite, p(JEi) > EmC®») since m(U^) ~ 00 > Em(^»)-
Now when the measure is finite, we will first show finite additivity of p. Let Ei and E2 

be disjoint measurable sets. Since Ei is measurable, we have p(EiUE2) = p((EiUE2) A
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El) + p((£?i U E?) n Bf) = + ?(£%). It follows that m(U7=1 Et) = E"=i m(B») by

induction. Hence /I is finitely additive.

Now Zi(U£i Ei) = At(U?=i Ei) + Z*(U£n+i E}). By finite additivity of the outer 

measure, we have XU£i Ei) = E?=i + m(U£h+i Ei)- This implies, /l(U£i Ei) > 

E2=iM(^i) f°r ad n! hence 7XU£i Ei) > SEi^C^i)- Now by countable subadditivity 

we have ftU”, Ei) < ^Zi^EiY Hence /7(|J£i Ei) = E£i/W □

8.2 From a Measure on an Algebra to a Measure on a a- 

algebra Containing the Algebra

Definition 8.5. By a measure on an algebra we mean a nonnegative extended real-valued 

set function p defined on an algebra A of sets such that:

i. p(0) = 0.

ii. If {Ai} is a disjoint sequence of sets in A whose union is also in A, 

then m(U£i A) = ££1 M*-

Hi. V{At} is a disjoint sequence of sets in A then Ai((J£i ^i) ~ E£i follows from 

(ii) above.

We will use the measure on the algebra to construct an outer measure p*, then 

by filtering (i.e. applying the Caratheodory’s test) we will get the g*-measurable sets. 

This is similar to the process in chapter 1 where we started with the lengths of intervals 

and used this to construct Lebesgue outer measure, and then by using the Caretheodory 

process we ended up with Lebesgue measurable sets.

Hence we will show that if we start with a measure on an algebra A of sets , 

we may extend it to a measure defined on a sigma algebra B containing A [Bar66]. By 

convention unless otherwise stated we assume all sets are contained in X, that is X is 

the underlying set on which the algebra is defined. Note that 0 as well as X are in the 

algebra.

The following lemma shows that the measure on the algebra is countably sub­

additive.

Lemma 8.6. If A e A and if {A} is any sequence of sets in A such that A c U£i. Ai, 

then pA < ^2£i mA-
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Proof. Set Bn = AD An A A£_x... Ax. Since each Bn C A we have US=i Bn C A. 

Moreover Bn C A^.; Now A GU”=1A since Tor each x E A there exist m such that if 

x E Am and x E A% for n < m, then x E Bm. Hence A = USS=i Since A E A, then 

US.iBnex.

Now since the Bn’s are disjoint and in the algebra then by property 2 of the 

measure on an algebra we get pA = //(IJJXi Bn) = Moreover each An =

Bn U (B^ A >ln) by construction. Hence Bn and (B^ A An) are in A and they are 

disjoint. It follows that/iAn; = p(Bn U (B% A An)) = /j,Bn + fj,(B° A An) by property 3 

of measure on an algebra. Since Fl An) > 0, we have pAn > pBn which implies 

52n=i pAn > pBn — pA. □ , <■

Definition 8.7. We define p*E ==infY/^i#Ai, where {A} ranges over all sequences 

from A, where A is an algebra of sets}l such that E C U£i A-

The next corollary shows that p* agrees with the measure on the elements in 

the algebra.

Corollary 8.8. If A E A, [PA = pA.

Proof. Let A G A and A C LEi Ai, where {Aj} is any sequence of sets is A, then 

pA < ZEi pAi by lemma 8.6. Moreover, we can create a disjoint sequence of sets in 

A such that = Hence /4UX1 Bn) = EE=iMBn = #A < UEiMi for all

sequences from A such that A C LEi A{. It follows pBn = inf pA_i = [PA 

that is pA = /z*A.D

In the next lemma, we will verify that the extension /i* of p^ is in fact an outer 

measure, as described in definition 8.1.

Lemma 8.9. The set function jP is an outer measure.

Proof. If 0 gA, then /z*(0) = ^(0) = 0 by corollary 8.8. Let A C B then for all e > 0 

there exist B C with Ai E A such that < m*(B) + €- Moreover

Ac B C UiSMb implies ^*(A) < • Hence /Z(A) < + e for all e > 0.

Therefore p*(A) < p*(B).

Next we will show that /i* is countably subadditive. Suppose E C U2i Ei-
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Case 1: If Egi iffEi) = oo then f(Ei) < Egi f(Et) = oo .

Case 2: If ESiM*C®i) < oo then for all e > 0 there exist {Ain} such that 

Ei c Ug=i An with Ain eA and Eg=i M*(An) < + j-.

By design E C US1 Ei U£1 ( Ug=i An) •

Hence fi*(E) < Eg, (Eg=1p(An)) < SgMSi) + £) = EgjM’^i) + 

££i ? = L2i m*(^) +e since £ S2i Jr = «•

Since n*(E) < ESi + e for all e > 0, we have n*(E) < Egi f(Ei). □

Lemma 8.10. If A GA, then A is measurable with respect to p*.

Proof. Let E be an element of the power set of X.

For all e > 0 there exist {A;} with Aj G A such that E c U£i Aj and p*(E) + 

e — 52£i pAi. Note A{ = (A{ A A) U (A$ A Ac) implies p(Ai) — p(A{ nA) + p(Ai A Ac) by 

finite additivity of p. Now M(Ai) = £X1 P(Ai A A) 4- m(A{ A Ac). Moreover 

ESiZ^AnA) > ^(USiIAnA)) andE“im’(a.nA°) >X(U2i(AnAc)) by 

subadditivity of p*.

In particular, E A A C USi (A» A A) and FA Ac C U£i (Ai A Ac) imply 

p*(E A A) < M*(U£i(Ai A A)) and p*(E A Ac) < M*(Ufii(Ai A Ac)). It follows 

p*(E A A) + p*(E f\Ac) < p'tU'Z^Ai A A)) _4-/z*(U£i(Ai A Ac)) < ££x A A) 

+ EXi P*(A< A Ac) = pAi- Now>*(£?) + c > pAp, hence, p*E + e > p*(E 

A) + ^*(BaAc) for all e > 0. It follows p*E > p*(Er}A)+p*(Er\Ac). Moreover, p*E < 

p* (E A A) 4- p* (E A Ac) by subadditivity .of p*. Therefore p*E = p* (E A A) 4- p* (E A Ac). 

□

Theorem 8.11. (Caratheodory) Let p be a measure on an algebra A and p* the outer 

measure induced by p.'.Thenfh’e restriction p of p* to the p*-measurable sets is an 

extension of p to a a-algebra containing A.

Proof. Let p be a measure on an algebra A’, then the induced outer measure p*, on a 

set E, is defined as follows p*E .= iriff^^iPAi, where {Aj} ranges over all sequences 

from A, such that E c U£i A-

Now define a set E to be measurable with respect to p* if for every set A we have 

p* (A) = p* (A A E) 4- M* (A A Ec).

By theorem 8.4 the class B of p*-measurable sets is a cr-algebra, and when p is 

p* restricted to B then p is countably additive.
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Now by corollary 8.8, we have that if A G,X, then p*X = pX; that is, the outer 

measure is an extension of the measure on the algebra.

Also by lemma 8.10, we have that if A G A, then A is p* measurable; that is, 

everything in the algebra is measurable. Hence the cr— algebra contains the algebra. So 

we have p is an extension of p to a cr— algebra containing A. □

8.3 Prom a Semi-algebra to a Measure on an Algebra

Definition 8.12. We say that a collection C of subsets of X is a semi-algebra of sets if 

the intersection of any two sets in C is again in C and the complement of any set in C is 

a finite disjoint union of sets in C.

In this section we will see that if we start with a semi-algebra and a nonnegative 

set function defined on the semi-algebra then we can extend this set function to a measure
L | I V

on the algebra generated by the semi-algebra [Roy88].
7

Proposition 8.13. Let C be a semi-algebra of sets and pt a nonnegative set function 

defined on C with p(0) = 0.. Then.pL has. a unique^ extension to a measure on the algebra 

X generated by C if the following conditions are satisfied:

i. If a set c in C is the union of a finite disjoint collection {cj} of the sets in C, then 

}1C=

ii. If a set c in C is the union.of'a countable disjoint collection {cf} of sets in C, then 

pc <

To prove proposition 8.13, we will start by defining g(X) = 52?=i where

X = (J?=i Ci™3 with Ci &C. We will show that p is a measure on the algebra generated by 

the semi-algebra, i.e. p is an extension of p on the algebra generated by the semi-algebra. 

We begin by showing that p is a well defined function on A (lemma 8.14 and 8.15).

Lemma 8.14. If A = (J"=i Ci,d3 EC then 52?=i pfa) = 52Jtj PWf

Proof. Note ck = (U"=i c0 ck = (UjXi dj) A ck = UyliW' n c*)-

In particular, (dj A ck) EC for each j implies, by (i) of proposition 8.13, 

that p(cfc) = 52X1 A ck). Similarly one can show pt(dj) = 52?=i(ci n dj). Hence,

Then.pL
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Lemma 8.15. «>ith Ci,dj eC then /*(</) = Egi/*(<*)•

Proof, dj = UEife1"1^) implies, by (ii) of proposition 8.13, that p(dj) < EX MfcCdj). 

it follows E7=1 MW) < E7=1 (n d7))..

In particular, (JyLifcf 0 dj) ~ Ci implies, by (i) of proposition 8.13, that 

EyE Pidj) = p(a). Hence we must have Ej=i M(dj) < E2i m(c0-
Moreover, (UJE dj - U?=1 Cf)' U(U?=1 *) - (n (A?=1 cf))) U(U?=1

- U£=1 dj implies dk = ({J-L-^dj n (AX n dk)) U((J?=l Ci^dk). Now by property 

(h) M(dfc) > EXm(c£ O dk) for all n. Hence, EZLiM(4) > EXi (EX^fe n dk)) 

= EX (53JX-1 p(cf n dk)) = EX^fe) since p(cf) = EJtiMfe O dk). Therefore, 

Y^iPfdk) > EXp(ci) which implies EJXmMO = EX p(d)- □

In lemma 8.16 we will show everything in A is a finite union of disjoint elements 

of C.

Lemma 8.16. If A = U?=i Ci where Ci E C then A = UyLi dfs^ where dj G C.

Proof. Let A = (JP=1 C{. Define ai = ci, a2 = C2 A cf, a3 = c3 A c2 A cf then it follows 
an = Cn Acn—1 " * A ci- By design A = UXi aX- Since C is a semi-algebra, for each i 

we have ai = Ci Aci_i • • • A ci = U>i bijSj and t>ij Hence A = U?=i(UjLi bqsj). D

Next we will show that if a countable union of disjoint sets in the algebra happen 

to be in the algebra, then p is countably additive.

Theorem 8.17. If A = U^i Ajls^ with A, Aj G A then pA = E^i fiAj.

Proof. A ~ U$=i CX where Ci G C and Aj = Ui=i dfi^ where dji 6 C by lemma 

8.16. In particular, UX ~ UJli (Uiii^X) which implies by lemma 8.15 that 

M = Eti P(Ci) = E“ 1 (Efci = E>i Mr □

Corollary 8.18. If A = UX A?1^ with Aj G A then pA = E?=i mA-

Proof. A =. = 0 for m > n. Hence by theorem 8.17 pA =

E>i ?A = E?=i mA since £(0) = 0. □

We have thus shown that is a measure on A.
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An example of a semialgebra are the intervals. The length of the intervals is a 

nonnegative set function that meets the criteria of proposition 8.13. Hence we can extend 

the length function to a measure on the algebra generated by the intervals. Moreover, 

by the Caratheodory process we can extend the measure on the algebra to a sigma 

algebra containing the algebra which is countably additive. We call the elements of this 

sigma algebra Lebesgue measurable sets, and' the measure on this sigma algebra is called 

Lebesgue measure. By design the Lebesgue measure of an interval will be its length.
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Chapter 9

Conclusion

The procedure that Lebesgue used to define his Lebesgue measure can be gen­

eralized to create new measures. Starting with a semialgebra C defined on a set X, we 

can define a measure /z on C. We can extend this measure to the algebra generated by C. 

Then we can define an outer measure p* with respect to C . Now, everything in the power 

set of X has an outer measure. Since we want to have countable additivity, we filter the 

sets in the power set of X by applying the Caratheodory process. The sets obtained after 

filtering form a sigma algebra which contains the semialgebra and the algebra. Moreover 

the outer measure restricted to this sigma algebra is countably additive. Once a measure 

has been obtained we can define a new theory of integration based on that measure. It 

is interesting to note that one of the new integrals developed called the Henstok integral 

bases its theory of integration on Riemann instead of Lebesgue.
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