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—— Abstract

For a given (possibly directed) graph G, a hopset (a.k.a. shortcut set) is a (small) set of edges whose
addition reduces the graph diameter while preserving desired properties from the given graph G, such
as, reachability and shortest-path distances. The key objective is in optimizing the tradeoff between
the achieved diameter and the size of the shortcut set (possibly also, the distance distortion). Despite
the centrality of these objects and their thorough study over the years, there are still significant
gaps between the known upper and lower bound results.

A common property shared by almost all known shortcut lower bounds is that they hold for the
seemingly simpler task of reducing the diameter of the given graph, D¢, by a constant additive term,
in fact, even by just one! We denote such restricted structures by (Dg — 1)-diameter hopsets. In this
paper we show that this relaxation can be leveraged to narrow the current gaps, and in certain cases
to also bypass the known lower bound results, when restricting to sparse graphs (with O(n) edges):

Hopsets for Directed Weighted Sparse Graphs. For every n-vertex directed and weighted

sparse graph G with Dg > n1/4, one can compute an exact (Dg — 1)-diameter hopset of linear

size. Combining this with known lower bound results for dense graphs, we get a separation
between dense and sparse graphs, hence shortcutting sparse graphs is provably easier. For
reachability hopsets, we can provide (Dg — 1)-diameter hopsets of linear size, for sparse DAGs,
already for Dg > n'/5. This should be compared with the diameter bound of 6(n1/3) [Kogan

and Parter, SODA 2022], and the lower bound of Dg = n'/® by [Huang and Pettie, STAM J.

Discret. Math. 2018].

Additive Hopsets for Undirected and Unweighted Graphs. We show a construction

of +24 additive (D — 1)-diameter hopsets with linear number of edges for Dg > n'/'? for

sparse graphs. This bypasses the current lower bound of Dg = n'/% obtained for ezact (Dg —1)-

/6 which matches

diameter hopset by [HP’18]. For general graphs, the bound becomes Dg > n
the lower bound of exact (Dg — 1) hopsets implied by [HP’18]. We also provide new additive

D-diameter hopsets with linear size, for any given diameter D.

Altogether, we show that the current lower bounds can be bypassed by restricting to sparse
graphs (with O(n) edges). Moreover, the gaps are narrowed significantly for any graph by allowing
for a constant additive stretch.
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1 Introduction

A shortcut set (a.k.a hopset) is a small collection of edges H that when added to a given
(possibly directed and weighted) graph G reduces the diameter substantially, while preserving
key properties from G, such as, reachability, shortest-path distances, etc. Since their
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introduction by Ullman and Yannakakis [25] and Thorup [24], shortcut sets have been
studied extensively due to their wide-range of applications for parallel, distributed, dynamic
and streaming algorithms [16, 12, 10, 15, 9, 11, 3]. Their applicability is also demonstrated
by recent algorithmic results, e.g., [15, 9, 11] that use shortcuts as their core component.

We focus on the fundamental notions of reachability D-diameter hopsets' and ezact
D-diameter hopsets. These are sets of edges that when added to G reduce the directed
diameter to at most D while preserving reachability (resp., exact D-hop distances). For a
graph on n vertices and m edges, the literature has mainly focused on how small the diameter
D can become after adding 6(71) or 6(m) edges to the graph. Recent years have witnessed a
significant progress on the combinatorial and algorithmic aspects of these structures. Despite
these efforts, there are still major gaps in our understanding. Thorup conjectured [24] that
any n-vertex digraph with m edges, has a D-diameter shortcut of size 6(m) for? D = 6(1)
This has been shown to hold for a restricted class of graphs, such as planar [24]. Hesse [13]
refuted this conjecture for general graphs by presenting a construction of an n-vertex digraph
with m = ©(n'%/17) edges that requires Q(mn'/17) shortcut edges to reduce its diameter to
below n'/17. Huang and Pettie [14] showed a diameter lower bound of Q(n'/6) for O(n)-size
shortcuts, and Lu, Vassilevska-Williams, Wein and Xu [21] have recently improved the lower
bound for D-shortcuts with O(m) edges to D = Q(n'/®).

Up to very recently, the only known upper bound for reachability hopsets was given by
a folklore randomized algorithm, attributed to Ullman and Yannakakis [25], that for every
integer D > 1, provides a shortcut of size O((n/D)?). Kogan and Parter [18] have improved
the tradeoff to O(n2/D3 + (n/D)3/?). Hence, for reachability D-diameter hopsets of linear
size, we have D = O(n'/3) and D = Q(n!/).

The gap becomes even more dramatic when insisting on preserving the ezract distances.
The only known upper bound for exact D-diameter hopsets are still given by the folklore
algorithm of [25], even for the presumably simpler setting of unweighted and undirected graphs.
Currently, exact D-diameter hopsets of linear size require D = Q(n'/®) for unweighted and
undirected graphs, while the upper bound is still O(y/n). The lower bound for weighted
graphs has been recently improved to D = Q(n!/3) by [17].

In this paper we investigate this curious gap between upper and lower bound results
for reachability and exact hopsets. We aim at understanding the limitations of the current
lower bound constructions, and study whether they can be bypassed, algorithmically. Our
viewpoint differs from the classical algorithmic approach in the sense that we aim to provide
algorithms mainly for the purpose of understanding the key barriers for narrowing the
observed gaps. In the following, for two given shortcutting tasks II, II’, we say that task II is
easier than task II' if one can provide for task IT an improved diameter vs. size tradeoff over
the current tradeoff known for task IT'.

1.1 Qur Contribution

Our starting observation is that almost all known lower bounds for hopsets, a partial list
includes, [13, 14, 21, 17], in-fact hold for the seemingly easier task of reducing the diameter
of the given graph by just 1. For example, the lower bound of Huang and Pettie [14] exhibits

1 These structures are usually referred to as reachability shortcuts, and the notion of hopset is usually
used in the context of preserving also the shortest-path distances. For clarity of presentation, we unify
the notation and refer to all structures as variants of hopsets.

2 The O (.) notation hides poly-logn factors.
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an n-vertex graph G with diameter Dg = ©(n'/%) for which any subset of linear number of
shortcut edges cannot reduce the diameter to Dg — 1. As this property is shared by many of
the lower bound results, we raise the following question:

» Question 1.1 (Additive vs. Multiplicative Diameter Reduction). Is reducing the graph
diameter by a constant additive term easier than by a constant multiplicative factor?

In this context, we say that task II is easier than task IT’, if one can provide a solution for
II’ which improves the state-of-the-art bounds known for II. To answer this question, we
focus on the notion of (Dg — 1)-diameter hopset: a subset of shortcut edges that reduces the
diameter of G from D¢ to Dg — 1. We provide new algorithmic results for (Dg — 1)-diameter
hopsets that significantly narrow the current gap for these structures.

» Theorem 1.1 (Reachability (D¢ — 1)-Diameter Hopset). Every m-edge n-vertex DAG
G admits a reachability (Dg — 1)-diameter hopset with O(m4/3/Dg/3) edges.

By plugging m = O(n), we get a reachability (Dg — 1)-hopset with linear number of
edges for every Dg > n'/5. This suggests that at least algorithmically and for the family
of sparse graphs, the task of reducing the diameter additively is easier than reducing the
diameter by a constant factor. Currently, for the latter task, linear reachability hopsets exist
only for Dg > n'/3, even for sparse DAGs [18, 19).

Another fundamental feature shared by most of the lower bound results [13, 14, 21, 17]
is concerned with the density (i.e. number of edges) of the worst-case graph examples. In
particular, all these lower bound graphs have a super-linear number of edges (referred to
hereafter as dense graphs). E.g., the above-mentioned lower bound graph of [14] contains
Q(n"/6) edges. We therefore raise the following question:

» Question 1.2 (Shortcutting Sparse vs. Dense Graphs). Is reducing graph diameter easier
for sparse graphs compared to dense graphs?

We answer Question 1.2 in the affirmative by providing a provable gap between the sparse
and dense settings, in the context of exact hopsets. We show:

» Theorem 1.2 (Exact (Dg — 1)-Diameter Hopset, Directed and Weighted). Every
m-edge n-vertex directed (and possibly weighted) graph G admits an exact (Dg — 1)-
diameter hopset with O((m/Dg)*?) edges.

Taking m = n yields 6(n)—size exact hopsets for diameter Dg > n'/4. This should be
compared with the lower bound for exact (Dg — 1)-diameter hopsets by [4] (one can adapt
Theorem 5, therein to this setting) which requires a super-linear number of shortcut edges
for dense graphs G with ©(n®/?) edges and diameter Dg = n'/4.

Finally, we address the setting of exact (Dg — 1)-diameter hopsets for unweighted and
undirected graphs, which currently admits the largest gap between the known upper and lower

bound results. Recall that for exact D-diameter hopsets of linear size, we have D = O(y/n).

As no progress (at least for upper bounds) has been made for exact hopsets over the years, we
consider the question of whether it is possible to narrow this gap by introducing an additive
stretch:
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» Question 1.3 (Exact vs. Additive Stretch). Is reducing the graph diameter easier when
allowing an additive stretch compared to exact distances?

To address Question 1.3 we study the notion of additive hopsets, which to the best of our
knowledge has not been considered before. For a given graph G, an +a-additive D-diameter
hopset is a subset of (weighted) shortcut edges H whose addition guarantees the following:
for every u, v pair, the graph G U H contains a D-hop u-v path (that is the path contains
at most D edges) of total length® £, , where distg(u,v) < £, < distg(u,v) + a. We show
that the introduction of additive stretch can indeed achieve a lot in terms of improving the
state-of-the-art bounds when compared to exact hopsets. We have:

» Theorem 1.3 (Additive Hopsets Upper Bounds). Every n-vertex m-edge undir-
ected unweighted graph G admits a +24-additive (Dg — 1)-diameter hopset with
O(min{(n/Dg)%?, (m/Dg)'?/*'}) edges.

Theorem 1.3 should be compared with the lower bound of [14]. The latter can be shown to
imply that there exists an undirected and unweighted graph G with w(n7/ 6) edges for which
any ezact (Dg — 1)-diameter hopset requires £2(n) edges. For m = O(n), our construction in
Theorem 1.3 provides +24-additive (Dg — 1)-hopset with linear number of edges, for any
D¢ > n'/12. That is, by restricting to sparse graphs and introducing a small additive stretch
we bypass the lower bound of [14]. Moreover, for any (possibly dense) graph G, we provide
a linear-size additive (Dg — 1)-diameter hopset for Dg > n'/®, hence matching the lower
1/6 implied by [14] for ezact (Dg — 1)-diameter hopsets.

We also show a general construction of a-additive D-hopsets for any given stretch

bound of n

parameter « and diameter bound D (which is possibly much smaller than D¢):

» Theorem 1.4. Every n-vertex undirected unweighted graph G with input parameters
o, D, admits a +a-additive D-diameter hopset with O((n/(a - D))? 4 (n/a)*? 4 n)
edges. Hence, of linear size for D, o = Q(n'/4).

The construction of Theorem 1.4 is based on an interesting connection between hopsets and
additive spanners for weighted graphs [1, 7].

Remark. In our upper bound results, we focus on (Dg — 1)-diameter hopsets since this is a
recurrent feature of the state-of-the-art lower bounds. Our algorithms can indeed be easily
extended to provide a —c reduction for any given term c. In the context of exact hopsets
and reachability preservers, the factor ¢ will appear in the final size bound (for constant c,
the asymptotic size bound remains as is). For additive hopsets the factor ¢ will appear in
the final size as well as in the final additive stretch (i.e., the 424 term in Theorem 1.3 might
become +24 - ¢).

Recent Breakthrough Lower-Bound Results on Shortcuts and Hopsets. Following the
submission of this paper, Bodwin and Hoppenworth [5] provided new lower bound results
for shortcuts and hopsets. In particular, they provide a lower bound of D = Q(n'/4) for

3 The length of a path is measured by the sum of its edge weights (note that in an unweighted graph the
length is the number of edges in the path).
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reachability D-diameter hopsets with linear number of edges. Hence, the current gap for
these structures is D = O(n'/3) and D = Q(n!/®). In addition, for exact D-hopsets of linear
size, they show a lower bound of D = Q(y/n), implying that the folklore algorithm for these
structures is indeed tight.

1.2 Preliminaries

Graph Notations. For an a-b dipath P and a b-c dipath P’ the concatenation of the paths is
denoted by PoP’. Let | P| denote the number of edges (hop) on P and let len(P) be the length
of path P, measured by the sum of its (possibly) weighted edges. In the context of weighted
graphs, we refer to number of edges on a path P as the number of hops. For a collection
of paths P, let V(P) = Upep V(P). For an element set X and p € [0, 1], let X[p] be the
set obtained by taking each element of X into X [p| independently with probability p. For a
subset V' C V, let G[V’] be the induced graph on V’. For a (possibly directed and weighted)
graph G and u, v € V(G), let distg(u, v) be the shortest-path distance between u, v in G. Let

Nin(u,G) = {v e V(G) | (v,u) € E(G)} and Nyyi(u,G) = {v € V(G) | (u,v) € E(G)}.

Define deg;, (u, G) = |Nin(u, G)| and deg,,,;(u, G) = | Nout(u, G)|. For an undirected graph
G, a vertex v € V(@) and an integer k, let Ni(v,G) = {u € V(G) | distg(u,v) <k} and
let deg (v, G) = |Nk(v)|. When G is clear from the context, we may omit it. Also, when
k =1, we may write N (v, @), rather than N; (v, G). For a given path P C G and u € P, the
k-hop P-neighbor of u is some vertex in P N Ny (u, G).

For an n-vertex digraph G, let TC(G) denote its transitive closure. For (u,v) ¢ TC(G),
distg(u,v) = oo. A shortcut edge is an edge in TC(G). These definitions are naturally
extended to undirected graphs, by treating all edges as bidirectional, consequently, TC(G)
is an n x n clique for connected undirected graphs. For an integer weighted (possibly
directed) graph G = (V, E,w) where w : E — [1, W], the weighted transitive closure, denoted
as TCw(G), has the same edge set as TC(G) weighted by the G-distances between the
edges’ endpoints. For any vertices u,v € V and integer 8 < n, define dist(Gﬂ) (u,v) to be
the minimum length u-v path with at most 5 edges (hops). If there is no such path, then
define dist(Gﬁ)(u,v) = 00. Throughout, we define the diameter of the graph, D¢, by the
smallest value § satisfying that dist(g)(u, v) = distg(u, v) for every u,v € V. In the context
of weighted graphs G, D¢ as defined above is usually refereed to as the hopbound. For ease
of readability, we slightly revise the notion of diameter in a way the captures weighted and
unweighted hopsets as well as reachability shortcuts.

Reachability, Exact and Additive Hopsets. For a directed graph G, a reachability d-diameter
hopset H is a subset of edges from the transitive closure TC(G) such that Dgupy < d. For a
(possibly directed and weighted) graph G, an a-additive d-diameter hopset H is a subset of
weighted edges in T'Cw (G) satisfying that for every u,v € V(G):

diste (u, v) < dist™ 4 (u, v) < diste(u,v) + o . (1.1)

An ezact d-diameter hopset satisfies Eq. (1.1) for o = 0.

In this paper, we study the notion of (Dg — 1)-diameter hopsets which given a graph G
provide the desired hopbound guarantees for d = Dg — 1. Our algorithms can easily provide
any constant additive reduction, i.e., a (Dg — c¢)-diameter hopsets, for any desired constant
c. We use the notion of (Dg — 1) as a reference to the special property of the current lower
bounds. That is, (Dg — 1)-hopsets are precisely the structures for which we currently have
lower bounds for. We note that our bounds also hold in the following alternative formulation:
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Given an input parameter D, then the output hopset guarantees a hopbound reduction by 1
(or by a constant term) for any u-v shortest path with hopbound at least D. That is, the
reduction can be provided for all paths of length > D and not only for D = Dg.

Shortcutting Tools. We use the basic shortcutting algorithm for dipaths from [23].

» Lemma 1.5 (Restatement of Lemma 1.1 in [23]). Any dipath P admits a reachability
2-diameter hopset H with O(|P|) edges.

» Lemma 1.6 ([25]). For every n-vertex (possibly directed and weighted) graph G and integer
D <mn, there is an algorithm ExactHopset that computes an exact D-diameter hopset H with
O((n/D)?) edges.

Our constructions employ a useful variant of reachability hopsets, in which it is required
to provide the desired hopbound w.r.t to a given subset of vertices [19].

» Definition 1.1 (Subset Reachability Hopset [19]). Given a graph G = (V, E), a subset
S CV and an integer D, a set of edges H C T'C(G) is an (5, D)-reachability-hopset, if for
every u,v € V such that (u,v) € TC(G), there is a u-v path P, , (not necessarily a shortest
path) in G U H with at most D vertices from S.

For completeness we provide a complete proof for the following which also provides an
additional property compared to the construction of [19]. See Appendix A for the proof.

» Lemma 1.7. For every n-vertex DAG G, S C V(G) and input parameter D, one can
compute an (S, D)-reachability-hopset H C TC(G) of size O(|S| + (|S|2/D?)). In addition,
the hopset H satisfies the following for every u,v € V: If there is a shortest path P, , C G
which contains k vertices in V'\ S, then in GUH, there is a u-v path (which is not necessarily
the shortest path) that contains at most D wvertices from S and at most k vertices from V '\ S.

Spanners and Emulators. Graph spanners introduced by Peleg and Schéffer [22] are sparse
subgraphs that preserve shortest path distances up to a small stretch. In contrast to hopsets,
these structures are defined only for undirected graphs, as no sparsificiation is possible in the
worst-case for directed n-vertex graphs with Q(n?) edges.

» Definition 1.2 ((«, 8)-Spanner). Given an undirected graph G = (V, E), a subgraph
G* C G is called an («, 3)-spanner if distg« (u, v) < « - distg(u,v) + B for every u,v € V.

An (a, f)-emulator E* is a weighted set of edges in V' x V' (i.e., not necessarily a subgraph
of G) that provides the same stretch guarantees as («, 3)-spanners, where distg(u,v) <
dist g« (u,v) < - distg(u, v) + B for every u,v € V.

Our constructions also use recent algorithms for computing additive spanners for weighted
graphs [1, 8]. For a weighted graph G = (V, E,w) where w : E — {1,..., W}, these spanners
provide a +3 - W stretch guarantees. We use the following theorem for weighted additive
spanners by [2] (recently improved by [7]).

» Theorem 1.8 (Theorem 3 in [2]). For any n-vertex weighted graph G = (V, E,w) with
mazimum edge weight W, there is an algorithm WeightedSpanner that computes a +8W
additive spanner H C G with O(n*/3) edges.
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2 Directed Shortcuts

In this section we observe that the existing lower bounds for directed hopsets hold for the
relaxed task of (Dg — 1)-diameter hopsets. We then show that these lower bounds can be
bypassed for sparse graphs. Our upper bounds yield a separation between sparse and dense
graphs, implying that shortcutting sparse graphs might be simpler in terms of providing an
improved diameter vs. size tradeoffs.

2.1 Exact (Dg — 1)-Hopsets

Known Lower Bound. The following lower-bound follows by plugging £ = n'/3 in Theorem 5
of [4]. See also Table 3 in [6]. We observe that this lower bound argument, as all prior lower
bounds, holds even when it is required to reduce the diameter of the given graph by 1.

» Theorem 2.1 (Exact Hopsets, Directed, Follows by Theorem 5 of [4]). There exist an n-vertex
(dense) directed graphs with ©(n3/2) edges for which any exvact (Dg — 1)-hopset must have
Q(n5/*) shortcut edges provided that Dg < n'/*.

New Upper Bound (Proof of Theorem 1.2). We show that the lower bound of Theorem
2.1 can be bypassed for sparse graphs while preserving the exact distances in a weighted
digraph. Note that for m = n, Theorem 1.2 yields O(n)-size exact hopsets for diameter
D > n'/* while the lower bound of Theorem 2.1 for exact (Dg — 1)-diameter requires a

super-linear size for D = n!/4.

The Construction. Set an integer threshold k = [(m/D¢)/3] and define a vertex u to be
low-deg if deg;,,(v) < k and deg,,;(v) < k. Otherwise, the vertex is high-deg. By a simple
counting, there are O(m/k) high-deg vertices in the given m-edge graph.

Let L = V[p] for p = ©(logn/D¢) be a random sample of vertices, and let Ly, Ly be the
sets of high-deg (resp., low-deg) vertices in L (hence, Ly, U Ly = L). The algorithm adds two
subsets of shortcut edges Hy, Hy which handle the high-deg and low-deg, respectively:

Hy, = (Lh X Lh) ﬂTC(G) .

For every u € Ly, Hy(u) = {(z,y) | = € Nin(u),y € Now(u)}.

H( = UueV Hg(’u,)

All added shortcut edges in Hy, Hy are weighted by their shortest-path distances in G. The

output hopset is given by H = Hj U Hy. This completes the description of the construction.

Proof of Theorem 1.2.

Size. Since there are O(m/k) high-deg vertices, w.h.p.,

|Ly| = O(mlogn/(kDg)). Hence, |Hy| = O((m/(kDg))?). We next bound the size of Hy.
degin(u) ’ degout(u) = O(km)

Let V; be the set of all low-deg vertices in G. Then, Zuew
Since Ly is obtained by ~sarnpling each low-deg vertex with probability of ©(logn/Dg), we
get that w.h.p., |H¢| = O(km/D¢). The size argument holds by setting k& = [(m/Dg)"/?].

Diameter and Distances. Consider some u-v shortest-path P C G with Dg edges. First

assume that PN L, # 0. Le., that P contains at least one sampled low-deg vertex, say z.

Let 2/, 2" be the vertex preceding (resp., subsequent to) z on the path P. Since 2z’ € Ny, (2)
and 2” € Nyui(2), the shortcut edge (2/,2") is in Hy. Consequently, the path P can be
shortcut into a path P’ obtained by replacing the 2-hop segment P[z',2"] = (2/, z) o (2, 2")
by a weighted edge (z’,2”). Note that len(P’) = len(P) and that |P’'| = |P| — 1.

73:7
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From now on assume that P has no sampled low-deg vertex. W.h.p., it then holds that
P contains at least two high-deg sampled vertices, i.e., |P N Ly| > 2. In addition, we can
assume that those two sampled vertices, z,y are at hop-distance at least D/3 from each
other. Since the weighted edge (z,y) € Hp, the Q(D)-hop segment P[z,y] can be replaced
by the single edge (z,y). The distances are clearly preserved. Note that in this case, the
hopbound can be reduced by an even a constant factor, and hence the additive reduction is
bottle-necked by the low-deg vertices. <

2.2 Reachability (Dg — 1)-Hopsets

Known Lower Bound. We start by making the immediate observation that the well-known
lower-bound by Huang and Pettie [14] also holds for (D¢ — 1)-hopsets.

» Theorem 2.2 (Reachability Hopsets, Slight Restatement of [14]). There exists an n-vertex
directed acyclic graph with Q(n7/6) edges for which any reachability (Dg — 1)-hopset must
have Q(n) shortcut edges provided that Dg < n'/S.

Reachability (D¢ — 1)-Diameter Hopsets (Proof of Theorem 1.1). When settling for
reachability, rather than exact distances, one can provide improved bounds. In particular,
Theorem 1.1 claims that sparse DAGs admit a reachability (Dg — 1)-diameter hopset of
linear size for Dg > n'/5 (compared to Dg > n'/* when preserving the exact distances).

Throughout, recall that G is a DAG*. The algorithm for reachability (Dg — 1)-hopsets is
similar to that of Theorem 1.2. The main distinction is that instead of connecting each pair
of sampled high-deg vertices in the hopset, we add the subset reachability hopset of Lemma
1.7 w.r.t. to the set of high-degree vertices. In our context, this adds |Lp|?/D¥, edges, rather
than |Ly|? edges, where Ly, is the set of sampled high-degree vertices in the construction of
Theorem 1.2.

Proof of Theorem 1.1. Set k = [m*/3/D%/3]. The definition of H, is the same, hence
|H| = O(mk/D) = 5(m4/3/Dg/3). The subset Hj, is defined by applying the subset
reachability hopset of Lemma 1.7 with S = Lj, and D = D¢ /2. Since |S| = O(m/(kD)), the
size of Hj, can be bounded by O(|Lp| + (|Ln|2/D)) = O(m*/3/DY/?).

It remains to consider the diameter argument. By the proof of Theorem 1.2 it is sufficient
to consider a u-v shortest path P of hopbound D¢ that has at least D¢ /3 high-deg vertices
and at most D¢ /3 low-deg vertices. By Lemma 1.7, we have that Hy, contains a u-v path
with at most D¢ /3 low-deg vertices and at most D¢ /3 high-deg vertices. Note that in this
case, we get a constant reduction in the diameter. The theorem follows. |

3 Additive Shortcuts for Undirected Unweighted Graphs

We next consider the gap obtained for exact hopsets in undirected and unweighted graphs.
Our goal is to narrow this gap by (i) restricting attention to (Dg — 1)-hopsets (for which the
known lower bound results hold), and (ii) allow a constant additive stretch in the distances.
We will show that for sparse graphs, one can even bypass the current lower bound obtained
for exact hopsets, as the latter is based on a dense graph example.

4 Note that the general DAG reduction introduces a factor of 2 in the diameter, and hence we cannot
employ it. All lower-bound graphs for this problem are DAGs as well.
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Known Lower Bounds for Exact (Dg — 1)-Hopsets. We start by observing that the lower
bounds for reachability hopsets by Huang and Pettie [14] also hold for exact hopsets for
undirected and unweighted graphs. See Appendix A for a proof.

» Theorem 3.1 (Lower Bound for Exact Hopsets, Undirected Unweighted, Immediate by [14]).
There exist n-vertex undirected and unweighted graphs G with m = Q(n"/%) edges and
Dg = O(n'/%), such that any exact (Dg — 1)-diameter hopset for G has Q(n) edges.

We next show that the lower bound of Theorem 3.1 can be bypassed for sparse graphs
when allowing additive stretch. In addition, for general graphs (possibly dense) we match
the bound of n'/¢ obtained for exact hopsets.

New Additive (D — 1)-Hopsets (Proof of Theorem 1.3). We start by presenting an
algorithm that achieves a size bound of O((n/D¢)%?) (hence, linear-size for Dg > n'/6) and
then explain how to modify the construction to yield the bound of O((m/Dg)*2/1t) (which
provides the improved results for sparse graphs). For the sake of this extension, we show the
following slightly stronger statement:

» Lemma 3.2. Fvery n-vertex m-edge undirected unweighted graph G and any input parameter
D, one can compute a hopset H with 6((n/D)6/5) edges with the following guarantee: For
any u,v pair at distance at least D in G, it holds that distg(u,v) < dist(G[Z;{l)(u,v) <
distg (u, v) + 24.

Note that Lemma 3.2 in particular implies a +24-additive (Dg — 1)-diameter hopsets with
O((n/D)%/5) edges. The lemma is stronger in the sense that for any given D (where possibly
D < Dg), the (—1) reduction in the hopbound holds for any shortest path of length at least
D. In contrast, (Dg — 1)-hopsets provides the (—1) reduction only for shortest-paths of
length exactly Dg.

The Construction. Let deg,(u) be the number of 2-hop neighbors of u in the given graph
G. Set k = (n/D)'/5 as a parameter that serves as our 2-degree threshold, as follows. A
vertex u is low-deg if deg,(u) < k and it is high-deg otherwise. The algorithm has two
phases. The first phase handles the low-deg vertices by adding 5(nk/ D) shortcut edges. At
the end of that phase, the algorithm outputs also a subgraph G’ in which each vertex is
high-deg. The second phase handles these high-deg vertices by adding an additional subset of
O(nk/D + (n/(Dk?))?) shortcut edges. The size bound of (n,/D)%/5 is obtained by balancing
these two size terms, which is achieved for k = (n/D)'/®. Throughout, all added shortcut
edges are weighted by the corresponding shortest-path distances between the edge endpoints.

Step (1): Handling Low-Degree Vertices. The algorithm iterates over the low-deg vertices
in the graph, as long as such exists. Initially, set Go = G and Hy = (). In every iteration
i > 1, it gets as input a subgraph G;_; and H;_; and considers an arbitrary low-deg vertex
u. (If no such exists, then G’ = G;_1, H' = H;_; and the step terminates). First, the
algorithm removes u by letting G; = G;—1 \ {u}. Then, with probability of p = ©(logn/D),
the algorithm connects u to each of its (current) 2-hop neighbors in G;_; by letting H; =

H; 1 U{(u,v) | v € No(u,G;_1)}. This completes the description of the i*" iteration.

Denoting the number of iterations by ¢, then the output of the step is given by G’ = G4 and
H' = H,.
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Step (2): Handling the Remaining High-Degree Vertices. We now restrict attention only
to the graph G’. Letting V' = V(G’), the algorithm computes three random samples of
V'-vertices: S =V'[p], Q =V'[q] and R = V’[r] where p = ©(logn/D), ¢ = O(logn/k) and
r = O(logn/(Dk?)). Also, initially set H” = (R x R), and add to H” a subset of shortcut
edges by applying the following shortcutting procedure for every vertex u € S:

Build a depth-6 BFS tree Ts(u,G') C G’ rooted at u (i.e., a BFS which spans only

Ng(u, G")).

If |Ts(u, G')| = O(k?), add the edges E'(u) = {(u,v) | v € Ts(u,G')NQ} to H".
The output hopset is given by H' U H”. We next turn to analyze the construction and prove
Lemma 3.2.

Size. In the first step, for every low-deg vertex u, with probability of p = ©(logn/D), the
algorithm adds deg,(u) < k shortcut edges. Hence this adds |H'| = O(nk/D) edges, w.h.p.
Consider the second step. W.h.p., |S| = O(nlogn/D) and |R| = O(nlogn/(Dk?)). For
every u € S with |Ts(u, G")| = O(k?), we have that w.h.p. |Ts(u,G') N Q| < klogn, and
therefore, we have O(|S| - klogn) edges, due to this step. Overall, we added to H" a total of
O(|R|? + 5| - klogn) edges. The size bound follows by plugging k = (n/D)'/®.

Diameter and Stretch Analysis. Throughout, we override notation and redefine a vertex v
to be low-deg if v ¢ V(G'). That is, a vertex is low-deg if there exists an iteration ¢ in the
Step (1) in which Na(v,G;—1) < k. A vertex v is then high-deg if v € V(G’) (i.e., it is a
high-deg in each subgraph G;_; considered in each iteration ¢ of Step (1)). We also need the
following classification of the high-deg vertices. A vertex u € V(G’) is large if its 6-depth
BFS tree has size |Ts(u, G")| = w(k?), and it is small otherwise. Let V;, = V \ V(G’) be the
low-deg vertices, V™ (resp., V,f”ge) denote the small (resp., large) high-deg vertices. It
then holds that V, U Vel U Ve9¢ = v(@).

Consider now a u-v shortest-path P with D edges (hops). The analysis breaks into three
cases depending on the number of vertices in V(P) that belong to each of the three subsets
of vertices Vg, Vemell and V!*m9¢,

Case 1: |P NV, = Q(D). For every low-deg vertex z, let i, be the iteration in which
z is removed in Step (1). Le., z is the (unique) selected low-deg vertex in G;,_;. We then
say that the low-deg vertex z € PNV, is bad if both of its 2-hop P-neighbors z1, zo are not
in G;_—1. This can happen if these two 2-hop neighbors were removed in prior iterations.
Otherwise, the vertex is good.

» Lemma 3.3. The path P can contain at most two consecutive bad vertices.

Proof. The claim follows by noting that a 2-hop P-neighbor of a bad vertex x € P must be
good. To see this, let z be a 2-hop P-neighbor of x. Since z is bad, it implies that i, > i, + 1,
i.e., z is removed before x in Step (1). This implies that z € G;,_1 and hence z must be
good. <

By Lemma 3.3, we get that in this case P contains (D) good vertices. Since the
algorithm add shortcut edges to each good vertex w.p. p = ©(logn/D), we get that w.h.p.,
the coin flip is successful for at least one good vertex, say x, on P. By the definition of
the good vertex, at least one of its 2-hop P-neighbors, say 2/, is in G;, 1 and therefore the
shortcut edge (¢/, ) is in H'. Let P’ be the path obtained by replacing the 2-hop segment
Pz, '] with an edge (z,2"). Then, len(P) = len(P’) but |P’| < |P| — 1, as required.
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Case 2.1: |P N V}*"™9¢| = Q(D). Note that for any for any two vertices u/,u” on P at
distance at least 13 from each other, it holds that their 6-hop neighborhoods are disjoint. Also

note that since Ng(u', G’) C Ng(u/, G), we have that | Ng(u', G)| = w(k?) for every u’ € V]ﬁm‘ge.

As P contains Q(D) vertices from V,f'"ge, we get that the size of the 6-hop neighborhood
of the path P is Q(Dk?). Since we sample each vertex in V into R independently with
probability of r = ©(logn/(Dk?)), we get that w.h.p., the following holds: There are two
vertices u/,u” € SN PNV} at distance Q(D) from each other such that there exists
w € Ng(u/',G) N R and w’ € Ng(v”,G) N R. Since the algorithm adds to H” the shortcut
edge (w,w"), the hopbound between u and u’ is reduced from Q(D) to at most 13. By the
triangle inequality, this introduces an additive stretch of at most +24. See Fig. 1 (Left) for
an illustration.

Case 2.2: [P NV mall| = Q(D). Since P has Q(D) vertices from V;™! we can also
assume the following. The path P contains ¢ = Q(D) segments Py,..., Py such that: (i)
each P; C G', (ii) |P;| = 40 and (iii) the internal 20-length segment of P; contains a vertex
in V;small, We then get that w.h.p. there exists a vertex v’ € SN PN V;fme that belongs
to the internal 20-length segment of some P; C G’. Let w be a vertex at distance 4 from
u’ on P;. Since each vertex in G’ has 2-deg at least k, we get (i) |Na(w,G")| > k and (ii)
No(w,G") C Tg(u', G"). Therefore, w.h.p., it holds that there exists some z € Ny(w,G') N Q
(where @ = V’'[O(logn/k)]) and consequently, (uv',z) € E’(u). The 4-hop path segment
P[u/,w] can then be replaced by a 3-hop segment P’ = (u/,2) o (z,2') o (2/,w) for some
z' € N(w,G")N N(z,G’). It is easy to see that the additive stretch is at most +4, as we
replace a 4-hop segment by a 3-hop segment of length at most 8. See Fig. 1 (Right) for an
illustration. Lemma 3.2 follows.

u, ull u/ w
O
hd¢ Ay
\ \ \
' ! ¢ <2
<6 ¢ (<6 A
) ) <6
Z
)
!
w w

<d@,u'")+12

Figure 1 An illustration for stretch and diameter argument of Theorem 1.3. Left: The path P
contains (D) vertices which are high-deg and an in addition with large 6-depth BFS trees. The shortcut
edge is shown in blue. Right: The path P has (D) vertices which are high-deg and with small 6-depth
BFS trees.

We are now ready to complete the proof of Theorem 1.3.

Theorem 1.3. It remains to modify the construction to obtain a size bound of
O((m/D¢g)*2/11) edges. We start with a preliminary sparsification step that handles vertices
with 1-degree (that is simply the degree) at most k' = (m/Dg)'/'. Let V41 be the subset
of all low-degree vertices (i.e., with 1-deg at most k) and let V1 = V' \ Vi 1. Let Hy be a
subset of shortcut edges that handles the low-degree vertices, as follows. Let V;, = Vi 1[p]
for p = O(logn/D¢g). Then,

H = |J {(zy | z,ye N@w)andz #y} .

veVy,

73:11

ESA 2023



73:12

Towards Bypassing Lower Bounds for Graph Shortcuts

Next, we apply the construction of Lemma 3.2 on the graph G), = G[V}, 1] with D = Dg,
which outputs a +24-additive (Dg — 1)-diameter hopset Hy on the graph Gj,. Observe that
the diameter of G, might be considerably larger than D. This motivates the more dedicated
guarantees of Lemma 3.2. The output hopset is given by H; U Hs.

Size. By the Chernoff bound, w.h.p., |[H1| = O(mk’/D¢). In addition, |Vj, 1| = O(m/k')
by a simple counting argument. Letting n’ = [V,1| = O(m/k'), by Lemma 3.2, [H| =
O((n'/Dg)%/®). This size bound follows by plugging k' = (m/Dg)"/*'.

Diameter and Stretch. Consider a u-v shortest-path P with Dg edges. If P contains
Q(Dg) vertices of degree at most &', then w.h.p., PNV, # 0, and P is shortcut by one hop,
and the distances are preserved. It remains therefore to consider the case where P contains
¢ = Q(Dg) segments Py, ..., Py, each of length 100, that are fully contained in the graph
Gy = G[V,]. For every i € {1,...,¢}, letting P; = [u;1, ..., u;100] then define an internal
segment 1:)1/ = [ui50, . ,Uigo] C P;.

We next show that this suffices to recover the same argument as obtained in Lemma 3.2.
Partition the vertices on P NV}, 1 into three subsets V;, V,small V,farge as in the argument of
Lemma 3.2. We then consider the same cases as in Lemma 3.2 with minor modifications.

Case 1: V, intersects with (D) distinct segments of P/,..., P/. By Lemma 3.3, we
get that w.h.p. the algorithm adds a shortcut edge between some vertex V; N P to its 2-hop
neighbor on the path. Hence, the diameter (hopbound) is reduced by 1, and the distances
are preserved.

Case 2.1: V,fc”"ge intersects with Q(D¢) distinct segments of P;,..., P;. Note that
any for any two vertices u,v on P at distance at least 13 from each other, it holds that their
6-hop neighborhoods are disjoint. This implies that the 6-hop neighborhood of the path P is
Q(Dk?). By the exact same argument as obtained for Case 2.1 in Lemma 3.2, we get that
there is at least one segment P; whose hopbound is reduced while introducing an additive
stretch of at most +24. This holds as the argument in Lemma 3.2 is local in the sense that it
shortcuts segments of constant length provided that there are sampled v',u” € V}f”ge that
are sufficiently apart on P and that each has a 4-hop P-neighbor on the segment.

Case 2.2: Vma! intersects with (D) distinct segments of P],...,P,. The claim
follows by noting that the argument for Case 2.2 of Lemma 3.2 shows that any segment P; gets
shortcut (and while introducing an additive stretch of +4) with probability of ©(logn/D¢).
The probabilities are independent for vertex-disjoint segments. Note that this holds since
it is sufficient for the segment P; to include the 6-hop neighborhood of the vertex. Since
Vhsma” intersects with Q(D¢) disjoint segments, at least one of them is successful, w.h.p.,
and provides the desired (—1) reduction in the hopbound (while introducing an additive
stretch of +4). <

New Additive D-Diameter Hopsets (for any D). We now turn to proving Theorem 1.4.
For simplicity we show a construction of O(D)-diameter hopsets with additive stretch O(«),
but these constant factors can be easily omitted. The algorithm has two main steps. The
first step computes a graph G’ on O(nlogn/«) vertices at the cost of introducing an additive
stretch of O(«). The second step computes an exact D-diameter hopset on G'.
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Specifically, the algorithm starts by computing a weighted net graph G’ = Net(G, p) for
the given (unweighted) graph G where p = ©(logn/a). The algorithm Net(G, p) outputs
a graph G’ = (V', E',w’) defined as follows. Let V' = V|[p] be a random sample of V,
obtained by sampling each v € V independently with probability of p. Let E' = {(u,v) €
V' x V' | distg(u,v) < ©(logn/p) - W} and w'((u,v)) = distg(u,v) for every (u,v) € E'.
We use the following observation in our constructions:

» Observation 3.1 (Observation 3.4 in [20]). Let G’ = (V’/, E’,w’) be the output net graph
of Alg. Net(G,p) where G = (V, E,w) is an n-vertex graph with maximum edge weight W.
Then w.h.p., the following holds: (i) |V’| = O(nplogn), (ii) for every u,v € V', distg (u, v) =
distg(u,v), and (iii) the maximum edge weight of G’ is bounded by W' = ©(W logn/p).

Denote S1 = V(G'), hence S; = V[p]. By Obs. 3.1(iii), the maximum edge weight of
G'is W = O(a). Let So = Si[q] for ¢ = ©(logn/D). For a vertex u and a set Sp, let
Closest(u, S1) be the closest vertex to w in Sy, breaking ties arbitrarily. The output hopset
H is the union of Hy U Hy U Hy of weighted edges, where:

Hy < {(u,Closest(u,S1)) | uweV}.

H; + WeightedSpanner(G’) of Theorem 1.8.

Hj < ExactHopset(Hy, D) of Lemma 1.6.

This completes the description of the hopset.

Proof of Theorem 1.4. Clearly, |Hyo| < n. By the Chernoff bound, w.h.p., |Si| =
O(nlog®n/a), and therefore by Theorem 1.8, |Hy| = O((n/a)*/3). The size of Hy can
bounded by |S2|2 = O((n/(c - D))?), w.h.p. We next turn to consider the additive stretch
and the hopbound.

Consider a u,v pair and let v’ = Closest(u, S1) and v/ = Closest(v,S1). W.h.p., it
holds that distg(u,u’), distg(v,v") = O(a). Since, u',v" € S1, by Obs. 3.1 we have that
dister (v, v") = distg(u,v). Hence, disty, (uv/,v") < distg/(u/,v") + O(a). Since Hs is an
exact D-diameter hopset for Hy, we get:

distly )z, (u',0") = distr, (u/,0') < diste(u', ") + O(a) .
Letting P be the shortest «’-v’ path with at most D hops in H; U Hy, we get that the
u-v path P/ = (u,u’) o Po (v',v) € G U H has at most O(D) hops and of total length
distg (u, v) + O(a). The theorem follows. <
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A Missing Proofs

Proof of Lemma 1.7. Let TC’' = TC(G)[S] be the induced transitive closure on the subset
S. Compute a collection of O(|S|/D) vertex-disjoint paths P in T'C’ such that TC"\ V(P)
has no directed path of length D/10. Let Hy = |Jp.p H(P) where H(P) is a 2-diameter
hopset for P that consists of O(|P|log|P|) edges, using Lemma 1.5. Let S’ = S[p] and
P’ = Plp] for p = O(logn/D). Let Hy = {e(v,P) | ve S, P e P} where e(v,P) is an
edge connecting v to its first outgoing neighbor in TC’ on P. The size bound is immediate.

Consider the diameter argument. Let ) be a u-v shortest path in G for u,v € S such
that |Q NS| > D. By the properties of the paths P, we can assume that |Q \ V/(P)| < D/10.
We next show that @) can be transformed into a path Q" C G U H; such that the following
holds: (i) for each P € P, [PNQ’| <3 and V(Q') \ V(P) C V(Q). This can be obtained by
traversing ) and at each point of observing a vertex z € PN @, we add the shortcut edges
H(P) to connect z with the far most vertex z’ € PN Q. It is easy to see that V(Q') C V(Q)
as by shortcutting () we can only omit vertices.

Finally, in the case where |Q' N S| > D/2, by property (i), we have that Q' intersects
with Q(D) distinct paths from P. Let w € S be the first sampled vertex in @' NS’ (w.h.p.,
such exists among the first D/10 many S’ vertices on P). Let w’ € S be the last vertex on
@’ that belongs to a sampled path P’ in P’ (w.h.p., such exists among that last D/10 many
S’ vertices on P). The diameter argument holds by noting that the shortcut edge e(w, P’) is
in H. |

Proof of Theorem 3.1. The lower bound graph of [14] is a DAG with D¢ layers which
contain Q(n) critical pairs. For each critical pair (u,v), u belongs to layer 1 and v belongs to
layer D¢. Furthermore, there is a unique directed path in G between w to v and this path
contains exactly one vertex from each layer. We now remove the directions of the edges in G
to get an undirected and unweighted graph G’. Notice that now for each critical pair (u,v)
in G’, we have a unique shortest path of length Dg — 1 between u and v, that is there might
be other paths between v and v but the length of such path will be greater than Dg — 1
because such path will necessarily contain at least one vertex from each level, and for a
certain level ¢ there will be two vertices from level 7. In particular, the path will contain
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vertices u, w, v consecutively in the path, where u is in level 4, w is in level ¢ — 1 and v is in
level i. We therefore have that the unique directed u-v paths in G are translated into unique
undirected unweighted shortest paths in G’. Therefore, the claim holds in the exact same
manner as in [14]. |
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