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—— Abstract

We study the Online Traveling Salesperson Problem (OLTSP) with predictions. In OLTSP, a
sequence of initially unknown requests arrive over time at points (locations) of a metric space. The

goal is, starting from a particular point of the metric space (the origin), to serve all these requests
while minimizing the total time spent. The server moves with unit speed or is “waiting” (zero speed)
at some location. We consider two variants: in the open variant, the goal is achieved when the last
request is served. In the closed one, the server additionally has to return to the origin. We adopt a
prediction model, introduced for OLTSP on the line [24], in which the predictions correspond to the
locations of the requests and extend it to more general metric spaces.

We first propose an oracle-based algorithmic framework, inspired by previous work [14]. This
framework allows us to design online algorithms for general metric spaces that provide competitive
ratio guarantees which, given perfect predictions, beat the best possible classical guarantee (consist-
ency). Moreover, they degrade gracefully along with the increase in error (smoothness), but always
within a constant factor of the best known competitive ratio in the classical case (robustness).

Having reduced the problem to designing suitable efficient oracles, we describe how to achieve
this for general metric spaces as well as specific metric spaces (rings, trees and flowers), the resulting
algorithms being tractable in the latter case. The consistency guarantees of our algorithms are tight
in almost all cases, and their smoothness guarantees only suffer a linear dependency on the error,
which we show is necessary. Finally, we provide robustness guarantees improving previous results.
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1 Introduction

In the classical Traveling Salesperson Problem (TSP), we are given a set of locations as well
as the pairwise distances between them and the objective is to find a shortest tour visiting all
the locations. TSP is one of the most fundamental and well studied problems in Computer
Science [31]. We focus on the online version of the problem in a metric space, the Online
Traveling Salesperson Problem (OLTSP), introduced in the seminal paper of Ausiello et
al. [10]. In OLTSP, the input arrives over time, i.e., new requests (locations) that have to be
visited by the traveler (or server) will appear during the travel. The time in which a request
is communicated to the traveler is called its release time (or release date). The objective is
the minimization of the total traveled time assuming that at any time the traveler either
moves at unit speed or is “waiting” (zero speed) at some location!. We study both the closed
variant, where the server is required to return to the origin after serving all requests, and
the open variant, where the server does not have to return to the origin after serving all the
requests. A series of papers considered many variations of OLTSP in different metric spaces
(general metric space [10, 14], the line [10, 18, 24], the semi-line [9, 14, 19], the ring [14, 28]
and the star [14]).

The motivation of studying OLTSP and its variations comes from applications in many
different domains, such as e.g. logistics and robotics [8, 38]. In the framework of competitive
analysis, the performance of an online algorithm is usually evaluated using the competitive
ratio which is defined as the maximum ratio between the cost of the online algorithm and the
cost of an optimal offline algorithm, which by definition has knowledge of the entire input
in advance, over all input instances. However, it is admitted that the competitive analysis
approach can be overly pessimistic as it is calculated considering worst-case instances, giving a
lot of power to the adversary. Hence, many papers try to limit the power of the adversary [19],
or give extra knowledge and hence more power to the online algorithm [1, 14, 27].

More recently, the framework of Learning-Augmented (LA) algorithms has emerged due
to the vibrant successes of Machine Learning methods and Artificial Intelligence in predicting
and learning the unknown (i.e., future inputs in the case of online algorithms) based on
data [33]. In this line of research, the goal is to utilize predictions of the future input that
have potentially been acquired using a learning algorithm, in order to have provably improved
competitive ratio in the case that the predictions are accurate enough, while maintaining
worst-case guarantees even if the prediction error is arbitrarily large. In particular, a (possibly
erroneous) prediction of the input is given to the algorithm and the goal is to design algorithms
with a good performance guarantee when the prediction is accurate (consistency), a not too
bad (and bounded) performance when the prediction is wrong (robustness) and a gradual
deterioration of the competitive ratio with respect to the prediction error (smoothness). We
give more precise definitions in Section 2.

1 Note that this choice of possible speeds is w.l.o.g., as any setting where the maximum speed is bounded
can be reduced to this setting. Specifically, if the maximum speed is some S > 0, we can normalize
the maximum speed to be 1 and multiply all distances by S. Also, our setting can simulate any other
setting where the algorithm is free to chose either the unit speed of some other speed 0 < s < 1. Moving
at speed s is equivalent to dividing the time into intervals of length dt — 0 and moving at unit speed
only for time s - dt within each interval.
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Recent works have proposed a variety of approaches to tackle OLTSP with predictions
(LA-OLTSP). In [24], Gouleakis et al. studied a learning-augmented framework for OLTSP
on the line. They introduced a prediction model in which the predictions correspond to
the locations of the requests. They proposed LA algorithms for both the closed and the
open variants that are consistent, smooth and robust. Bampis et al., in [14], considered
the case of perfect predictions of the locations and studied different metric spaces (general
metric space, semi-line, ring, and star) and proposed competitive online algorithms and lower
bounds. In [26], Hu et al. proposed three different prediction models for OLTSP. In two
of their models, each request is associated to a prediction for both its release time and its

location while in the third one the prediction is just the release time of the last request.

In [17], Bernardini et al. studied OLTSP with predictions of both the release time and the
location of each request. They introduced a new error measure, the cover error, and they also
considered other online graph problems. More recently, Chawla and Christou [20] studied

the Online Time-Windows TSP with predictions of release time and location of the requests.

In this work, we adopt the prediction model of [24]. We propose a general oracle-based
framework that allows us to design consistent, smooth and robust LA algorithms for both
the closed and open variants of the problem for different metric spaces. We also provide
some interesting lower bounds.

1.1  Our contributions and techniques

In this paper, we propose a novel approach to improve the competitive ratio of OLTSP using
predictions concerning the locations of requests in general metric spaces. Our algorithms
provide tight competitive ratio guarantees in most cases. Moreover, we show how to get
polynomial-time/FPT algorithms in specific metrics, namely rings, trees and flowers.
Bampis et al. [14] gave an algorithm for general metrics with a competitive ratio of 3/2
for the case of perfect predictions (known locations), which is tight. First, in Section 3,
we modify this algorithm (still under the assumption of perfect predictions) and introduce
our main oracle-based 3/2-competitive framework, which we call Strategically Wait And Go
(SWAG, for pseudocode see Algorithm 1). The main idea is to consider a suitable subset of
permutations of the requests, referred to as Dominating permutations, given by a so-called
Domination oracle instead of all the permutations. This allows for a reduction of the running

time, since the bottleneck is located in the cardinality of the set of considered permutations.

This restriction of the permutation set preserves the consistency of 3/2.
Then, we introduce our main algorithm, Learning-Augmented Strategically Wait And

Go (LA-SWAG, for pseudocode see Algorithm 2), which does not assume perfect predictions.
LA-SWAG is consistent, smooth, and robust. More formally, in Section 4 we show the following.

» Theorem 1 (Consistency and Smoothness). LA-SWAG has a competitive ratio of at most
3/2 + b1 for both closed and open LA-OLTSP.

Here, 7 is the error of the prediction (defined formally later) that captures the normalized
sum of distances between predicted and actual locations of the requests. Note that for n = 0,
we get a consistency of 3/2, which is tight for all cases except the open variant on trees.

Additionally, we show a smoothness lower bound of 3/2 + 7/2 for the open variant with
n € [0,1/3] (Proposition 14), implying that a linear dependency on 7 is required.

Regarding robustness, the algorithm in [24] achieves 3-robustness on the line. LA-SWAG
improves this bound for general metrics and further so in specific metrics.

» Theorem 2 (Robustness-Closed). LA-SWAG is 2.75-robust for closed LA-OLTSP in general
metric spaces, and 2.5-robust in Fuclidean spaces and in trees.
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» Theorem 3 (Robustness-Open). LA-SWAG is (3 — 1/6)-robust for open LA-OLTSP in general
metric spaces, and (3 — 1/3)-robust in trees.

Our analysis for 2.5-robustness and (3 — 1/3)-robustness is tight even on the line.
Moreover, we show a negative result concerning the consistency/robustness trade-off of
any algorithm for the open variant (Lemma 15).

The main technical contribution of our work is the implementation of the domination
oracles we have referred to. On a high level, we say that a permutation 74,, dominates
another permutation 7« at time ¢, if the following conditions hold. Assuming ¢ is the first
unreleased request in 7 at time ¢, the distance traveled up to ¢ is not longer in 7o, and
also a superset of the requests preceding ¢ in 7 is visited before q. Moreover, Tgom induces a
not longer path than 7. These two key facts allow us to preserve 3/2-consistency.

For general metrics, we achieve this domination using a very similar idea as the one
employed in the definition of the O(n?2") dynamic programming solution of the classical
TSP [16, 25]. That is, for any possible subset of released requests that might have been
served by 7 before ¢, we simply build two optimal paths for the parts before and after ¢
(without release times) and then we concatenate them to get a dominating permutation. We
call the resulting sets general dominating sets. Any permutation is dominated by the one
corresponding to the correct guess of requests served up to g. This yields a single-exponential
time algorithm overall.

» Theorem 4 (General Metrics). LA-SWAG with an oracle D which uses the general dominating
sets runs in single-exponential time and is min{3/2 + 57, 2.75}-competitive for the closed
variant and min{3/2 + 51,3 — 1/6}-competitive for the open variant of LA-OLTSP.

The overarching insight behind how we reduce the runtime in specific metrics is the
fact that we do not really need to try all possible subsets of requests served before ¢q. For
example, in trees, we first show a structural result about the optimal solutions (with release
times). Specifically, we prove that the requests placed along a path from a leaf to the origin
(considered the root) can be assumed to be served in a very specific order. This is the order in
which the requests are encountered as one traverses the path from the leaf to the origin. This
fact allows us to design a domination oracle which, roughly, provides a single permutation
for any subset of leaves visited before q. Hence, we get an FPT algorithm parameterized by
the number [ of leaves of the tree.

» Theorem 5 (Trees). There exists a Domination oracle for LA-SWAG in trees which yields a
time complezity of O(2' -n3) for the closed variant and O(2" -n*) for the open variant, where
l is the number of leaves of the input tree.

As a first step towards more general graphs, we deal with the concept of cycles by
considering the ring. While we cannot retrieve the exact same structural result about online
optimal solutions, we show something quite similar. Namely, we prove that the cyclic nature
of the ring may be utilized only once by an optimal solution. After such a cyclic traversal,
we can assume that the ring is split in half, yielding a tree which we know how to deal with.

» Theorem 6 (Ring). There exists a Domination oracle for LA-SWAG in the ring which yields
a time complexity of O(n?) for the closed variant and O(n®) for the open variant.

Finally, we combine the two previous sets of ideas to tackle flowers. Flowers are essentially
comprised of a bunch of rings (petals) and a semi-line (stem), all of which are attached to
the origin. It is still true that each single ring may be assumed to be traversed with a loop
only once in this case. It turns out that we can consider at most 6 options for every petal.
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» Theorem 7 (Flowers). There exists a Domination oracle for LA-SWAG in flowers which
yields a time complexity of O(6P - n3) for the closed variant and O(6P - n®) for the open
variant, where p is the number of petals of the input flower.

We summarize our results in Tables 1 and 2. In the closed variant, there is a lower bound
of 3/2 even in the case of a line [24]. In the open one, we show a lower bound of ~ 1.468
even in the case of a line and there is a lower bound of 3/2 even in the case of a ring [14]. A
full version of the paper including all proofs can be found in [13].

Table 1 Consistency, smoothness, robustness and runtime guarantees of LA-SWAG for different
metrics and variants.

Smoothness .
(Consistency for 1 = 0) Robustness Runtime

Closed/Open Closed Open Closed Open
Tree 2.5 3—1/3 | 0O(2"-n%) | O2'-nh

Ring 2.75 | 3—1/6 O(n®) O(n®)
Flower 3/2+5n 2.75 | 3—1/6 | O(6"-n*) | O(6P-n)
Euclidean 2.5 3—1/6 | O(n*-2") | O(n*-2™)
General 2.75 | 3—1/6 | O(n*-2") | O(n*-2™)

Table 2 Consistency of LA-SWAG and other tractable algorithms. The upper bounds with * are
given by an FPT algorithm and a polytime algorithm otherwise. Tight bounds are denoted in bold.

Consistency
Closed Open
Previous work This paper Previous work This paper

Line 3/2  [24] 3/2 5/3  [24] 3/2

Star T/4+e [14] 3/2* 2 [14] 3/2*

Tree 2 [10] 3/2* 2 [14] 3/2"

Ring 5/3 [14] 3/2 2 [14] 3/2
Flower 2 [10] 3/2* 2 [14] 3/2*

1.2 Further related works

The offline version of the problem, in which the locations and release times are known in
advance, has been studied in [18, 38] for both closed and open variants. For OLTSP, a
2-competitive algorithm for the closed variant and a 2.5-competitive algorithm for the open
variant have been proposed in general metric spaces by [10]. Specifically on the line, there
exist lower bounds of 1.64 [10] and 2.04 [18] for the closed and open variants, respectively.
In addition to online TSP, there are several works that have explored learning augmented
settings. The online caching problem with predictions was investigated by [33], and the initial
results were improved by [3, 40, 42]. Adopting the LA approach, algorithms were developed

for the ski-rental problem [2, 23, 39, 41] as well as for scheduling problems [4, 11, 35, 37].

There is also literature on learning augmented algorithms for classical data structures [30],
bloom filters [34], routing problems [15, 22, 29], online selection and matching problems [5, 21]
and a more general framework of online primal-dual algorithms [12]. There is a survey [36]
and an updated list of papers [32] in this area.
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2 Preliminaries

Online TSP (OLTSP)

The input of OLTSP consists of a metric space M with a distinguished point O (the origin),
and a set Q = {q1,...,qn} of n requests. Every request ¢; is a pair (x;,t;), where x; is a point
of M and t; > 0 is a real number. We use ¢ to quantify time. The number ¢; represents the
moment after which the request ¢; can be served (release time). A server located at the
origin at time ¢ = 0, which can move with unit speed, must serve all the requests after their
release times with the goal of minimizing the total completion time (makespan).

We consider a wide class of continuous metric spaces M whose corresponding distance
metric d(z,y) is defined as the shortest path from 2 € M to y € M and is continuous in M,
as in [10]. We call this class general metric spaces (or general metrics). The release times for
continuous metric spaces can be any non-negative real number.

For the rest of the paper, we denote the total completion time of an online algorithm
ALG by | ALG| and that of an optimal (offline) solution OPT by | OPT|. We recall that an
algorithm ALG is p-competitive if on all instances we have | ALG| < p-|OPT|.

Learning-augmented algorithms

In order to measure the quality of the predictions, we will define a prediction error 1. LA
algorithms have three main properties. We use the formal definitions in [24] here. We say
that an algorithm is

a-consistent, if it is a-competitive when 1 = 0,

B-robust, if it is always S-competitive regardless of 1, and

~v-smooth for a continuous function ~(n), if it is v(n)-competitive.
In general, if ¢ is the best competitive ratio achievable without predictions, it is desirable to
have o < ¢, 8 < k - ¢ for some constant k and also the function ~ should increase from « to
[ along with the error 7.

Our prediction setting

Let Q@ = {q1,...,qn} be the set of requests. As we mentioned, each request ¢; has a
corresponding release time ¢; and a location z;. We have a set of predictions P = {p1,...,pn}
in which p; predicts z;, the location of request ¢;. The algorithm gets these predictions as
well as the number of requests n as an offline input. The actual values of z; and ¢; only
become known at time-point ;.

The predictions’ quality can vary and is unknown to the algorithm. We can evaluate
the quality by defining a measure 7. Essentially, n measures the sum of all the distance
between the predicted location and the actual ones normalized by the length of a shortest
path serving all the requests.

» Definition 8 (Prediction Error). The prediction error of an instance is defined by n =

" d(wi,pi . . .
M, where F' is the length of a shortest path serving all the requests (and returning
to the origin in the closed case).

Note that the prediction error is scale invariant (i.e., it will not change if all the distances
are multiplied by a constant factor), and F acts as the normalization factor.
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3 Oracle-based framework: the SWAG algorithm

In this section, we define an oracle-based algorithm, SWAG, designed for the case of perfect
predictions. The oracle provides the algorithm with a set of permutations of the requests.
We show that if the oracle satisfies some conditions, then SWAG has a competitive ratio of
3/2.

SWAG is actually a (slightly) modified version of the general algorithm in [14]. The principle
of this latter algorithm is the following:

First, to wait at O until a chosen time 7. This time 7" depends both on the requests’

locations and on their release times.

Then, to choose a route of serving requests that minimizes some criterion involving the

length of the corresponding route and the fraction of it which is released at time T', and

to follow this route, waiting at unreleased requests.
The calculation of the chosen time 7" on the first step is done by computing some values on
all the n! permutations of the requests. The improvement we show here is that we can get
the same competitive ratio (i.e., 3/2) while considering not the whole set of permutations,
but some well chosen (and ideally small) subset that satisfies a certain property. This subset
of permutations is given to the algorithm by the oracle.

Then, based on this framework, to derive an efficient 3/2-competitive algorithm, one only
has to build an efficient oracle. We will show for example in Section 5.2 that for lines or
rings, we can devise a polytime oracle building a polysize subset of permutations, leading to
a polytime 3/2-competitive algorithm for these metrics.

More formally, we consider SWAG, which uses the following notation. For a given order o
on the requests (where o[i] denotes the i-th request in the order), we denote:

by ¢, the length of the route associated to o (starting at O), i.e., ¢, = d(O,o[1]) +

27;11 d(o[j],o[j+1]) in the open case, ¢, = d(O, o[1]) +Z;:11 d(oljl,olj+1])+d(o[n],O)

in the closed case;

by o, (t) the fraction of the length of the largest fully released prefix of the route associated

to o at time t over ¢,. More formally, if all n requests are released, then o, (t) = 1 for all

o, otherwise, if requests o[1],..., o[k — 1] are released at ¢ but o[k] is not, then the route

is fully released up to o[k], and

e

o (1) = (d(O,0[1]) + 3 d(olil.olj + 1)) /o -

j=1

Note that this requires ¢, > 0. If ¢, = 0, i.e., all requests are at O, we set a, = 1.

The key idea behind these subsets is the following. To achieve the same competitive ratio,
it is sufficient that for any possible permutation o, the set S contains a permutation o’ that
induces a tour/path that is not longer than that of o, and its unreleased portion of the tour
at time ¢ is not larger than that of 0. We will say that ¢’ dominates o and define this notion
formally below. Furthermore, since the released parts only change when a new request is
released, it is sufficient to only update the subset then.

» Definition 9 (Dominating Permutation). Let o be a permutation of the n requests and t a
given time. We define Dom(o,t) to be the set of permutations that dominate permutation o
at time t. A permutation o’ € Dom(o,t) if and only if:

byt <Ly and (1 —am(t)ly < (1—as(t))ls

We also say that o’ is a corresponding dominating permutation of o (at time t).

12:7
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Algorithm 1 Strategically Wait And Go (SWAG).

Input: Offline: request locations x1,...,z,

Online: release times tq,...,t,
Parameter: an oracle D which outputs a set of permutations on requests
Call the oracle D to get an initial set S(0) of permutations at t = 0. Set S = S(0).
while true do
3 At each release time t;, request a new set S(t;) of permutations and update
S = S(t;). For every o € S, compute ¢, and o, (t;).
If 3og € Sst. (1)t > 4y,/2 and (2) ay,(t) > 1/2, set T = ¢ and break.
5 end
6 At time T
Compute an order o7 which minimizes, over all orders ¢’ € S, (1 — 85/ )lo,
where B, = min{a,(T),1/2}.
Follow the tour/path associated to o;. Serve the requests in this order,
waiting at a request location if this request is not released.

N =

'y

We show that SWAG with an oracle D is 3/2-consistent if D is a domination oracle.

» Definition 10 (Domination Oracle). An oracle D which outputs at time t a set S(t) of

permutations is a domination oracle if

1. S(t) CS(t') for everyt <t', and

2. for allt there exists a permutation o' € S(t) such that o’ € Dom(oopr,t). Here, copr
is the permutation corresponding to the serving order of requests in an optimal solution.

» Lemma 11. SWAG is 3/2-consistent for both closed and open variants of OLTSP with
perfect predictions if it uses a domination oracle.

Note that this matches the lower bounds in [24, 14], making the result tight in almost all
cases. Regarding the computational complexity of SWAG, we have the following lemma.

» Lemma 12. If N is the maximum number of permutations which the oracle D outputs at
each time t and Tp is the total time required (by the oracle) to compute all permutations,
then the running time of SWAG is O(max{n?- N,Tp}).

4  Performance guarantees for LA-OLTSP: the LA-SWAG algorithm

In this section, we deal with imperfect predictions; more specifically, we show how to adapt
SWAG to also get smoothness and robustness upper bounds.

We note that if the predictions are perfect, then LA-SWAG is at least as good as SWAG (it
works the same, the only difference being that it optimally serves the remaining unserved
requests when everything is released). So in particular it is 3/2-consistent as well, provided
that the oracle satisfies the conditions of Lemma 11, which is tight in almost all cases.

We also note that the algorithm could serve the requests in a more clever way: instead of
going first to the predicted location of a request and then to its true location, the algorithm
could go to the true location directly if it is released (or as soon as it is). However, no gain
can be obtained; the tightness of analysis given in the full version of the paper would still
hold.

Regarding the running time of LA-SWAG, it can be shown that if Tpgp is the time required
for the computation of an optimal path serving a subset of the requests, then from Lemma 12
we get the following corollary. Note that, for the cases we consider, we achieve suitable upper
bounds on Trgp. We describe how this is done in the full version of the paper.
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Algorithm 2 Learning-Augmented Strategically Wait And Go (LA-SWAG).

Input: Offline: predicted request locations p1,...,p,
Online: release times t1,...,t,, true request locations z1,..., T,
Parameter: an oracle D which outputs a set of permutations on requests

=

(Breaking rule) At any time ¢: if all requests are released, follow an optimal path
serving all unserved requests (returning to O if in the closed variant) and break.

2 Run SWAG until the starting time 7T of the server, and the computation of o;.

w

At time T, follow the tour/path o1, serving the requests in the following order:
fori=1,...,ndo
first go to p,,[i); if ¢o,[;) is noOt released, wait there until it is released;
then, go to x4, [; and serve the request.

I

5 end
6 In the closed version, go back to O.

» Corollary 13. If N is the mazimum number of permutations which the oracle D outputs
at each time t, Tp is the total time required (by the oracle) to compute all permutations and
Trsp is the time for the computation of an optimal path that serves a subset of the requests,
then the running time of LA-SWAG is O(max{n?- N, Tp,Trsp}).

4.1 Smoothness

In this subsection, we show that LA-SWAG is smooth with respect to the measure of error 7.

To show the main result, we relate the performance of LA-SWAG on a hypothetical instance
using the predictions as requests. As noted above, LA-SWAG inherits its 3/2-consistency
from SWAG. Leveraging triangle inequality, we further get upper and lower bounds on the
performance of LA-SWAG in terms of the performance of LA-SWAG and OPT on the actual
instance, respectively. This allows us to determine their maximum ratio.

» Theorem 1 (Consistency and Smoothness). LA-SWAG has a competitive ratio of at most
3/2 + 5 for both closed and open LA-OLTSP.

Giving a simple example with 2 requests, we further show that a linear dependency on 7
is necessary for the open variant for any algorithm.

» Proposition 14 (Smoothness Lower Bound). No algorithm can have a better competitive

ratio than (% + %) for the open variant on an instance with prediction error n € [0,1/3].

The example is built symmetrically, such that the adversary will be able to react to any
choice made by an algorithm, thereby forcing it to take a detour. At the same time, OPT is
able to quickly finish its route without having to wait or turn back.

4.2 Robustness

LA-SWAG can easily be shown to be 3-robust, as it can always go back to the origin when all
requests are released and then follow an optimal tour. Since the distance to the origin is
at most | OPT | when all requests are released, 3| OPT | is an immediate upper bound. We
first show improved upper bounds on the robustness of LA-SWAG, and then complement this
analysis with some lower bounds.
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The first step in the analysis is to assume LA-SWAG waits for some portion of | OPT | in
the origin, say c. Then, a (3 — ¢) robustness follows. Otherwise, by construction of LA-SWAG,
we get a suitable bound on the distances of predictions from the origin, depending on c.

For the following, we focus on the case where LA-SWAG leaves early. In the closed variant,
we observe that the furthest away from the origin LA-SWAG can be when the last request is
released is 3/4| OPT |, thereby improving the robustness bound to 2.75. This stems from the
fact that the furthest prediction and the furthest request each cannot have a distance more
than 1/2| OPT | (corresponding to ¢ = 1/4) from the origin as we consider the closed version,
but LA-SWAG could be in between the two locations.

For trees or in a Euclidean space, the same argument can be used, but here it holds that
any point in between the two locations cannot be further away from the origin than either of
the two locations, which gives us overall a 2.5-robustness in these cases.

» Theorem 2 (Robustness-Closed). LA-SWAG is 2.75-robust for closed LA-OLTSP in general
metric spaces, and 2.5-robust in Fuclidean spaces and in trees.

In the open variant, we can use a similar approach. While going back to the origin and
following OPT is always a viable option when everything is released, we can also go the the
final request OPT visited and then take OPT backwards to serve all requests. It turns out
that these two choices are sufficient to improve the robustness below 3. We again consider
general metrics first and show an improvement to 3 — 1/6, before we again study the case of
trees to show that a bigger improvement to 3 — 1/3 is possible in this scenario.

» Theorem 3 (Robustness-Open). LA-SWAG is (3 — 1/6)-robust for open LA-OLTSP in general
metric spaces, and (3 — 1/3)-robust in trees.

We show in the full version that the analyses for 2.5-robustness in the closed variant
and (3 — 1/3)-robustness in the open variant are tight. Moreover, we show the following
consistency-robustness tradeoff for any algorithm in the open variant. For a good consistency
result, the algorithm has to trust the predictions more, which will lead to a bad robustness.

» Proposition 15. Let ALG be an algorithm for the open variant with consistency guarantee
2 — X\, where X € [0,1]. Then, ALG cannot be (2 + X — €)-robust, for any € > 0.

5 Domination oracles

In this section, we implement a domination oracle for general metrics using a Dynamic
Programming inspired technique and then we exploit structural insights about specific
metrics to obtain more efficient oracles. We focus on the closed variant; we explain in the
full version how to deal with the open variant. In the following, R(t) and U (t) will refer to
the released and unreleased requests at time ¢. We may drop the dependency on t.

5.1 General metrics

In the case of perfect predictions, using SWAG and Lemma 11 we can reduce the factorial
running time of the algorithm in [14] for general metrics. We will show that an exponential
number of permutations suffices to have a domination oracle. After that, using the scheme
of LA-SWAG and the theorems proved in the previous section we will get an exponential-time
algorithm that is 3/2-consistent, smooth and robust.

Consider an arbitrary permutation o of the n requests at time ¢. A corresponding
dominating tour for this permutation can be constructed in the following way; find the
first unreleased request v € U(¢) in the permutation o. The released requests before u in
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Figure 1 Two permutations illustrating the notion of domination as in Example 16. Left side:
OPT, right side: o'

the permutation form a subset R'(t) C R(t) of released requests. Then, a corresponding
general dominating tour would be the optimal TSP path that starts from the origin, serves
all requests in R/(t) and ends at request u plus the optimal TSP path that starts from w,
serves all requests in (R(t) \ R'(t)) U (U(t) \ {u}) and returns to the origin. We will call
these tours (corresponding) general dominating tours. It can be shown that at time t a
corresponding general dominating tour ¢’ of a permutation o dominates . In Example 16,
we illustrate the notion of a dominating tour.

» Example 16. Consider the following example on the line in the closed variant. There are
4 requests a, b, ¢, d, located at —10,—4,5, 11, respectively. Assume the release times to be
t, = 10,t, = 46,t. = 55,t4 = 31. The optimal tour OPT is O - a —d — b — ¢ — O with
| OPT | = 60, never having to wait and reaching requests just as they are released. Thus, we
also have {opT = 60.

Let us focus on the setting in which only the first request has been released, i.e., for
t € [10,31). At this time, we have R(t) = {a} and U(t) = {b, ¢, d}. We can see that d is the
first unreleased request in permutation OPT at this time, so u = d, and R’ = R. The first
part of the general dominating permutation ¢’ of OPT is thus O — a — d, and the second
part d — ¢ — b — . This means that ¢, = 50 < 60 = £,,. An illustration of OPT and ¢’ is
given in Figure 1.

When we run SWAG, we can see why this notion of domination makes sense: Clearly, the
released lengths of OPT and ¢’ are 31 for ¢ € [10,31) (for both permutations, the server can
already serve a and continue to d without having to wait anywhere — but d itself cannot yet
be served). This also means that copt > 1/2 and a,s > 1/2. Thus, both of the permutations
would start the second part of the algorithm when ¢ would be large enough. Since ¢,/ < £, it
suffices to consider the permutation ¢’ instead of o, as regardless of the release time of a, no
earlier starting time could be computed when using OPT than when using ¢’. Additionally,
Bor (t) = Bopr(t) = 1/2 and thus OPT would not be chosen as permutation to follow in the
second part of the algorithm.

Note that, if a, b, and d are released but c is not at some time ¢, then OPT would not
be dominated at ¢ by o’. This is because the unreleased part of ¢’ would be greater than
that of OPT. Clearly, OPT would be dominated at time ¢’ by another permutation, e.g.,
O—=a—=>b—=d—=>c—0. |

If we assume that t; < to < ... < ¢, are the release times of the requests, to = 0
and t,41 = oo, then at time ¢;, with ¢ < n, we compute the set of general dominating
permutations D; given the sets R(t;) and U(t;). Together with the previously computed
sets, it is then provided to SWAG as set S(t;) = U;:o Dj. It is easy to show that an oracle

D which outputs at any time ¢ € [t;,t;+1) the general dominating sets S(t) = U;:o D;

for each ¢ € {0,1,2,...,n}, is a domination oracle and SWAG is 3/2-consistent (Lemma 11).

Condition 1 of the domination oracle is satisfied as S(t) C S(¢') for every ¢ < ¢’. Condition 2
is also satisfied since for each time ¢ we have a corresponding dominating permutation for
every possible subset of R(¢) and choice of u, and thus for every permutation o.
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Concerning the running time of the algorithm, we begin by bounding the number of
general dominating permutations which are contained in the set U;:o Dj for all i < n.
Formally, we prove the following lemma.

» Lemma 17. There always exists a set Ué':o D; which consists of at most 2™ distinct
general dominating permutations, for alli € {0,1,...,n}.

In order to get an LA algorithm, we run LA-SWAG with the oracle of general dominating
permutations. Since all possible general dominating permutations can be precomputed at
t = 0 using the dynamic programming algorithm for classical TSP in time O(n? - 2"), we use
Corollary 13 and Lemma 17 to show the following result for the running time of LA-SWAG.

» Lemma 18. LA-SWAG that uses the general dominating sets runs in O(n? - 2") time
complexity for both closed and open variants of OLTSP.

Using theorems 1, 2, and 3 we show that LA-SWAG with the general dominating permuta-
tions is a single-exponential time algorithm with the following performance guarantees.

» Theorem 4 (General Metrics). LA-SWAG with an oracle D which uses the general dominating
sets runs in single-exponential time and is min{3/2 + 51, 2.75}-competitive for the closed
variant and min{3/2 + 51,3 — 1/6}-competitive for the open variant of LA-OLTSP.

5.2 Specific metrics

In the following we explain how to implement domination oracles for trees, rings, and flowers.
These will dominate a so-called sensible set of permutations, which we define later.

We also need to implement the “cleanup” step of LA-SWAG, where a computation of an
optimal classical (offline, without release times) TSP path/tour is required. In fact, these
subroutines are also employed within the domination oracles themselves. We describe how
this is done efficiently (in O(n) time) in the full version of the paper.

» Definition 19 (Safe Set). Let X be a set of request locations. A set of permutations I1
1s safe for X if for any assignment [ of release times to each location in X, there exists a
permutation m € I which is optimal for the resulting input Q = {(z, f(x)) |z € X}.

Note that the set of all permutations is safe. However, we can define sensible sets of
permutations that follow some desirable structure but are still safe. The guarantees of
LA-SWAG follow even when dominating a sensible set.

In general, the idea is to ensure domination as follows. Let ()1 be the requests served
by a permutation m before its current request q. We construct a permutation 7, which
serves a superset of (J; before ¢ and is not longer than 7 on both parts, before and after q.

Trees

We consider metric spaces that are shaped like a tree. By that we mean continuous spaces
that can be embedded into trees with edges weighted by their lengths. The requests may
appear on nodes of the tree or at some point along the edges.

Suppose that an algorithm serves a request ¢ at time ¢. There is only one path P, from ¢
to O, and it must be traversed after t. Hence, any request ¢’ on P, will be visited at some
point after ¢ anyway, rendering the earlier serving of such requests useless. From this, it
follows that any sequence of requests S, encountered along a path P, towards the origin may
be safely assumed to be a subsequence of the optimal permutation.
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» Definition 20 (Sensible Set for Trees). Let T be a tree rooted at the origin O and X a
set of request locations on T. The set (T, X) of sensible permutations consists of all
permutations m where the following holds. Let T = Ty (1), Tx(2),- -+ Tr(n)- For any T ) and
any Tr(j) on the path Py_ . from xx(;) to the origin, we have j > i.

> Claim 21. For any tree 7 and any set of request locations X, the set II;(7, X) is safe.

Dominating set

For the above sensible set, we will define a dominating set whose cardinality is of order
O(2' - n), where [ is the number of leaves of the underlying tree. The idea is to look at
subsets of paths of leaves to the origin. That is, for each such subset and each selection of
intermediate request ¢, we consider the permutation which first optimally visits the selected
leaves finishing at ¢ and then “cleans up” the rest of the requests starting from ¢ and ending
at the origin. The set of these permutations for all different choices of leaf subsets and current
request is called Dom” (R, U, T, L), where T is the input tree and L is its set of leaves.

» Lemma 22 (Tree Domination). Let m be a sensible permutation for a tree T and L be its
set of leaves. Then, A Tgom € Dom™ (R, U, T, L) dominating .

Using the above lemma, we obtain our main theorem for trees.

» Theorem 5 (Trees). There exists a Domination oracle for LA-SWAG in trees which yields a
time complexity of O(2'-n?) for the closed variant and O(2" - n*) for the open variant, where
l is the number of leaves of the input tree.

Ring

If a permutation makes more than one “full” loops around the ring, it may as well keep
only the last. Moreover, no serving needs to be done before the loop. After such a loop,
we can assume that the permutation moves along the ring as if it were a line, i.e., it never
crosses the antipodal point of the origin. Hence, we can define the sensible permutations by
branching on whether a loop is performed and then reduce to the tree case.

» Definition 23 (Sensible Set for the Ring). Let X be a set of request locations on the ring.
The sensible set of permutations I13(X) consists of all permutations m resulting from the
concatenation of Toop and Tiine Where Tioop i a subpermutation covering X' C X in a cyclic
fashion and e € Us(T, X \ X'), where T is the tree resulting from splitting the ring at the
midpoint across from the origin.

> Claim 24. For any set of request locations X, the set IIS(X) is safe.

Dominating set

It suffices to define the dominators under the assumption that 7 does indeed have a loop in
the beginning, since we can take the union with the tree dominators.

A crucial distinction is whether the current request g of 7 is part of the loop or not. In
the first case, m has only traveled a portion of the loop so far and in the second case it has
traveled a full loop and serves as if on a tree afterwards. For every choice of ¢, we define two
permutations, one pertaining to the first case and another to the second one.

The first permutation serves all released requests within 7’s traveled portion of the loop
and then moves to q. The second permutation serves all released requests with a full loop and
then moves to ¢q. Both finish by cleaning up the rest of the requests. We call the resulting
set of permutations Dom®(R,U).
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Figure 2 A flower with 7 petals (purple), connected with the stem (green) at the origin (yellow).

» Lemma 25 (Ring Domination). Let w be a sensible permutation whose tour contains a full
loop in the beginning. Dom®(R,U) contains a permutation m4om which dominates .

Thus, our main theorem for the ring follows.

» Theorem 6 (Ring). There exists a Domination oracle for LA-SWAG in the ring which yields
a time complexity of O(n®) for the closed variant and O(n®) for the open variant.

Flowers

We extend the reasoning used for the ring and trees to the so-called flowers. A flower consists
of a number of rings (petals), all of which are attached to the origin point (receptacle). For
reasons of artistic completion, a semi-line (stem) disjoint from the petals is also attached to
the origin point. An illustration is given in Figure 2.

Sensible set

We can assume that any sensible permutation traverses a petal of the flower in a cyclic
fashion at most once, for the same reason that this is true for the ring. Thus, the sensible
set here is defined to include the permutations which have at most one loop for each petal,
such loops are the first visit on the corresponding petal and the restrictions of the sensible
set on trees also apply to every petal after such a loop is carried out.

Dominating set

First, choose the current request ¢ of the permutation 7 to be dominated. Then, we guess
the subset P of petals “looped” by m. We also guess the petals Pyone C P already looped
before g. For a set of such choices, we traverse all petals in Pgyne in an arbitrary order. Next,
we “snip” every petal except the ones in P, yielding a tree T (actually, a star) and the petals
in P.

Now, we also guess the subset L’ of the leaves L of T to be visited before q. Having fixed
that, we append to our permutation the optimal path from O to ¢ that visits every leaf in
L' and the possible arc of 7 to ¢q. Finally, we append the optimal path from ¢ that “cleans
up” the remaining unserved requests. The resulting set is called Dom* (R, U).

» Lemma 26 (Flower Domination). Let w be a sensible permutation for the flower. The set
Dom*(R, U) contains a permutation Tiom which dominates .

Note that to make all these different guesses, one has at most 6 choices for every petal.
So, if the graph has p petals, the cardinality of the dominators is O(67 - n) = O(225% . ).
The below complexity comes from the term related to the cardinality of the dominating set.
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» Theorem 7 (Flowers). There exists a Domination oracle for LA-SWAG in flowers which
yields a time complexity of O(6P - n3) for the closed variant and O(6P - n®) for the open
variant, where p is the number of petals of the input flower.

6 Conclusion

We studied Online TSP augmented with predictions regarding the locations of the requests.

Our algorithm, LA-SWAG, achieves a competitive ratio of 3/2 under the assumption of perfect
predictions, which is tight in most cases we considered. Additionally, it is smooth and
provides robustness guarantees below 3, improving over previous work. The runtime of
LA-SWAG is single-exponential; however, we show how to remove the exponential dependency
on the number of requests for specific metric spaces.

We believe that our techniques can be generalized to obtain FPT algorithms for other
classes of graphs also; cactus graphs, graphs of bounded treewidth in general, as well as planar
graphs are interesting options. Additionally, extending the algorithm to the Dial-A-Ride
Problem seems like a reasonable direction to follow.

Another interesting direction is to leverage the ideas behind the PTAS for classical TSP
on the Euclidean plane [6, 7] (or any other space which admits an approximation scheme for
that matter) to obtain consistency guarantees which approach 3/2 arbitrarily close as the
computational time is allowed to increase. Note that, since our smoothness proof follows
from consistency itself and robustness from solving a classical TSP instance, these results
would automatically extend, modulo some worsening of the bounds as a function of the
approximation quality. For this, one possible approach is to extend the notion of a sensible
set to that of e-sensible, meaning that a (1 + €)-approximation of the optimal Online TSP
solution is guaranteed to exist within the set. A similar relaxation would also make sense for
the idea of dominating sets.
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