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#### Abstract

This paper considers the Maximum Selective Tree Problem (MSelTP) as a generalization of the Maximum Induced Tree problem. Given an undirected graph with a partition of its vertex set into clusters, MSelTP aims to choose the maximum number of vertices such that at most one vertex per cluster is selected and the graph induced by the selected vertices is a tree. To the best of our knowledge, MSelTP has not been studied before although several related optimization problems have been investigated in the literature. We propose two mixed integer programming formulations for MSelTP; one based on connectivity constraints, the other based on cycle elimination constraints. In addition, we develop two exact cutting plane procedures to solve the problem to optimality. On graphs with up to 25 clusters, up to 250 vertices, and varying densities, we conduct computational experiments to compare the results of two solution procedures with solving a compact integer programming formulation of MSelTP. Our experiments indicate that the algorithm CPAXnY outperforms the other procedures overall except for graphs with low density and large cluster size, and that the algorithm CPAX yields better results in terms of the average time of instances optimally solved and the overall average time.
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## 1 Introduction

Given an undirected graph with a partition of its vertex set into clusters, we consider the Maximum Selective Tree Problem (MSelTP) which aims to select at most one vertex per cluster such that the graph induced by the selected vertices is a tree and among all possible vertex selections, the number of vertices of the induced tree is maximized. For problems where alternative decisions are represented by vertices belonging to the same clusters, and selections of vertices (from each cluster) force to consider all edges whose both end vertices are selected, it can be important to obtain a minimally connected graph, which is an induced tree. A water-pipe network, gas-pipe network or a type of circuit having a clustered structure and where the flow uses all pipes or wires among allowed/selected nodes are potential application examples of MSelTP. To the best of our knowledge, MSelTP has not been studied in the literature although various related problems have been considered.
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Given a graph, finding a largest vertex subset that induced a tree is called The Maximum Induced Tree problem. This problem is a special case of MSelTP where each cluster in a vertex partition consists of a singleton. Since the decision version of the Maximum Induced Tree problem is NP-complete [11], it follows that MSelTP is also NP-hard. The Maximum Induced Tree problem and several variations of it have been studied from various aspects in the literature $[10,22,11,2,8,36,20,27]$.

Classical combinatorial optimization problems can often be generalized in various ways. The selective version of each combinatorial optimization problem brings some flexibility into their applications by adding a set of alternatives but also adds in their computational complexity. A selective version consists of taking a graph whose vertices are partitioned into clusters and selecting one vertex per cluster so that the graph induced by the selected vertices admits, among all possible selections, the best solution for the original optimization problem. We note that, in the literature of selective problems, the term cluster is used commonly to mean a set of vertices in a vertex partition. Accordingly, clusters are not complete or dense subgraphs unlike in many other contexts such as community detection. Problems of selective nature have been widely studied in the literature. For instance, the selective graph coloring problem (SelCol) which has been extensively studied [26, 6, 33, 16, 7, 17, 38, 39, 5], takes as input a clustered graph and aims to select exactly one vertex per cluster so that, among all possible such selections, the chromatic number of the graph induced by the selected vertices is minimized. SelCol models the wavelength and routing assignment problem and its selective nature allows us to select a route for each connection from a given set of alternative routes [26].

Generalized network design problems, in general, are obtained by clustered graph instances expressing the feasibility conditions of the classical network design problem in terms of clusters [13]. A selective version of the travelling salesman problem has also been considered in the literature. It aims to select exactly one vertex per cluster so that the selected vertices form a cycle with minimum cost [29, 25, 23].

The generalized spanning tree problem (GMSTP) introduced in [28], takes as input a undirected weighted graph and a partition of its vertex set into clusters, and finds a minimum-cost tree that spans exactly one vertex from each cluster. GMSTP allows us to model local and global networks together for telecommunication networks, where hubs in local networks have to be connected via transmission links such as optical fibers to create a minimum cost global network $[28,12,14,4,19,30,15,21,34,18,32]$. The group Steiner tree problem is a more general version of GMSTP [37, 9]. Some other related problems are the prize-collecting generalized minimum spanning tree problem [31] and the generalized traveling salesman problem [3].

Given a graph whose vertex set is partitioned into clusters, another way to generalize classical combinatorial optimization problems is to select representative vertices for each cluster and also edges whose both end vertices are selected and satisfy constraints in the original optimization problem. In this way, the subgraph formed by the selection is not necessarily an induced graph. This notion has been studied in several papers $[28,13,32,37$, $21,34,12,14,19,18,30,35,4,15,9,29,25,23]$, where the number of these representative vertices is required to be at least, at most or exactly one per cluster for different problem types.

Let us now introduce MSelTP in a formal way. MSelTP is defined for an undirected graph $G=(V, E)$ whose vertices are partitioned into $m$ vertex sets called clusters. Let $|V|=n$ and $\mathcal{K}=\left\{V_{1}, \cdots, V_{m}\right\}$ be a clustering of $V$, that is, $V=V_{1} \cup V_{2} \cdots \cup V_{m}$ and $V_{l} \cap V_{k}=\emptyset$ for all $V_{l}, V_{k} \in \mathcal{K}$ such that $l \neq k$. We can assume without loss of generality that edges are defined only between vertices belonging to different clusters since the intracluster edges are irrelevant when at most one vertex is selected from each cluster.

Given a graph $G=(V, E)$ and $V^{\prime} \subset V$, a graph whose vertex set is $V^{\prime}$, and whose edges are all the edges of $G$ that have both ends in $V^{\prime}$ is called a subgraph of $G$ induced by $V^{\prime}$, and denoted by $G\left[V^{\prime}\right][1]$. Moreover, for a $|V|$-dimensional binary vector $x$, let $G[x]$ represent the subgraph induced by the vertex set $\left\{i \in V \mid x_{i}=1\right\}$, which is the set of selected vertices. Similarly, let $E[x]$ denote the edge set of $G[x]$.

MSelTP is the problem of selecting a maximum number of vertices such that at most one vertex is selected per cluster, and the graph induced by the selected vertices is a tree. Such a tree is called a maximum selective tree. Figure 1 illustrates a solution for MSelTP in an undirected graph with 15 vertices partitioned into 5 clusters.

$\square$ Figure 1 An optimal solution for an instance of MSelTP.

Given a graph $G=(V, E)$ and a subset $S \subset V$, the set of edges in $E$ that have both endpoints in $S$ is denoted by $E(S)$, and the set of edges in $E$ that have only one endpoint in $S$ is denoted by $\delta(S)$ :

$$
\begin{aligned}
E(S) & =\{(i, j) \in E \mid i \in S, j \in S\} \\
\delta(S) & =\{(i, j) \in E \mid i \in S, j \notin S\}
\end{aligned}
$$

Given a graph $G=(V, E)$, the directed graph associated with $G$ is denoted by $D=(V, A)$, whose arc set $A$ is composed of $\operatorname{arcs}[i, j]$ and $[j, i]$ for each edge $(i, j) \in E$. Similarly, for a directed graph $D=(V, A)$ and a subset $S \subset V$, the set of arcs in $A$ that have both endpoints in $S$ is denoted by $A(S)$, and the set of arcs in $A$ that have only tail or head in $S$ is denoted as follows:

$$
\begin{aligned}
A(S) & =\{[i, j] \in A \mid i \in S, j \in S\} \\
\delta^{+}(S) & =\{[i, j] \in A \mid i \in S, j \notin S\} \\
\delta^{-}(S) & =\{[i, j] \in A \mid i \notin S, j \in S\}
\end{aligned}
$$

We use the notations $\delta^{+}(i)$ and $\delta^{-}(i)$ instead of $\delta^{+}(\{i\})$ and $\delta^{-}(\{i\})$ for brevity.
In Section 2, two integer programming formulations of MSelTP are presented: we present an exact formulation, namely flow based formulation (Model 1) in Subsection 2.1, and a formulation with an exponential number of constraints, namely cycle elimination formulation (Model 2) in Subsection 2.2. In Section 3, we develop two cutting plane algorithms, CPAXnY (Algorithm 1) and CPAX (Algorithm 2), based on the cycle elimination formulation. In Section 4, the computational results of the two cutting plane algorithms (CPAXnY and CPAX) and the flow based formulation (FLOW) are compared.

## 2 Formulations for MSeITP

### 2.1 Flow Based Formulation

We propose a formulation for MSelTP based on connectivity constraints. In the formulation, we use flow mechanism introduced by Myung et al. [28] in the directed multicommodity flow model. Model 1 aims to find a connected induced subgraph with maximum number of vertices, which is one more than the number of its edges. Each cluster $V_{k} \in \mathcal{K}$ corresponds to a commodity. For each commodity $k$, the flow of commodity $k$ should start from the source cluster, which is uniquely designated (for all commodities) to the destination cluster $V_{k}$. Only one source is designated among all clusters from which a vertex is selected. In order to indicate the direction of flow, we use $\operatorname{arcs}[i, j]$ and $[j, i]$ in $A$ instead of each edge $(i, j)$ in $E$, and we create a directed graph $D=(V, A)$ as a directed version of graph $G=(V, E)$. Thus, there may be flow in each direction from $i$ to $j$ and from $j$ to $i$ for each edge $(i, j) \in E$. For each commodity $k$, we introduce non-integer variables $f_{i j}^{k}$ to represent the flow of commodity $k$ on $\operatorname{arc}[i, j]$ and $F_{i}^{k}$ to represent the net flow of commodity $k$ through vertex $i$. The following binary variables are introduced:
$x_{i}=1$ if the vertex $i$ is selected in the solution, 0 otherwise;
$y_{i j}=1$ if the edge $(i, j) \in E$ is induced by the selected vertices, 0 otherwise;
$w_{i j}=1$ if there is flow from the vertex $i \in V$ to the vertex $j \in V, 0$ otherwise;
$s_{k}=1$ if the cluster $V_{k} \in \mathcal{K}$ is designated as the source cluster for all the commodities, 0 otherwise;
$t_{k}=1$ if no vertex is selected from the cluster $V_{k} \in \mathcal{K}, 0$ otherwise.
From a flow related point of view, the binary variable $x_{i}$ indicates whether the vertex $i$ is included in the network so that all flows are sent through, and $y_{i j}$ indicates if the edge $(i, j)$ is able to carry any flow. The variables $f_{i j}^{k}, F_{i}^{k}, w_{i j}$ and $s_{k}$ are auxiliary flow variables. Our flow based formulation is given in Model 1.

Summing all $t$-variables, the objective function minimizes the number of clusters having no selected vertex (1). Constraint (2) ensures that the subgraph defined by any solution has at most one vertex from each cluster and that $t_{k}$ takes value 1 if no vertex is selected from cluster $V_{k}$ and 0 otherwise. The number of edges induced by the selected vertices, namely $|E[x]|$, should be exactly one less than the number of selected vertices; this is ensured by constraint (3) since the number of selected vertices equals the number of clusters containing a selected vertex. Two selected vertices force the edge between them to be in the (induced) subgraph, with constraint (4). For an edge to be in the induced subgraph, its both end vertices have to be selected, as forced by constraints (5) and (6). Thus, constraints (4), (5) and (6) ensure that the subgraph defined by any solution is the induced subgraph by the selected vertices. It also allows us to relax $y$-variables as continuous (19) since these constraints force $y$-variables to be integral.

Flow constraints in general include a root vertex/cluster as a source to send all commodities. In MSelTP, the source cluster has to be designated among those clusters including a selected vertex. If the cluster $V_{k}$ is designated as the source cluster, only then, the variable $s_{k}$ should be 1. Constraint (7) forces that only one of the clusters is selected as the source cluster and constraint (8) ensures that only the clusters including a selected vertex can be a source cluster.

Constraints (9) are the net flow equations. Let $V_{s}$ be the source cluster. The LHS of constraint (9) is the net flow of the commodity $k$ over the vertex $i$, which should be 1 if $i$ is the selected vertex in the source cluster $V_{s}$ unless $k=s$ or $V_{k}$ does not include any selected vertices; - 1 if $i$ is the selected vertex in $V_{k}$ unless $k=s$; and 0 otherwise. These cases are ensured by constraints (10)-(15). Thus, the net flow constraints (9)-(15) suggest that the subgraph defined by any solution has to be connected.

## Model 1:

$\min \sum_{V_{k} \in \mathcal{K}} t_{k}$
s.t.

$$
\begin{array}{ll}
\sum_{i \in V_{k}} x_{i}+t_{k}=1 & \forall V_{k} \in \mathcal{K} \\
\sum_{(i, j) \in E} y_{i j}=|\mathcal{K}|-1-\sum_{V_{k} \in \mathcal{K}} t_{k} & \\
x_{i}+x_{j}-1 \leq y_{i j} & \\
y_{i j} \leq x_{i} & \forall(i, j) \in E \\
y_{i j} \leq x_{j} & \forall(i, j) \in E \\
\sum_{V_{k} \in \mathcal{K}} s_{k}=1 & \forall(i, j) \in E \\
s_{k} \leq 1-t_{k} & \\
\sum_{j:[i, j] \in A} f_{i j}^{k}-\sum_{j:[j, i] \in A} f_{j i}^{k}=F_{i}^{k} & \forall V_{k} \in \mathcal{K} \\
F_{i}^{k} \leq s_{k}-x_{i} & \forall i \in V, \quad V_{k} \in \mathcal{K} \\
F_{i}^{k} \geq s_{k}-1 \\
F_{i}^{k} \leq s_{l} & \forall i \in V_{k}, \quad V_{k} \in \mathcal{K} \\
F_{i}^{k} \leq 1-t_{k} & \forall i \in V_{k}, \quad V_{k} \in \mathcal{K} \\
F_{i}^{k} \geq x_{i}+s_{l}-t_{k}-1 & \forall i \in V_{l}, \quad V_{l} \in \mathcal{K}, l \neq k \\
F_{i}^{k} \geq 0 & \forall i \in V_{l}, \quad V_{l} \in \mathcal{K}, l \neq k \\
f_{i j}^{k} \leq w_{i j} & \forall i \in V_{l}, \quad V_{l} \in \mathcal{K}, l \neq k \\
w_{i j}+w_{j i}=y_{i j} & \forall i \in V_{l}, \quad V_{l} \in \mathcal{K}, l \neq k \\
f_{i j}^{k} \geq 0 & \forall[i, j] \in A, \quad V_{k} \in \mathcal{K} \\
0 \leq y_{i j} \leq 1 & \forall(i, j) \in E \\
x_{i} \in\{0,1\} & \forall[i, j] \in A, \quad V_{k} \in \mathcal{K} \\
w_{i j} \in\{0,1\} & \forall(i, j) \in E \\
s_{k} \in\{0,1\} & \forall i \in V \\
t_{k} \in\{0,1\} & \forall[i, j] \in A \\
& \forall V_{k} \in \mathcal{K} \\
\hline & \forall V_{k} \in \mathcal{K}
\end{array}
$$

Considering the edge $(i, j)$ in any selective tree and the flows $f_{i j}^{k}$ for all $V_{k} \in \mathcal{K}$ on it, if we hypothetically eliminate this edge to split the selective tree into two trees, for each cluster $V_{k}$ included in the same tree with the source cluster, the associated commodity $k$ does not flow through $(i, j)$. However, for each cluster $V_{k}$ included in the other tree, each associated commodity $k$ flows through $(i, j)$ from the tree including the source cluster to the other tree, which indicates that those flows are in the same direction.

When the edge $(i, j)$ is able to carry flow, $w_{i j}$ is hereby used as an indicator of the flow direction for each commodity. Thus, constraints (16) and (17) force that the flow of each commodity on arc $[i, j]$ can be sent only if edge $(i, j)$ is contained in $E[x]$, and if multiple commodities flow on edge $(i, j)$, they all flow in the same direction.

Constraints (5), (6), (9), (16), (17) and (18) ensure that if the vertex $i$ is not selected $\left(x_{i}=0\right)$, related $y, w, f$ and $F$-variables are forced to be 0 as well. Thus, constraints (12)-(15) allow us to relax $F_{i}^{k}$ as $-1 \leq F_{i}^{k} \leq 1, \forall i \in V, V_{k} \in \mathcal{K}$ since these constraints force $F$-variables to be integral.

Constraint (3) and the connectivity constraints $(9,16,17)$ together ensure that the selection induces also a tree. Therefore, each feasible solution corresponds to a selection of an induced tree with at most one vertex per cluster. If the objective function gives the result of $|\mathcal{K}|-1$, then, the selection is also a generalized spanning tree.

Model 1 has $O((|V|+|E|) \times|\mathcal{K}|)$ constraints, and $O(|V|+|E|+|\mathcal{K}|)$ binary variables out of $O((|V|+|E|) \times|\mathcal{K}|)$ variables. Since it has a polynomial number of variables and constraints, Model 1 is a compact formulation for MSelTP.

### 2.2 Cycle Elimination Formulation

We propose another formulation with constraints eliminating cycles for each vertex subset. This formulation has an exponential number of constraints and $O(|V|+|\mathcal{K}|)$ binary variables. Since an acyclic graph with $n$ vertices and $n-1$ edges is a tree, Model 2 aims to find an acyclic induced graph with maximum number of vertices, which is one more than the number of its edges. The same set of variables $x_{i}, y_{i j}$ and $t_{k}$ as in Model 1 are used in Model 2.

## Model 2:

$$
\begin{array}{ll}
\min & \sum_{V_{k} \in \mathcal{K}} t_{k} \\
\text { s.t. } & \\
& \sum_{i \in V_{k}} x_{i}+t_{k}=1 \\
& \sum_{(i, j) \in E} y_{i j}=|\mathcal{K}|-1-\sum_{V_{k} \in \mathcal{K}} t_{k} \\
& \\
x_{i}+x_{j}-1 \leq y_{k} \in \mathcal{K} \\
y_{i j} \leq x_{i} & \forall(i, j) \in E \\
y_{i j} \leq x_{j} & \forall(i, j) \in E \\
& \forall(i, j) \in E \\
& \sum_{(i, j) \in E(S)} y_{i j} \leq|S|-1 \\
0 \leq y_{i j} \leq 1 & \forall S \subset V, 3 \leq|S|  \tag{33}\\
x_{i} \in\{0,1\} & \forall(i, j) \in E \\
t_{k} \in\{0,1\} & \forall i \in V \\
& \forall V_{k} \in \mathcal{K}
\end{array}
$$

The flow formulation in Model 1 focuses on the connectivity of the induced subgraph, whereas Model 2 focuses on the fact that the induced graph has to be acyclic. Thus, only the objective function (24), constraint (25) ensuring at most one vertex per cluster, constraint (26) of order-size relation, and constraints (27), (28), (29) forcing the subgraph to be induced by the selected vertices are revisited in this model.

Constraint (30) suggests that the subgraph defined by any solution has to be acylic. For each vertex subset $S \subset V$ with at least 3 vertices, it eliminates all solutions containing a cycle of size $|S|$. Constraints (26) and (30) together ensure that the selection induces a tree. Therefore, each feasible solution yields a selection of an induced tree with at most one vertex per cluster. If the optimal objective function value is $|\mathcal{K}|-1$, then the selection is also a generalized spanning tree.

## 3 Cutting Plane Methods

Model 2 has an exponential number of constraints, implying that only relatively small instances can be solved with this formulation. Therefore, we develop cutting plane algorithms that add cycle elimination constraints as needed.

Constraint (30) in Model 2 is of exponential cardinality and it ensures that the subgraph defined by any solution is acylic. Since there is an exponential number of constraints (30), we remove them from the formulation and generate them as needed in a cutting plane fashion. In particular, given a selection of vertices, the feasibility of constraint (30) is checked by running a Depth-First Search algorithm to detect cycles. If there is no cycle, then the selection is feasible. Otherwise, let $C$ denote a detected cycle having vertex set $V(C)$ and edge set $E(C)$. We add the following cut:

$$
\begin{equation*}
\sum_{(i, j) \in E(C)} y_{i j} \leq|V(C)|-1 \tag{34}
\end{equation*}
$$

The cutting plane algorithm CPAXnY summarizes the procedure above as:

## Algorithm 1 CPAXnY.

Require: A graph $G=(V, E)$ with clustering $\mathcal{K}$
Ensure: An optimal selection $x^{*}$ of vertices inducing a maximum selective tree loop

Solve Model 2 with constraint (30) relaxed. Let $\hat{x}$ be an optimal selection of vertices, and $G[\hat{x}]$ be the subgraph induced by $\hat{x}$.
Find cycles in the induced graph, if any, by depth-first search. if $G[\hat{x}]$ does not contain any cycles then

The selection $\hat{x}$ is optimal.
$x^{*} \leftarrow \hat{x}$
stop
else
For some cycle $C$, generate cut (34) and add it to Model 2. end if
end loop

Model 2 has $O(|V|+|E|+|\mathcal{K}|)$ variables, which is significantly fewer than in Model 1. Furthermore, we observe that Model 2 can be reformulated in terms of only $x$ and $t$-variables, hence eliminating $y$-variables. To do that, all constraints involving $y$-variables have to be re-expressed. Hence, the related formulation is:

## Model 3:

$$
\begin{array}{lll}
\min & \sum_{V_{k} \in \mathcal{K}} t_{k} & \\
\text { s.t. } & \\
& \sum_{i \in V_{k}} x_{i}+t_{k}=1 & \forall V_{k} \in \mathcal{K} \\
& |E[x]|=|\mathcal{K}|-1-\sum_{V_{k} \in \mathcal{K}} t_{k} & \\
& G[x] \text { admits no cycle } & \\
& x_{i} \in\{0,1\} & \forall i \in V  \tag{39}\\
& t_{k} \in\{0,1\} & \forall V_{k} \in \mathcal{K}
\end{array}
$$

Model 3 has $O(|V|+|\mathcal{K}|)$ variables, which is fewer than in Model 1 and Model 2. Since the sum of $y$-variables in constraint (26) indicates the number of edges induced by the selected vertices, the size of $E[x]$, which denotes the edge set of $G[x]$, is used in constraint (36). Since $E[x]$ in (36) depends on the selection and since there is an exponential number of (37), we relax constraints (36) and (37). At any point, if constraint (36) is not satisfied, we need to add a cut to eliminate the current selection from the solution set. Laporte and Louveaux define a binary optimality cut to exclude the current solution [24]. Given binary solution $v^{n}$ with $S=\left\{i \mid v_{i}^{n}=1\right\}$ and $S^{\prime}=\left\{i \mid v_{i}^{n}=0\right\}$, the binary optimality cut is defined as:

$$
\sum_{i \in S}\left(1-v_{i}\right)+\sum_{i \in S^{\prime}} v_{i} \geq 1
$$

In our case, the binary variables are $x$ and $t$-variables. Let $\hat{V}$ be the set of selected vertices $\hat{x}$, and $\hat{\mathcal{K}}$ be $\left\{V_{k} \in \mathcal{K} \mid \hat{t}_{k}=1\right\}$, indicating the set consisting of clusters, in which no vertex is selected. Thus, in Model 3, the corresponding binary optimality cut is as follows:

$$
\begin{equation*}
\sum_{i \in \hat{V}}\left(1-x_{i}\right)+\sum_{i \in V \backslash \hat{V}} x_{i}+\sum_{V_{k} \in \hat{\mathcal{K}}}\left(1-t_{k}\right)+\sum_{V_{k} \in \mathcal{K} \backslash \hat{\mathcal{K}}} t_{k} \geq 1 \tag{40}
\end{equation*}
$$

By constraint (35), changing a 0 -valued $x$ or $t$ variable to 1 forces to change a 1 -valued variable to 0 , and vice versa. Thus, Equation (40) can be improved as follows:

$$
\begin{equation*}
\sum_{i \in \hat{V}}\left(1-x_{i}\right)+\sum_{V_{k} \in \hat{\mathcal{K}}}\left(1-t_{k}\right) \geq 1 \tag{41}
\end{equation*}
$$



Figure 2 A graph example to illustrate that cut (42) is stronger than (40).

Since at most one vertex can be selected from each cluster by constraint (35), the sum of the number of clusters having no selected vertex and the number of selected vertices is equal to the total number of clusters, which leads $|\hat{\mathcal{K}}|+|\hat{V}|=|\mathcal{K}|$. By that equation, an equivalent of Equation (41) is as follows:

$$
\begin{equation*}
\sum_{i \in \hat{V}} x_{i}+\sum_{V_{k} \in \hat{\mathcal{K}}} t_{k} \leq|\mathcal{K}|-1 \tag{42}
\end{equation*}
$$

Proposition 1. Cut (42) is stronger than cut (40).

Proof. Any pair ( $x, t$ ) with $x \geq 0, t \geq 0$ satisfying (41) and hence (42) also satisfies (40).
To show that cut (42) is stronger than cut (40), we consider a graph $G=(V, E)$ with clustering $\mathcal{K}=\left\{V_{1}, V_{2}, V_{3}\right\}$ where $V=\{1,2,3,4,5\}, V_{1}=\{1,2\}, V_{2}=\{3,4\}, V_{3}=\{5\}$, and $E=\{\{1,3\},\{2,4\},\{2,5\},\{4,5\}\}$. One possible selection for this graph is $\hat{x}=\{1,0,1,0,1\}$, hence $\hat{t}=\{0,0,0\}$ as in Figure 2a. The induced graph $G[\hat{x}]$ is, then, composed of vertices $\{1,3,5\}$ and edge ( 1,3 ), and constraint (36) is not satisfied. This is a case where a binary optimality cut is generated. Cut (40) associated with selection $\hat{x}$ is $\left(1-x_{1}\right)+\left(1-x_{3}\right)+(1-$ $\left.x_{5}\right)+x_{2}+x_{4}+t_{1}+t_{2}+t_{3} \geq 1$, whereas cut (42) associated with selection $\hat{x}$ is $x_{1}+x_{3}+x_{5} \leq 2$. The point $(x, t)$ with $x=(3 / 4,1 / 4,3 / 4,1 / 4,1)$ and $t=(0,0,0)$, as in Figure 2b, satisfies constraint (35) and cut (40); however, cut (42) is violated. Hence, cut (42) is stronger than cut (40).

Thus, when the number of edges does not satisfy the condition (36), cut (42) is generated. The feasibility of constraint (37) is checked by running a Depth-First Search algorithm to detect cycles. If there is no cycle, then the selection $(x, t)$ is optimum. Otherwise, let $C$ denote a detected cycle having vertex set $V(C)$. We add the following cut:

$$
\begin{equation*}
\sum_{i \in V(C)} x_{i} \leq|V(C)|-1 \tag{43}
\end{equation*}
$$

The cutting plane algorithm CPAX summarizes the procedure above.

## Algorithm 2 CPAX.

Require: A graph $G=(V, E)$ with clustering $\mathcal{K}$
Ensure: An optimal selection $x^{*}$ of vertices inducing a maximum selective tree loop

Solve Model 3 with constraints (36) and (37) relaxed. Let $\hat{x}$ be an optimal selection of vertices, and $G[\hat{x}]$ be the subgraph induced by $\hat{x}$.
Find the subgraph $G[\hat{x}]$ induced by $\hat{x}$.
Find cycles in $G[\hat{x}]$, if any, by depth-first search.
if $G[\hat{x}]$ does not contain any cycles then
if $|E[\hat{x}]|=|\mathcal{K}|-1-\sum_{V_{k} \in \mathcal{K}} \hat{t}_{k}$ then
The selection is optimal.
$x^{*} \leftarrow \hat{x}$
stop
else
Generate cut (42) for $(\hat{x}, \hat{t})$ and add it to Model 3.
end if
else
For some cycle $C$, generate cut (43) and add it to Model 3. end if
end loop

## 4 Experimental Results

We conduct computational experiments to compare Algorithm 1 and 2 with solving the compact integer programming formulation Model 1 of MSelTP, called FLOW thereafter. We implement the algorithms in $\mathrm{C}++$ and conduct experiments on a computer with an Intel Core i5-7200U @ 2.50 GHz processor and 8 GB RAM with a time limit of 1500 seconds for each experiment. We use CPLEX 20.1 as a solver. We use lazy callback mechanism in CPLEX to apply the cutting plane algorithms. Source code of our implementation is available at https://github.com/omarburk/MSelTP-Paper.

We randomly generate test instances as graphs with clusters varying from 5 to 25 . We call the number of vertices in a cluster the cluster size, and we use three different average cluster size values, which are 3,6 and 10 . As an average density value, we use $0.1,0.3$, 0.5 , and 0.7 . For each number of clusters, average cluster size and edge density, 10 random instances are generated.

The graphs are randomly generated so that a vertex can be in any cluster with the same probability and for each pair of vertices, the probability of forming an edge between them is the same, which is the edge density value. However, we assume that there is no empty cluster and edges are defined only between vertices belonging to different clusters since the intracluster edges are irrelevant when at most one vertex is selected from each cluster. Additionally, we only choose connected graphs as test instances. In CPAXnY and CPAX, in iterations where multiple cycles are found, we limit the number of cuts to be added in an iteration to 75 .

We conduct experiments on 600 test instances of MSelTP to compare the three methods. The number of clusters in these graphs are $5,10,15,20$, and 25 . Each of them has 3 different sizes as "small", "medium", and "large", corresponding to the average number of vertices per cluster, which are 3,6 , and 10 . There are 4 different density options for each case as 0.1 and 0.3 being "low" densities and 0.5 and 0.7 being "high" densities. For each tuple of types,

Table 1 Summary table for all graph instances.

| cluster size | density | FLOW |  |  | CPAXnY |  |  | CPAX |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ | avg gap nonopt | avg <br> time | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ | avg gap nonopt | $\begin{aligned} & \text { avg } \\ & \text { time } \end{aligned}$ | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ | avg gap nonopt | $\begin{aligned} & \text { avg } \\ & \text { time } \end{aligned}$ |
| small | low | 80 | 83.46 | 331.88 | 100 |  | 5.20 | 98 | 61.90 | 63.33 |
|  | high | 42 | 76.71 | 902.35 | 100 |  | 31.96 | 81 | 31.48 | 372.40 |
|  | all | 122 | 78.44 | 617.11 | 200 |  | 18.58 | 179 | 34.38 | 217.86 |
| medium | low | 57 | 99.82 | 718.64 | 92 | 63.35 | 147.82 | 89 | 80.28 | 190.67 |
|  | high | 31 | 97.63 | 1088.51 | 76 | 61.59 | 485.60 | 58 | 74.35 | 709.72 |
|  | all | 88 | 98.47 | 903.57 | 168 | 62.03 | 316.71 | 147 | 75.58 | 450.19 |
| large | low | 46 | 100.00 | 903.01 | 90 | 91.64 | 189.26 | 90 | 92.33 | 178.32 |
|  | high | 23 | 99.93 | 1187.03 | 57 | 85.63 | 736.31 | 42 | 88.41 | 896.16 |
|  | all | 69 | 99.96 | 1045.02 | 147 | 86.77 | 462.78 | 132 | 88.99 | 537.24 |
| overall |  | 279 | 94.21 | 855.24 | 515 | 77.45 | 266.02 | 458 | 75.91 | 401.77 |

10 random cases are generated. We first present the general analysis of the results in Table 1. The cases are grouped by their cluster sizes and densities, in which each combination represents 100 instances. The first two columns in this table identify these combinations. Next columns are split into groups for each method (FLOW, CPAXnY, CPAX). In each column group, the first column shows the number of optimally solved instances out of 100 . The second column shows the average of the relative optimality gap for nonoptimal cases in percent within the given time limit of 1500 seconds. The relative optimality gap is calculated as $\left(\frac{U B-L B}{U B} \times 100\right)$, where LB is the best known lower bound on the optimal solution value and UB is the upper bound, which is the best integer objective found. The third column shows the average overall time in seconds within the time limit. For each cluster size group, the last row corresponds to aggregate values for all density groups.

The values at the last row of each group and the final row indicate that CPAXnY outperforms the other two methods in terms of each criteria in the table, except the total average relative gap. Moreover, CPAX yields better results than FLOW. CPAXnY and CPAX optimally solves $86 \%$ and $76 \%$ of the instances, respectively. FLOW solves only $47 \%$ of the instances optimally. In terms of the average relative gap and the average time, the ranking between the methods is the same. For only large-size low-density group of instances, CPAX method seems better than CPAXnY in terms of the average time, despite yielding the average relative gap a bit worse, while their number of optimally solved instances are the same. Moreover, CPAX method seems a bit better than CPAXnY in terms of the total average relative gap although CPAXnY method yields better average relative gaps for each group. The reason is that CPAXnY solves all small-size group optimally, therefore it has no nonoptimal case, which affects the total average relative gap.

We observe that the performance of each method deteriorates as the average cluster size increases. Similarly, as the graph gets denser, the performance of each method becomes worse. While CPAXnY method spends a few seconds on average for small-size low-density group and it solves each one of them to optimality, it rises to 736 seconds for large-size high-density group, and it solves only $57 \%$ of the instances optimally.

In order to analyze the results better, we compare the methods separately for different cluster sizes and densities. In our next set of experiments, we compare the results of three methods on graphs with "small", "medium" and "large" cluster sizes. The average number of vertices per cluster is 3 in graphs with "small" cluster size, 6 in graphs with "medium" cluster size, whereas it is 10 in the "large" one. The results of the comparison for graphs with small, medium and large cluster sizes are presented in Tables 2,3 and 4, respectively in Appendix A.
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In each table hereafter, the first three columns in the table identify the number of clusters, the number of vertices, and average edge density across ten random instances. Next columns are split into groups for each method (FLOW, CPAXnY, CPAX). In each column group, the first column shows the number of optimally solved instances out of 10 . The second column shows the average of the relative optimality gap in percent of the instances that are not solved to optimality within the given time limit of 1500 seconds, while the third column shows that of all the instances. The relative optimality gap is calculated as $\left(\frac{U B-L B}{U B} \times 100\right)$, where LB is the best known lower bound on the optimal solution value and UB is the upper bound, which is the best integer objective found. The fourth and the fifth columns show the average time in seconds of the instances that are not solved to optimality within the time limit and that of all the instances, respectively. The procedures CPAXnY and CPAX have one last column that shows average time spent in their subproblem in seconds of all the instances. As we can see from Tables 2, 3 and 4, in each row, the average time in subproblems is negligible. All the values in each row are the average result of the 10 instances for that case.

As we can see the results in Table 2, the algorithm CPAXnY outperforms the other procedures in terms of the number of optimally solved instances, the average of the relative optimality gap for both nonoptimal cases and overall, and the average time of instances optimally solved and the overall average time. For graphs with lower density and a smaller number of cluster, its results are similar with that of CPAX in terms of the average time of instances optimally solved and the overall average time, yet, as the number of clusters increases, it gave better results. Furthermore, for graphs with higher density, CPAXnY yields significantly better results than others. It still optimally solves all the cases whereas CPAX is not able to solve to optimality except one instance for graphs with 25 clusters. Moreover, for graphs with 20 and 25 clusters, the overall average time of CPAX is longer more than 10 times that of CPAXnY. Both outperform FLOW significantly, which is able to solve very few instances optimally as the number of clusters increases to 15 for graphs with higher density.

As we can see the results in Table 3, the algorithm CPAXnY still outperforms the other procedures in terms of each criteria. However, the performance of each method deteriorates as the cluster size increases. For graphs with lower density and fewer number of clusters, the results of CPAXnY are similar with that of CPAX in terms of the average time of instances optimally solved and the overall average time, yet, as the number of clusters increases, it gave better results. This time, instead of all cases, CPAXnY and CPAX optimally solve $92 \%$ and $89 \%$ of the instances, respectively. Furthermore, for graphs with higher density, CPAXnY yields much better results than others. However, it optimally solves $76 \%$ of the instances this time and $80 \%$ of the instances for graphs with 20 cluster, whereas CPAX is not able to solve any instances to optimality for graphs with 20 and 25 clusters. Moreover, CPAXnY has better average of the relative optimality gap for both nonoptimal cases and overall. Both outperform FLOW significantly. Among graphs with higher density, it is able to solve the instances optimally for only those with 5 clusters and half of those with 10 clusters.

As we can see the results in Table 4, for graphs with lower density, the algorithm CPAXnY outperforms the other procedures in terms of the average of the relative optimality gap for both nonoptimal cases and overall; however, the algorithm CPAX yields better results than the other procedures in terms of the average time of instances optimally solved and the overall average time. CPAXnY and CPAX solve the same number of instances to optimality. For graphs with lower density, both CPAXnY and CPAX optimally solve $90 \%$ of the instances. Nevertheless, for graphs with higher density, CPAXnY yields much better results than others in terms of each criteria. It optimally solves $57 \%$ of the instances this time and $85 \%$ of the instances for graphs with 15 cluster, whereas CPAX optimally solves $42 \%$ of the instances
and it is not able to solve any instances to optimality for graphs with 15,20 and 25 clusters except 3 instances for those with 15 . Their average times are closer than before. Moreover, CPAXnY has better average of the relative optimality gap for both nonoptimal cases and overall. Both outperform FLOW significantly. Among graphs with higher density, it is able to solve the instances optimally for only those with 5 clusters and $15 \%$ of those with 10 clusters. As a limitation, for the large-size high-density graph instances, CPAXnY is not able to solve after those with 20 clusters in 1500 seconds, whereas CPAX is not almost able to solve after those with 15 clusters in 1500 seconds and FLOW is not after those with 10 clusters. As the number of clusters or density increases, the performance of all methods deteriorates in general, especially FLOW method worsens faster. Intuitively, one can think that finding a tree gets easier as density increases; however, finding an induced tree gets harder since the possibility of including a cycle in an induced subgraph increases. Comparing Tables 2, 3 and 4, we observe also that for graphs with high density, the performance of all three methods gets worse in general as the cluster size increases. However, for graphs with low density, the deterioration in performance is less than high density graphs.

As a future research direction, MSelTP can be examined for different kinds of graph classes in terms of algorithms, formulations, and complexity. Moreover, a variant of MSelTP can be studied for forests instead of trees; this would correspond to the selective version of the well-known feedback vertex set problem, which has not been studied to the best of our knowledge. Additionally, vertex-weighted and/or edge-weighted versions of MSelTP can be studied.
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Computational Results for graphs with small/medium/large cluster sizes
Table 2 Computational results for graphs with small cluster size.

| $\begin{gathered} \text { \# } \\ \text { clust } \end{gathered}$ | $\begin{gathered} \# \\ \text { vert } \end{gathered}$ | $\begin{gathered} \text { avg } \\ \text { density } \end{gathered}$ | FLOW |  |  |  |  | CPAXnY |  |  |  |  |  | CPAX |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \text { \# } \\ \text { opt } \end{gathered}$ |  | $\begin{gathered} \text { avg } \\ \% \text { gap } \\ \text { overall } \end{gathered}$ | avg time in opt |  | $\begin{gathered} \text { \# } \\ \text { opt } \end{gathered}$ |  |  | $\begin{gathered} \text { avg } \\ \text { time } \\ \text { in opt } \end{gathered}$ | avg time overall | avg time in subpr | $\begin{gathered} \text { \# } \\ \text { opt } \end{gathered}$ |  | $\begin{gathered} \text { avg } \\ \% \text { gap } \\ \text { overall } \end{gathered}$ | $\begin{gathered} \text { avg } \\ \text { time } \\ \text { in opt } \end{gathered}$ |  | avg time in subpr |
| 5 | 15 | 0.1 | 10 |  | 0.00 | 0.22 | 0.22 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 | 10 |  | 0.00 | 0.11 | 0.11 | 0.01 |
| 5 | 15 | 0.3 | 10 |  | 0.00 | 0.25 | 0.25 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 |
| 10 | 30 | 0.1 | 10 |  | 0.00 | 0.71 | 0.71 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 3.95 | 3.95 | 0.09 |
| 10 | 30 | 0.3 | 10 |  | 0.00 | 2.94 | 2.94 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 15 | 45 | 0.1 | 10 |  | 0.00 | 1.74 | 1.74 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 | 10 |  | 0.00 | 26.60 | 26.60 | 0.40 |
| 15 | 45 | 0.3 | 10 |  | 0.00 | 134.85 | 134.85 | 10 |  | 0.00 | 0.52 | 0.52 | 0.00 | 10 |  | 0.00 | 0.06 | 0.06 | 0.01 |
| 20 | 60 | 0.1 | 10 |  | 0.00 | 31.11 | 31.11 | 10 |  | 0.00 | 0.26 | 0.26 | 0.01 | 10 |  | 0.00 | 36.27 | 36.27 | 0.44 |
| 20 | 60 | 0.3 | 0 | 77.03 | 77.03 |  | 1500.00 | 10 |  | 0.00 | 3.93 | 3.93 | 0.01 | 10 |  | 0.00 | 12.59 | 12.59 | 0.14 |
| 25 | 75 | 0.1 | 10 |  | 0.00 | 146.96 | 146.96 | 10 |  | 0.00 | 6.52 | 6.52 | 0.04 | 9 | 100.00 | 10.00 | 6.31 | 155.68 | 0.26 |
| 25 | 75 | 0.3 | 0 | 89.90 | 89.90 |  | 1500.00 | 10 |  | 0.00 | 40.64 | 40.64 | 0.02 | 9 | 23.81 | 2.38 | 275.48 | 397.93 | 0.52 |
|  |  |  | 80 | 83.46 | 16.69 | 39.85 | 331.88 | 100 | 0.00 | 0.00 | 5.20 | 5.20 | 0.01 | 98 | 61.90 | 1.24 | 34.01 | 63.33 | 0.18 |
| 5 | 15 | 0.5 | 10 |  | 0.00 | 0.21 | 0.21 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 5 | 15 | 0.7 | 10 |  | 0.00 | 0.26 | 0.26 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 10 | 30 | 0.5 | 10 |  | 0.00 | 39.64 | 39.64 | 10 |  | 0.00 | 0.40 | 0.40 | 0.00 | 10 |  | 0.00 | 0.05 | 0.05 | 0.01 |
| 10 | 30 | 0.7 | 10 |  | 0.00 | 53.75 | 53.75 | 10 |  | 0.00 | 0.86 | 0.86 | 0.00 | 10 |  | 0.00 | 0.24 | 0.24 | 0.01 |
| 15 | 45 | 0.5 | 2 | 52.31 | 41.84 | 1148.08 | 1429.62 | 10 |  | 0.00 | 2.65 | 2.65 | 0.00 | 10 |  | 0.00 | 5.65 | 5.65 | 0.07 |
| 15 | 45 | 0.7 | 0 | 64.88 | 64.88 |  | 1500.00 | 10 |  | 0.00 | 5.21 | 5.21 | 0.00 | 10 |  | 0.00 | 19.54 | 19.54 | 0.12 |
| 20 | 60 | 0.5 | 0 | 80.89 | 80.89 |  | 1500.00 | 10 |  | 0.00 | 27.18 | 27.18 | 0.00 | 10 |  | 0.00 | 322.85 | 322.85 | 0.43 |
| 20 | 60 | 0.7 | 0 | 79.16 | 79.16 |  | 1500.00 | 10 |  | 0.00 | 24.42 | 24.42 | 0.00 | 10 |  | 0.00 | 428.15 | 428.15 | 0.57 |
| 25 | 75 | 0.5 | 0 | 88.40 | 88.40 |  | 1500.00 | 10 |  | 0.00 | 154.78 | 154.78 | 0.00 | 1 | 32.97 | 29.67 | 974.91 | 1447.49 | 0.74 |
| 25 | 75 | 0.7 | 0 | 89.75 | 89.75 |  | 1500.00 | 10 |  | 0.00 | 104.01 | 104.01 | 0.00 | 0 | 30.14 | 30.14 |  | 1500.00 | 0.00 |
|  |  |  | 42 | 76.71 | 44.49 | 77.02 | 902.35 | 100 | 0.00 | 0.00 | 31.96 | 31.96 | 0.00 | 81 | 31.48 | 5.98 | 107.90 | 372.40 | 0.16 |

Table 3 Computational results for graphs with medium cluster size.

|  |  |  | FLOW |  |  |  |  | CPAXnY |  |  |  |  |  | CPAX |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{gathered} \text { \# } \\ \text { clust } \end{gathered}$ |  | $\begin{gathered} \text { avg } \\ \text { density } \end{gathered}$ | $\begin{gathered} \text { \# } \\ \text { opt } \end{gathered}$ |  |  | avg <br> time <br> in opt |  | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ |  |  |  |  | avg time in subpr | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ |  | avg <br> \% gap <br> overall |  |  | avg time in subpr |
| 5 | 30 | 0.1 | 10 |  | 0.00 | 0.20 | 0.20 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.09 | 0.09 | 0.01 |
| 5 | 30 | 0.3 | 10 |  | 0.00 | 0.44 | 0.44 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 10 | 60 | 0.1 | 10 |  | 0.00 | 2.53 | 2.53 | 10 |  | 0.00 | 0.07 | 0.07 | 0.00 | 10 |  | 0.00 | 49.45 | 49.45 | 0.56 |
| 10 | 60 | 0.3 | 10 |  | 0.00 | 35.46 | 35.46 | 10 |  | 0.00 | 0.13 | 0.13 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 15 | 90 | 0.1 | 10 |  | 0.00 | 52.15 | 52.15 | 10 |  | 0.00 | 0.22 | 0.22 | 0.00 | 9 | 100.00 | 10.00 | 8.66 | 157.80 | 0.20 |
| 15 | 90 | 0.3 | 2 | 99.46 | 79.57 | 875.46 | 1375.09 | 10 |  | 0.00 | 1.72 | 1.72 | 0.00 | 10 |  | 0.00 | 0.25 | 0.25 | 0.03 |
| 20 | 120 | 0.1 | 5 | 100.00 | 50.00 | 941.10 | 1220.55 | 10 |  | 0.00 | 0.67 | 0.67 | 0.01 | 10 |  | 0.00 | 6.37 | 6.37 | 0.20 |
| 20 | 120 | 0.3 | 0 | 99.75 | 99.75 |  | 1500.00 | 10 |  | 0.00 | 99.67 | 99.67 | 0.03 | 10 |  | 0.00 | 192.18 | 192.18 | 0.89 |
| 25 | 150 | 0.1 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 2.81 | 2.81 | 0.03 | 10 |  | 0.00 | 0.48 | 0.48 | 0.09 |
| 25 | 150 | 0.3 | 0 | 99.89 | 99.89 |  | 1500.00 | 2 | 63.35 | 50.68 | 864.13 | 1372.83 | 0.04 | 0 | 78.30 | 78.30 |  | 1500.00 | 0 |
|  |  |  | 57 | 99.82 | 42.92 | 129.19 | 718.64 | 92 | 63.35 | 5.07 | 30.24 | 147.82 | 0.01 | 89 | 80.28 | 8.83 | 28.84 | 190.67 | 0.22 |
| 5 | 30 | 0.5 | 10 |  | 0.00 | 0.74 | 0.74 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 5 | 30 | 0.7 | 10 |  | 0.00 | 1.85 | 1.85 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 10 | 60 | 0.5 | 10 |  | 0.00 | 506.90 | 506.90 | 10 |  | 0.00 | 0.98 | 0.98 | 0.00 | 10 |  | 0.00 | 0.35 | 0.35 | 0.02 |
| 10 | 60 | 0.7 | 1 | 90.26 | 81.23 | 256.02 | 1375.60 | 10 |  | 0.00 | 4.19 | 4.19 | 0.00 | 10 |  | 0.00 | 7.12 | 7.12 | 0.11 |
| 15 | 90 | 0.5 | 0 | 97.41 | 97.41 |  | 1500.00 | 10 |  | 0.00 | 34.52 | 34.52 | 0.00 | 10 |  | 0.00 | 222.16 | 222.16 | 0.60 |
| 15 | 90 | 0.7 | 0 | 97.73 | 97.73 |  | 1500.00 | 10 |  | 0.00 | 66.62 | 66.62 | 0.00 | 8 | 45.00 | 9.00 | 709.40 | 867.52 | 1.30 |
| 20 | 120 | 0.5 | 0 | 98.95 | 98.95 |  | 1500.00 | 8 | 37.18 | 7.44 | 699.24 | 832.71 | 0.01 | 0 | 64.00 | 64.00 |  | 1500.00 | 0.00 |
| 20 | 120 | 0.7 | 0 | 98.33 | 98.33 |  | 1500.00 | 8 | 24.62 | 4.92 | 771.07 | 916.86 | 0.01 | 0 | 63.57 | 63.57 |  | 1500.00 | 0.00 |
| 25 | 150 | 0.5 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 73.36 | 73.36 |  | 1500.00 | 0.00 | 0 | 87.22 | 87.22 |  | 1500.00 | 0.00 |
| 25 | 150 | 0.7 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 62.08 | 62.08 |  | 1500.00 | 0.00 | 0 | 88.47 | 88.47 |  | 1500.00 | 0.00 |
|  |  |  | 31 | 97.63 | 67.37 | 172.61 | 1088.51 | 76 | 61.59 | 14.78 | 168.77 | 485.60 | 0.00 | 58 | 74.35 | 31.23 | 137.45 | 709.72 | 0.31 |

Table 4 Computational results for graphs with large cluster size

| $\begin{gathered} \# \\ \text { clust } \end{gathered}$ | $\begin{gathered} \# \\ \text { vert } \end{gathered}$ | $\begin{gathered} \text { avg } \\ \text { density } \end{gathered}$ | FLOW |  |  |  |  | CPAXnY |  |  |  |  |  | CPAX |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ |  | avg <br> \% gap <br> overall |  | avg time overall | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ |  | avg <br> \% gap <br> overall |  |  | avg time in subpr | $\begin{gathered} \# \\ \text { opt } \end{gathered}$ |  | avg <br> \% gap <br> overall |  | avg time overall |  |
| 5 | 50 | 0.1 | 10 |  | 0.00 | 0.78 | 0.78 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 | 10 |  | 0.00 | 0.39 | 0.39 | 0.03 |
| 5 | 50 | 0.3 | 10 |  | 0.00 | 1.81 | 1.81 | 10 |  | 0.00 | 0.05 | 0.05 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 10 | 100 | 0.1 | 10 |  | 0.00 | 8.10 | 8.10 | 10 |  | 0.00 | 0.17 | 0.17 | 0.00 | 10 |  | 0.00 | 107.83 | 107.83 | 0.82 |
| 10 | 100 | 0.3 | 10 |  | 0.00 | 356.09 | 356.09 | 10 |  | 0.00 | 0.51 | 0.51 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 15 | 150 | 0.1 | 6 | 100.00 | 40.00 | 938.88 | 1163.33 | 10 |  | 0.00 | 0.86 | 0.86 | 0.00 | 10 |  | 0.00 | 4.99 | 4.99 | 0.15 |
| 15 | 150 | 0.3 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 10.90 | 10.90 | 0.01 | 10 |  | 0.00 | 0.16 | 0.16 | 0.03 |
| 20 | 200 | 0.1 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 5.59 | 5.59 | 0.01 | 10 |  | 0.00 | 1.73 | 1.73 | 0.15 |
| 20 | 200 | 0.3 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 345.68 | 345.68 | 0.06 | 10 |  | 0.00 | 164.77 | 164.77 | 1.32 |
| 25 | 250 | 0.1 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 28.77 | 28.77 | 0.03 | 10 |  | 0.00 | 3.31 | 3.31 | 0.26 |
| 25 | 250 | 0.3 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 91.64 | 91.64 |  | 1500.00 | 0.00 | 0 | 92.33 | 92.33 |  | 1500.00 | 0.00 |
|  |  |  | 46 | 100.00 | 54.00 | 202.20 | 903.01 | 90 | 91.64 | 9.16 | 43.62 | 189.26 | 0.01 | 90 | 92.33 | 9.23 | 31.47 | 178.32 | 0.31 |
| 5 | 50 | 0.5 | 10 |  | 0.00 | 2.84 | 2.84 | 10 |  | 0.00 | 0.06 | 0.06 | 0.00 | 10 |  | 0.00 | 0.02 | 0.02 | 0.00 |
| 5 | 50 | 0.7 | 10 |  | 0.00 | 6.65 | 6.65 | 10 |  | 0.00 | 0.07 | 0.07 | 0.00 | 10 |  | 0.00 | 0.03 | 0.03 | 0.00 |
| 10 | 100 | 0.5 | 3 | 100.00 | 70.00 | 1036.14 | 1360.84 | 10 |  | 0.00 | 2.53 | 2.53 | 0.00 | 10 |  | 0.00 | 0.27 | 0.27 | 0.02 |
| 10 | 100 | 0.7 | 0 | 99.93 | 99.93 |  | 1500.00 | 10 |  | 0.00 | 26.70 | 26.70 | 0.00 | 9 | 83.33 | 8.33 | 159.36 | 293.43 | 0.58 |
| 15 | 150 | 0.5 | 0 | 100.00 | 100.00 |  | 1500.00 | 10 |  | 0.00 | 465.66 | 465.66 | 0.01 | 3 | 72.86 | 51.00 | 392.90 | 1167.87 | 1.47 |
| 15 | 150 | 0.7 | 0 | 99.52 | 99.52 |  | 1500.00 | 7 | 44.44 | 13.33 | 701.94 | 868.05 | 0.00 | 0 | 73.24 | 73.24 |  | 1500.00 | 0.00 |
| 20 | 200 | 0.5 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 87.30 | 87.30 |  | 1500.00 | 0.00 | 0 | 90.57 | 90.57 |  | 1500.00 | 0.00 |
| 20 | 200 | 0.7 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 81.55 | 81.55 |  | 1500.00 | 0.00 | 0 | 92.46 | 92.46 |  | 1500.00 | 0.00 |
| 25 | 250 | 0.5 | 0 | 100.00 | 100.00 |  | 1500.00 | O | 94.44 | 94.44 |  | 1500.00 | 0.00 | 0 | 99.82 | 99.82 |  | 1500.00 | 0.00 |
| 25 | 250 | 0.7 | 0 | 100.00 | 100.00 |  | 1500.00 | 0 | 91.60 | 91.60 |  | 1500.00 | 0.00 | 0 | 97.35 | 97.35 |  | 1500.00 | 0.00 |
|  |  |  | 23 | 99.93 | 76.94 | 139.28 | 1187.03 | 57 | 85.63 | 36.82 | 173.05 | 736.31 | 0.00 | 42 | 88.41 | 51.28 | 62.29 | 896.16 | 0.23 |

