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#### Abstract

Secure two-party computation is a cryptographic technique that enables two parties to compute a function jointly while keeping each input secret. It is known that most functions cannot be realized by information-theoretically secure two-party computation, but any function can be realized in the correlated randomness (CR) model, where a trusted dealer distributes input-independent CR to the parties beforehand. In the CR model, three kinds of complexities are mainly considered; the size of CR , the number of rounds, and the communication complexity.

Ishai et al. (TCC 2013) showed that any function can be securely computed with optimal online communication cost, i.e., the number of rounds is one round and the communication complexity is the same as the input length, at the price of exponentially large CR. In this paper, we prove that exponentially large CR is necessary to achieve perfect security and online optimality for a general function and that the protocol by Ishai et al. is asymptotically optimal in terms of the size of CR. Furthermore, we also prove that exponentially large CR is still necessary even when we allow multiple rounds while keeping the optimality of communication complexity.
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## 1 Introduction

Secure multi-party computation (MPC) is a cryptographic technique that enables some parties to compute a function jointly while keeping each input secret. Secure multi-party computation has been extensively studied since Yao advocated it in the 1980s [25]. From a theoretical point of view, Kushilevitz [18] gave a complete characterization of a function class that can be realized by a two-party protocol perfectly secure against a semi-honest adversary, and Chor and Kushilevitz [7] gave a complete characterization of a boolean function that can be realized by a perfectly secure multi-party protocol in the dishonest-majority and
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semi-honest adversary setting. From their result, most functions (including even simple functions such as the AND function) cannot be securely realized by a multi-party protocol in the dishonest-majority setting. However, if we are allowed to use correlated randomness (CR, in short), any function can be securely realized. Indeed, by using additive secret sharing and Beaver Triple [2], we can securely compute any boolean circuits. For simplicity, we focus on the two-party case and consider a semi-honest adversary in this paper.

The CR model, also known as a preprocessing model, is a model where we are allowed to use CR, which is a randomness independent of an input of a function. In the CR model, a protocol is divided into two phases: the offline phase and the online phase. In the offline phase, CR is generated and distributed to the parties. In the online phase, the parties securely compute a function with their input and the CR distributed in the offline phase. In most cases, the online phase consists of lightweight computation and is fast enough, and therefore many recent works (e.g., $[1,5,6,9,17]$ ) adopted the CR model. Some papers (e.g., $[1,5,6]$ ) assume that a trusted dealer generates and distributes CR in the offline phase. In the CR model, three kinds of complexities are mainly considered: the size of CR, the number of rounds of the online phase, and the communication complexity of the online phase. By using Beaver Triple, we can construct a secure protocol for a boolean circuit $C$ with $O(s)$-bit CR, $O(\operatorname{depth}(C))$ rounds, and $O(s)$-bit communication complexity, where $s$ is the size of $C$ and depth $(C)$ is the depth of $C$. It is a major open problem whether it is possible to make the communication complexity sublinear in the circuit size.

Ishai et al. [16] partially solved the above open problem by developing a one-time truth table. In their protocol, the communication complexity is independent of the circuit size and is linear in the input length. Furthermore, their protocol using a one-time truth table achieves online optimality, i.e., the number of rounds is one round and the communication complexity is the same as the input length. However, the size of CR of their protocol is exponential in the input length. ${ }^{1}$ Indeed, their protocol needs $O\left(N^{2}\right)$-bit CR where $N$ is the cardinality of their input domain (which is exponential in the input length). Beimel et al. [4], the full version of [3], reduced the size of CR to $O\left(N^{1 / 2}\right)$ bits, at the price of increasing the number of rounds to two rounds and the communication complexity to $O\left(N^{1 / 2}\right)$ bits. Although there might have to be some trade-off among the three kinds of complexities mentioned above, the quantitative property of such a trade-off has not been well investigated in the literature. For example, focusing on Ishai et al.'s protocol, it is even not known whether the size of CR can be reduced to $o\left(N^{2}\right)$ bits while keeping the single round and optimal communication complexity.

### 1.1 Our Contributions

In this paper, we show some trade-offs by giving lower bounds of the size of CR in onlinerestricted settings where online communication cost (i.e., the number of rounds and the communication complexity) is restricted. Here we assume "shared-output" setting that the outputs $\left(y_{0}, y_{1}\right)$ by two parties satisfy that the function value is reconstructed by $y_{0}+y_{1}$ where ' + ' is some additive group operation. We discuss this setting in Section 1.2.

More concretely, we give (exponential) lower bounds of the size of CR in two types of onlinerestricted settings: online-optimal setting and communication-optimal setting. As described above, "online-optimal" means that the number of rounds is one round and the communication

[^0]complexity is the same as the input length. On the other hand, "communication-optimal" means that we allow multiple rounds but the total size of messages sent by a party to the other party during the multiple rounds is still equal to the size of the input of the party.

Our results are summarized as follows, where $N$ is the cardinality of the domain $\mathcal{X}$ :

1. We prove that there exists a function $f: \mathcal{X} \times \mathcal{X} \rightarrow\{0,1\}^{2}$ such that any online-optimal perfectly secure two-party protocol for $f$ needs CR of at least $(N-1)^{2}=\Omega\left(N^{2}\right)$ bits.
2. We prove that there exists a function $f: \mathcal{X} \times \mathcal{X} \rightarrow\{0,1\}^{2}$ such that any communicationoptimal perfectly secure two-party protocol for $f$ needs CR of at least $N-1=\Omega(N)$ bits.
The first result implies that the one-time truth table [16], which is an online-optimal secure two-party protocol with $O\left(N^{2}\right)$-bit CR, is asymptotically optimal among online-optimal ones for general functions in terms of the size of CR.

### 1.2 Shared-output vs. Plain-output

Some papers, including Ishai et al. [16] and Beimel et al. [4], considered the "plain-output" setting, in which both parties output the function value itself, not the share of the function value. The shared-output setting is more general in the sense that shared-output protocols can be converted into plain-output protocols by adding a reconstruction step. The protocols in both Ishai et al. [16] and Beimel et al. [4] contained shared-output protocols in the sense that their protocols can be divided into two steps: Both protocols (Fig. 1 in [16] and Theorem D. 1 in [4]) compute the share of the function value first, and then reconstruct the function value by exchanging the shares.

Furthermore, the shared-output setting is suitable for the situation where the protocol is used as a subprotocol in another MPC protocol since the shared output does not leak any information about the function value itself. Due to this composability, many recent MPC protocols (e.g., $[1,5,6,24]$ ) adopt the shared-output setting.

### 1.3 Related Work

The prior work most relevant to our setting is a combination of [6] and [14]. In [6], Boyle et al. showed that distributed point functions (DPF) can be constructed from an online-optimal (shared-output) equality protocol. In more detail, they showed that given an online-optimal shared-output equality protocol with $r$-bit CR, a DPF scheme with $O(r)$-bit key size can be constructed ${ }^{2}$. On the other hand, as Gilboa et al. [14] mentioned, the key size of an information-theoretic DPF scheme is at least $2^{\Omega(\log N)}=N^{\Omega(1)}$ bits, where $N$ corresponds to the cardinality of the domain of point functions. Combining it with the reduction by Boyle et al., it can be proved that the size of CR of an online-optimal protocol for the equality function $E Q:[N] \times[N] \rightarrow\{0,1\}$ is at least $N^{\Omega(1)}$ bits. To the best of our knowledge, this is the only prior result showing an exponential lower bound of the size of CR.

There are several results on the randomness complexity not on the size of CR (e.g., $[13,15,19,20,21,22,23]$ ). We note that they consider MPC in the plain model (not in the CR model) and with more than two parties. There are also several results on the communication complexity in multi-party computation (e.g., [8, 10, 11, 12]).
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### 1.4 Organization

We provide the notations used in this paper and the definitions of online- or communicationoptimal secure two-party protocols in Section 2. We provide a technical overview in Section 3. In Section 4, we prove the lower bound in the online-optimal setting. We prove the lower bound in the communication-optimal setting in Section 5.

## 2 Preliminaries

### 2.1 Notations

For an integer $N$, let $[N]$ denote the set $\{0,1, \ldots, N-1\}$. Let $P_{0}$ and $P_{1}$ be the parties participating in a two-party protocol. We use $\Delta^{k \times \ell}(i, j)$ to denote the $k \times \ell$ matrix for which the $(i, j)$-th element is 1 and the other elements are 0 . We let $\mathbb{G}$ denote an Abelian group, + denote the operation on $\mathbb{G}$, and 0 denote the identity element of $\mathbb{G}$. For a boolean value $b \in\{0,1\}$, let $\bar{b}$ be the negation of $b$. For a matrix $M, M[x, y]$ denotes the $(x, y)$-th element of $M$.

### 2.2 Online-Optimal Protocols

- Definition 1. An online-optimal secure two-party protocol for $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $\mathcal{C R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$ consists of three algorithms (Gen, Msg, Eval) with following syntax:
- Gen: Gen outputs a correlated randomness $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$ without taking any input.
- Msg: Taking party id $b \in\{0,1\}$, input $x \in \mathcal{X}_{b}$, and randomness $r \in \mathcal{R}_{b}$, Msg (deterministically) outputs a message $m \in \mathcal{M}_{b}$.
- Eval: Taking party id $b \in\{0,1\}$, input $x \in \mathcal{X}_{b}$, randomness $r \in \mathcal{R}_{b}$, and message $m \in \mathcal{M}_{\bar{b}}$, Eval (deterministically) outputs $g \in \mathbb{G}$.
satisfying the following three requirements:
- Optimality: For $b \in\{0,1\}$, the size of $\mathcal{M}_{b}$ is equal to the size of $\mathcal{X}_{b}$.
- Correctness: For all $\left(x_{0}, x_{1}\right) \in \mathcal{X}_{0} \times \mathcal{X}_{1}$,

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\left(r_{0}, r_{1}\right) \leftarrow \mathrm{Gen}, \\
g_{0}+g_{1}=f\left(x_{0}, x_{1}\right) & m_{0} \leftarrow \operatorname{Msg}\left(0, x_{0}, r_{0}\right), \\
m_{1} \leftarrow \operatorname{Msg}\left(1, x_{1}, r_{1}\right), \\
g_{0} \leftarrow \operatorname{Eval}\left(0, x_{0}, r_{0}, m_{1}\right), \\
g_{1} \leftarrow \operatorname{Eval}\left(1, x_{1}, r_{1}, m_{0}\right)
\end{array}\right]=1
$$

- Security: For $b \in\{0,1\}$, the distribution of $\left\{\left(r_{b}, \operatorname{Msg}\left(\bar{b}, x, r_{\bar{b}}\right)\right)\right\}_{\left(r_{0}, r_{1}\right) \leftarrow \text { Gen }}$ is independent of $x \in \mathcal{X}_{\bar{b}}$.
Without loss of generality, we assume that the randomness space is not redundant. That is, we assume that the probability $\operatorname{Pr}\left[\left(r_{0}, r_{1}\right) \leftarrow G \operatorname{Gen}\right]$ is positive for all $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and that for all $r_{0} \in \mathcal{R}_{0}\left(r_{1} \in \mathcal{R}_{1}\right.$, resp. $)$, there exists $r_{1} \in \mathcal{R}_{1}\left(r_{0} \in \mathcal{R}_{0}\right.$, resp.) such that $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$.


### 2.3 Communication-Optimal Protocols

- Definition 2. $A$ (T-round) communication-optimal secure two-party protocol for $f: \mathcal{X}_{0} \times$ $\mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $\mathcal{C R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$ consists of algorithms (Gen, Msg, Eval) with following syntax:
- Gen: Gen outputs a correlated randomness $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$ without taking any input.
- Msg: Taking $\left(x_{0}, r_{0}\right) \in \mathcal{X}_{0} \times \mathcal{R}_{0}$ and $\left(x_{1}, r_{1}\right) \in \mathcal{X}_{1} \times \mathcal{R}_{1}$, Msg (deterministically) outputs messages $\left(\right.$ mes $\left._{1}, \ldots, \operatorname{mes}_{T}\right) \in M^{1} \times \cdots \times M^{T}$. Here $\operatorname{mes}_{i}$ is a message sent to $P_{i \bmod 2}$ from $P_{i+1 \bmod 2}$ which is determined by $P_{i+1 \bmod 2}$ 's input $x_{i+1 \bmod 2}, P_{i+1 \bmod 2}$ 's randomness $r_{i+1 \bmod 2}$ and the messages $\left(\operatorname{mes}_{1}, \ldots, \operatorname{mes}_{i-1}\right)$ exchanged so far.
- Eval: Taking party id $b \in\{0,1\}$, input $x \in \mathcal{X}_{b}$, randomness $r \in \mathcal{R}_{b}$, and messages ( $\operatorname{mes}_{1}, \ldots, \operatorname{mes}_{T}$ ) exchanged so far, Eval (deterministically) outputs $g \in \mathbb{G}$.
satisfying the following three requirements:
- Optimality: For $b \in\{0,1\}$, the size of the message space $\mathcal{M}_{b}$ is equal to that of the input space $\mathcal{X}_{b}$, where $\mathcal{M}_{0}=M^{1} \times M^{3} \times M^{5} \times \cdots$ and $\mathcal{M}_{1}=M^{2} \times M^{4} \times M^{6} \times \cdots$.
- Correctness: For all $\left(x_{0}, x_{1}\right) \in \mathcal{X}_{0} \times \mathcal{X}_{1}$,

$$
\operatorname{Pr}\left[\begin{array}{c|c}
g_{0}+g_{1}=f\left(x_{0}, x_{1}\right) & \left(r_{0}, r_{1}\right) \leftarrow \operatorname{Gen}, \\
\left(\operatorname{mes}_{1}, \ldots, \operatorname{mes}_{T}\right) \leftarrow \operatorname{Msg}\left(x_{0}, r_{0}, x_{1}, r_{1}\right), \\
g_{b} \leftarrow \operatorname{Eval}\left(b, x_{b}, r_{b},\left(\operatorname{mes}_{1}, \ldots, \operatorname{mes}_{T}\right)\right)
\end{array}\right]=1
$$

- Security: For $b \in\{0,1\}$, the distribution of $\left\{\left(r_{b}, \operatorname{Msg}\left(x_{0}, r_{0}, x_{1}, r_{1}\right)\right)\right\}_{\left(r_{0}, r_{1}\right) \leftarrow \text { Gen }}$ is independent of $x_{\bar{b}} \in \mathcal{X}_{\bar{b}}$.

As an online-optimal secure two-party protocol, we assume that the randomness space is not redundant. In our definition, $P_{0}$ is the first party who sends a message. Note that a two-party protocol where $P_{1}$ is the first party who sends a message can be reduced to a protocol where $P_{0}$ is the first party who sends a message by letting the first message space $M_{1}$ be a singleton.

### 2.4 Non-Redundant Functions

Throughout this paper, we consider non-redundant functions in the following sense:

- Definition 3. We say that a function $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ is non-redundant for $P_{0}$ if $f\left(x_{0}, \cdot\right)-f\left(x_{0}^{\prime}, \cdot\right): \mathcal{X}_{1} \rightarrow \mathbb{G}$ is not constant for all $x_{0} \neq x_{0}^{\prime} \in \mathcal{X}_{0} ;$ a function $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ is non-redundant for $P_{1}$ if $f\left(\cdot, x_{1}\right)-f\left(\cdot, x_{1}^{\prime}\right): \mathcal{X}_{0} \rightarrow \mathbb{G}$ is not constant for all $x_{1} \neq x_{1}^{\prime} \in \mathcal{X}_{1}$; and a function $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ is non-redundant if $f$ is non-redundant for $P_{0}$ and $P_{1}$.

A two-party protocol for a redundant (i.e., not non-redundant) function $f$ is reducible to a two-party protocol for a non-redundant function $f^{\prime}$ without any overhead. See Appendix A for more details.

## 3 Technical Overview

Similar research (e.g., [11, 12]) on the lower bounds for communication or randomness complexity mainly focuses on information entropy, e.g. the Shannon entropy. However, in such arguments, it is difficult to effectively handle the correctness requirement as a restraint condition, and thus the obtained bounds may not be tight in general. We consider this may be the main reason why strict bounds for our setting have not been obtained so far, and to overcome this issue, in this work, we instead directly utilize the algebraic aspect of the correctness requirement. This may require a more complicated argument than the entropy-based approach, but it would allow the correctness requirement to be fully utilized in the derivation of the tight lower bound. We provide a more detailed explanation of our approach in the following subsections.

### 3.1 The Case of Online-Optimal Setting

We give the $\Omega\left(N^{2}\right)$-bit lower bound for some function $f:[N] \times[N] \rightarrow\{0,1\}^{2}$ in two steps:

1. By the security, correctness and optimality requirements, we show that the following equation (hereinafter referred to as the correctness equation) holds: For all $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$,

$$
\begin{equation*}
A_{0, r_{0}}+A_{1, r_{1}}=P_{0, r_{0}}^{\mathrm{T}} F P_{1, r_{1}} \tag{1}
\end{equation*}
$$

where $A_{b, r_{b}}$ is an $N \times N$ matrix determined by $r_{b}, P_{b, r_{b}}$ is an $N \times N$ permutation matrix determined by $r_{b}$, and $F$ is an $N \times N$ matrix whose $(i, j)$-th element is equal to $f(i, j)$.
2. For some $r_{0} \in \mathcal{R}_{0}$, we prove that the size of the set $\left\{A_{0, r_{0}}-A_{0, r_{0}^{\prime}}\right\}_{r_{0}^{\prime} \in \mathcal{R}_{0}}$ is at least $2^{(N-1)^{2}}$. This implies that $\log \left|\mathcal{R}_{0}\right| \geq(N-1)^{2}$ and proves the $\Omega\left(N^{2}\right)$-bit lower bound.
Roughly speaking, each element of $A_{b, r_{b}}$ corresponds to an output of Eval and $P_{b, r_{b}}$ is a permutation matrix corresponding to Msg.

### 3.1.1 The First Step

The correctness equation Eq.(1) is deduced from the correctness requirement and the fact that $\operatorname{Msg}\left(b, \cdot, r_{b}\right): \mathcal{X}_{b} \rightarrow \mathcal{M}_{b}$ is bijective for all $b \in\{0,1\}$ and $r_{b} \in \mathcal{R}_{b}$ (Lemma 6). First, we give an informal proof of the fact that Msg is bijective. Since the size of the domain $\mathcal{X}_{b}$ and the range $\mathcal{M}_{b}$ are the same, it is enough to prove that the function is injective. Without loss of generality, we set $b=0$. Suppose on the contrary that there exist $x_{0} \neq x_{0}^{\prime} \in \mathcal{X}_{0}$ such that $\operatorname{Msg}\left(0, x_{0}, r_{0}\right)=\operatorname{Msg}\left(0, x_{0}^{\prime}, r_{0}\right)=m_{0}$. This assumption implies that for any input $x_{1}$ of $P_{1}, P_{1}$ 's output of Eval for the case of $P_{0}$ 's input being $x_{0}$ is the same as that for the case of $x_{0}^{\prime}$. Therefore, from the correctness requirement, $f\left(x_{0}, x_{1}\right)-f\left(x_{0}^{\prime}, x_{1}\right)$ is equal to $\operatorname{Eval}\left(0, x_{0}, r_{0}, m_{1}\right)-\operatorname{Eval}\left(0, x_{0}^{\prime}, r_{0}, m_{1}\right)$ where $m_{1}$ is $P_{1}$ 's message with some $r_{1} \in \mathcal{R}_{1}$ satisfying $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$. The former depends on $x_{1}$ by the non-redundancy of $f$, while the latter can be computed solely by $P_{0}$, contradicting the security requirement that $P_{0}$ should not obtain any information on $x_{1}$.

Since $\operatorname{Msg}\left(b, \cdot, r_{b}\right)$ is bijective, the input of $P_{b}$ can be determined by the correlated randomness $r_{b}$ and the message $m_{b}$ sent from $P_{b}$. Therefore, $P_{b}$ 's output of Eval can be computed from the messages $\left(m_{0}, m_{1}\right)$ and the randomness $r_{b}$. Let $A_{b, r_{b}}$ be an $N \times N$ matrix whose $\left(m_{0}, m_{1}\right)$-th element is equal to $P_{b}$ 's output of Eval when the messages and the randomness are $\left(m_{0}, m_{1}\right)$ and $r_{b}$, respectively. From the correctness requirement, for all $\left(m_{0}, m_{1}\right), A_{0, r_{0}}\left[m_{0}, m_{1}\right]+A_{1, r_{1}}\left[m_{0}, m_{1}\right]$ is equal to the entry of the matrix $F$ at the $\pi_{0, r_{0}}^{-1}\left(m_{0}\right)$-th row and the $\pi_{1, r_{1}}^{-1}\left(m_{1}\right)$-th column, where $\pi_{b, r_{b}}$ denotes the bijection $\operatorname{Msg}\left(b, \cdot, r_{b}\right)$. This implies the correctness equation Eq.(1), where $P_{0, r_{0}}$ and $P_{1, r_{1}}$ are permutation matrices corresponding to $\pi_{0, r_{0}}^{-1}$ and $\pi_{1, r_{1}}^{-1}$, respectively.

### 3.1.2 The Second Step

For simplicity, let $F$ be $\Delta^{N \times N}(0,0), \mathbb{G}$ be $\{0,1\}$ and the operation on $\mathbb{G}$ be XOR. Then, the right term of the correctness equation Eq. (1) is equal to $\Delta^{N \times N}\left(\operatorname{Msg}\left(0,0, r_{0}\right), \operatorname{Msg}\left(1,0, r_{1}\right)\right)$. The notable point is that, given $r_{0} \in \mathcal{R}_{0}$, we can choose the value of $\operatorname{Msg}\left(1,0, r_{1}\right)$ arbitrarily (Lemma 7). That is, for all $m_{1} \in \mathcal{M}_{1}$, there exists $r_{1} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\operatorname{Msg}\left(1,0, r_{1}\right)=m_{1}$ (otherwise, the fact that $P_{0}$ receives $P_{1}$ 's message $m_{1}$ would tell $P_{0}$ that $P_{1}$ 's input is not 0 , contradicting the security).

Let $r_{0} \in \mathcal{R}_{0}$ satisfy $\operatorname{Msg}\left(0,0, r_{0}\right)=0$. From the property described above, for all $m_{0} \in \mathcal{M}_{0} \backslash\{0\}$ and $m_{1} \in \mathcal{M}_{1} \backslash\{0\}$, there exist $r_{0}^{\prime}, r_{0}^{\prime \prime} \in \mathcal{R}_{0}$ and $r_{1}, r_{1}^{\prime} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right),\left(r_{0}^{\prime}, r_{1}\right),\left(r_{0}^{\prime}, r_{1}^{\prime}\right),\left(r_{0}^{\prime \prime}, r_{1}^{\prime}\right) \in \mathcal{C} \mathcal{R}, \operatorname{Msg}\left(1,0, r_{1}^{\prime}\right)=m_{1}, \operatorname{Msg}\left(0,0, r_{0}^{\prime}\right)=m_{0}, \operatorname{Msg}\left(1,0, r_{1}^{\prime}\right)=$ 0 , and $\operatorname{Msg}\left(0,0, r_{0}^{\prime \prime}\right)=0$. Taking the sum of both sides of the four correctness equations, we have

$$
A_{0, r_{0}}+A_{0, r_{0}^{\prime \prime}}=\Delta^{N \times N}\left(0, m_{1}\right)+\Delta^{N \times N}\left(m_{0}, m_{1}\right)+\Delta^{N \times N}\left(m_{0}, 0\right)+\Delta^{N \times N}(0,0)
$$

Note that $A+A=0$ since the operation is XOR. This implies that the bottom right corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime \prime}}$ is equal to $\Delta^{(N-1) \times(N-1)}\left(m_{0}-1, m_{1}-1\right)$ (Theorem 9 ). Taking the sum of these equations with various values of $m_{0}$ and $m_{1}$, it follows that for all $M \in\{0,1\}^{(N-1) \times(N-1)}$, there exists $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that $\operatorname{Msg}\left(0,0, r_{0}^{\prime}\right)=0$ and the bottom right corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $M$ (Corollary 10). This implies that the size of $\left\{A_{0, r_{0}}+A_{0, r_{0}^{\prime}}\right\}_{r_{0}^{\prime} \in \mathcal{R}_{0}}$ is at least the size of $\{0,1\}^{(N-1) \times(N-1)}$, i.e., $2^{(N-1)^{2}}$ and this proves the $\Omega\left(N^{2}\right)$-bit lower bound.

### 3.2 The Case of Communication-Optimal Setting

The basic approach to proving the $\Omega(N)$-bit lower bound is the same as in the online-optimal setting. The main difference is that the message sent from one party at the second or later round may depend on the other party's input or randomness. Nevertheless, the situation is still similar due to the following facts:

1. The map $T_{r_{0}, r_{1}}: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathcal{M}_{0} \times \mathcal{M}_{1}$, which maps the pair of inputs to the transcript when the correlated randomness is $\left(r_{0}, r_{1}\right)$, is bijective. (Lemma 13)
2. The input of $P_{b}$ can be determined by the correlated randomness $r_{b}$ and the transcript ( $m_{0}, m_{1}$ ), and therefore, $P_{b}$ 's output of Eval can be computed from the transcript ( $m_{0}, m_{1}$ ) and the randomness $r_{b}$. (Lemma 15)
From these facts, even in the present setting, the correctness equation (with a slight modification on the right side) holds: $A_{0, r_{0}}+A_{1, r_{1}}=T_{r_{0}, r_{1}} \circ F$, where $T_{r_{0}, r_{1}} \circ F$ is an $\mathcal{M}_{0} \times \mathcal{M}_{1}$ matrix whose $\left(m_{0}, m_{1}\right)$-th element is equal to the $T_{r_{0}, r_{1}}^{-1}\left(m_{0}, m_{1}\right)$-th element of $F$.

Let $F$ be $\Delta^{N \times N}(0,0)$. Unlike the online-optimal setting, now the right side of the correctness equation is equal to $\Delta^{N \times N}\left(T_{r_{0}, r_{1}}(0,0)\right)$. A notable point is that each of the row and column entries of $T_{r_{0}, r_{1}}(0,0)$ depends on both $r_{0}$ and $r_{1}$, in contrast to the online-optimal setting where the row entry $\operatorname{Msg}\left(0,0, r_{0}\right)$ (resp. the column entry $\operatorname{Msg}\left(1,0, r_{1}\right)$ ) depends only on $r_{0}$ (resp. $r_{1}$ ). However, we can still somehow control the value of $T_{r_{0}, r_{1}}(0,0)$ (Lemma 12 and Lemma 14), and we can set the $(N-1) \times 1$ submatrix at the bottom left corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ arbitrarily by varying $r_{0}^{\prime}$. This proves the $\Omega(N)$-bit lower bound.

## 4 The Case of Online-Optimal Setting

In this section, we prove the optimality of Ishai et al.'s protocol [16] among online-optimal two-party protocols in terms of the size of CR for the "worst" function. In Section 4.1, we give a matrix representation of the three requirements for an online-optimal secure two-party protocol given in Section 2 (Theorem 8). In Section 4.2, we give a function whose domain is $[N] \times[N]$ such that any online-optimal two-party protocol for $f$ needs $\Omega\left(N^{2}\right)$-bit CR.

### 4.1 Matrix Representation

Throughout this subsection, we let (Gen, Msg, Eval) denote an online-optimal secure two-party protocol for $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $\mathcal{C R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$. For $b \in\{0,1\}$, $x \in \mathcal{X}_{b}$, and $m \in \mathcal{M}_{b}$, let $\mathcal{R}_{b, x, m}=\left\{r \in \mathcal{R}_{b} \mid \operatorname{Msg}(b, x, r)=m\right\}$.

First, we give four lemmas for the matrix representation:

- Lemma 4. For all $b \in\{0,1\}$ and $x \in \mathcal{X}_{b}$, the following hold:
- $\mathcal{R}_{b, x, m} \cap \mathcal{R}_{b, x, m^{\prime}}=\varnothing$ for all $m \neq m^{\prime} \in \mathcal{M}_{b}$.
- $\cup_{m \in \mathcal{M}_{b}} \mathcal{R}_{b, x, m}=\mathcal{R}_{b}$.

Proof. These two statements are deduced from the fact that $r$ is in $\mathcal{R}_{b, x, m}$ if and only if $m$ is equal to $\operatorname{Msg}(b, x, r)$.

- Lemma 5. For all $b \in\{0,1\}$ and $m \in \mathcal{M}_{b}$, the following hold:
- $\mathcal{R}_{b, x, m} \cap \mathcal{R}_{b, x^{\prime}, m}=\varnothing$ for all $x \neq x^{\prime} \in \mathcal{X}_{b}$.
- $\cup_{x \in \mathcal{X}_{b}} \mathcal{R}_{b, x, m}=\mathcal{R}_{b}$.

Proof. We fix $b=0$ in this proof. In the case of $b=1$, the statement can be proved similarly.
First, we prove the first statement. Suppose on the contrary that an $r \in \mathcal{R}_{0, x, m} \cap \mathcal{R}_{0, x^{\prime}, m}$ exists. By the non-redundancy of the randomness space, there is an $r^{\prime} \in \mathcal{R}_{1}$ such that $\left(r, r^{\prime}\right) \in$ $\mathcal{C R}$. Now it suffices to show that there exist $y, y^{\prime} \in \mathcal{X}_{1}$ such that $y \neq y^{\prime}$ and $\operatorname{Msg}\left(1, y^{\prime}, r^{\prime \prime}\right) \neq$ $\operatorname{Msg}\left(1, y, r^{\prime}\right)$ for any $r^{\prime \prime} \in \mathcal{R}_{1}$ with $\left(r, r^{\prime \prime}\right) \in \mathcal{C} \mathcal{R}$; indeed, this implies that $\left(r, \operatorname{Msg}\left(1, y, r^{\prime}\right)\right)$ belongs to $\left\{\left(r^{*}, \operatorname{Msg}\left(1, y, r^{* *}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}$ but not to $\left\{\left(r^{*}, \operatorname{Msg}\left(1, y^{\prime}, r^{* *}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}$, which contradicts the security requirement. To show the claim, suppose on the contrary that for any $y, y^{\prime} \in \mathcal{X}_{1}$ with $y \neq y^{\prime}$, there is an $r^{\prime \prime} \in \mathcal{R}_{1}$ such that $\left(r, r^{\prime \prime}\right) \in \mathcal{C} \mathcal{R}$ and $\operatorname{Msg}\left(1, y^{\prime}, r^{\prime \prime}\right)=$ $\operatorname{Msg}\left(1, y, r^{\prime}\right)$. From the correctness requirement, we have

$$
\begin{aligned}
& \operatorname{Eval}\left(0, x, r, \operatorname{Msg}\left(1, y, r^{\prime}\right)\right)+\operatorname{Eval}\left(1, y, r^{\prime}, \operatorname{Msg}(0, x, r)\right)=f(x, y) \\
& \operatorname{Eval}\left(0, x^{\prime}, r, \operatorname{Msg}\left(1, y, r^{\prime}\right)\right)+\operatorname{Eval}\left(1, y, r^{\prime}, \operatorname{Msg}(0, x, r)\right)=f\left(x^{\prime}, y\right)
\end{aligned}
$$

(note that now $\operatorname{Msg}\left(0, x^{\prime}, r\right)=m=\operatorname{Msg}(0, x, r)$ by the choice of $r$ ), and therefore

$$
\begin{equation*}
\operatorname{Eval}\left(0, x, r, \operatorname{Msg}\left(1, y, r^{\prime}\right)\right)-\operatorname{Eval}\left(0, x^{\prime}, r, \operatorname{Msg}\left(1, y, r^{\prime}\right)\right)=f(x, y)-f\left(x^{\prime}, y\right) \tag{2}
\end{equation*}
$$

By the same argument for $\left(y^{\prime}, r^{\prime \prime}\right)$ instead of $\left(y, r^{\prime}\right)$, we also have

$$
\begin{equation*}
\operatorname{Eval}\left(0, x, r, \operatorname{Msg}\left(1, y^{\prime}, r^{\prime \prime}\right)\right)-\operatorname{Eval}\left(0, x^{\prime}, r, \operatorname{Msg}\left(1, y^{\prime}, r^{\prime \prime}\right)\right)=f\left(x, y^{\prime}\right)-f\left(x^{\prime}, y^{\prime}\right) \tag{3}
\end{equation*}
$$

By the choice of $r^{\prime \prime}$, the left-hand sides of Equations (2) and (3) are equal, therefore we have $f(x, y)-f\left(x^{\prime}, y\right)=f\left(x, y^{\prime}\right)-f\left(x^{\prime}, y^{\prime}\right)$. Since $y \neq y^{\prime}$ were arbitrary, this implies that the function $f(x, \cdot)-f\left(x^{\prime}, \cdot\right)$ on $\mathcal{X}_{1}$ is constant, contradicting the non-redundancy of $f$. Hence, we have $\mathcal{R}_{0, x, m} \cap \mathcal{R}_{0, x^{\prime}, m}=\varnothing$.

Next, we prove the second statement. Suppose that $\cup_{x \in \mathcal{X}_{0}} \mathcal{R}_{0, x, m} \subsetneq \mathcal{R}_{0}$. Then, we have

$$
\begin{aligned}
\sum_{m \in \mathcal{M}_{0}} \sum_{x \in \mathcal{X}_{0}}\left|\mathcal{R}_{0, x, m}\right| & =\sum_{m \in \mathcal{M}_{0}}\left|\cup_{x \in \mathcal{X}_{0}} \mathcal{R}_{0, x, m}\right|(\because \text { the first statement }) \\
& <\sum_{m \in \mathcal{M}_{0}}\left|\mathcal{R}_{0}\right|=\left|\mathcal{M}_{0}\right| \cdot\left|\mathcal{R}_{0}\right|
\end{aligned}
$$

From Lemma 4, we have

$$
\sum_{x \in \mathcal{X}_{0}} \sum_{m \in \mathcal{M}_{0}}\left|\mathcal{R}_{0, x, m}\right|=\sum_{x \in \mathcal{X}_{0}}\left|\mathcal{R}_{0}\right|=\left|\mathcal{X}_{0}\right| \cdot\left|\mathcal{R}_{0}\right| .
$$

This means that $\left|\mathcal{X}_{0}\right| \cdot\left|\mathcal{R}_{0}\right|<\left|\mathcal{M}_{0}\right| \cdot\left|\mathcal{R}_{0}\right|$ and contradicts the optimality requirement. Hence, we have $\cup_{x \in \mathcal{X}_{0}} \mathcal{R}_{0, x, m}=\mathcal{R}_{0}$.

- Lemma 6. For all $b \in\{0,1\}$ and $r \in \mathcal{R}_{b}, \operatorname{Msg}(b, \cdot, r): \mathcal{X}_{b} \rightarrow \mathcal{M}_{b}$ is a bijection.

Proof. From Lemma $5, \operatorname{Msg}(b, \cdot, r)$ is an injection. Since $\left|\mathcal{X}_{b}\right|=\left|\mathcal{M}_{b}\right|$ from the optimality requirement, the injective function $\operatorname{Msg}(b, \cdot, r)$ is a bijection.

- Lemma 7. For all $b \in\{0,1\}, r_{\bar{b}} \in \mathcal{R}_{\bar{b}}$, and $\left(x_{b}, m_{b}\right) \in \mathcal{X}_{b} \times \mathcal{M}_{b}$, there exists $r_{b} \in \mathcal{R}_{b}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\operatorname{Msg}\left(b, x_{b}, r_{b}\right)=m_{b}$.

Proof. We fix $b=0$ in this proof. In the case of $b=1$, the statement can be proved similarly.
Let $r_{1} \in \mathcal{R}_{1}$ and $\left(x_{0}, m_{0}\right) \in \mathcal{X}_{0} \times \mathcal{M}_{0}$. By the non-redundancy of the randomness space, there is an $r^{*} \in \mathcal{R}_{0}$ with $\left(r^{*}, r_{1}\right) \in \mathcal{C} \mathcal{R}$. By Lemma 6 , there exists an $x^{\prime} \in \mathcal{X}_{0}$ such that $\operatorname{Msg}\left(0, x^{\prime}, r^{*}\right)=m_{0}$ and therefore $\left(r_{1}, m_{0}\right) \in\left\{\left(r^{\prime}, \operatorname{Msg}\left(0, x^{\prime}, r\right)\right)\right\}_{\left(r, r^{\prime}\right) \in \mathcal{C R}}$. Since this set is independent of $x^{\prime}$ from the security requirement, we also have ( $r_{1}, m_{0}$ ) $\in$ $\left\{\left(r^{\prime}, \operatorname{Msg}\left(0, x_{0}, r\right)\right)\right\}_{\left(r, r^{\prime}\right) \in \mathcal{C R}}$, therefore there is an $r_{0} \in \mathcal{R}_{0}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\operatorname{Msg}\left(0, x_{0}, r_{0}\right)=m_{0}$. This proves the statement.

Then, we give a matrix representation of the three requirements for an online-optimal secure two-party protocol:

- Theorem 8. Given an online-optimal secure two-party protocol (Gen, Msg, Eval) for f: $\mathcal{X}_{0} \times$ $\mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $\mathcal{C R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$, let $F$ be an $\mathcal{X}_{0} \times \mathcal{X}_{1}$ matrix whose $\left(x_{0}, x_{1}\right)$-th element is $f\left(x_{0}, x_{1}\right)$. Then, for any $b \in\{0,1\}$ and $r \in \mathcal{R}_{b}$, there exist an $\mathcal{M}_{0} \times \mathcal{M}_{1}$ matrix $A_{b, r}$ and an $\mathcal{X}_{b} \times \mathcal{M}_{b}$ permutation matrix $P_{b, r}$ such that
- for all $\left(r_{0}, r_{1}\right) \in \mathcal{C R}, A_{0, r_{0}}+A_{1, r_{1}}=P_{0, r_{0}}^{\mathrm{T}} F P_{1, r_{1}}$ holds;
- for all $r_{\bar{b}} \in \mathcal{R}_{\bar{b}}$ and $\left(x_{b}, m_{b}\right) \in \mathcal{X}_{b} \times \mathcal{M}_{b}$, there exists $r_{b} \in \mathcal{R}_{b}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$ and $P_{b, r_{b}}\left[x_{b}, m_{b}\right]=1$.

Note that, roughly speaking, the optimality requirement corresponds to $P_{b, r}$ being a permutation matrix, and the correctness and security requirements correspond to the first and the second conditions of the theorem, respectively.

Proof. For $b \in\{0,1\}$, let $E_{b, r_{b}}$ for $r_{b} \in \mathcal{R}_{r_{b}}$ be an $\mathcal{X}_{b} \times \mathcal{M}_{\bar{b}}$ matrix whose ( $x_{b}, m_{\bar{b}}$ )-th element is equal to $\operatorname{Eval}\left(b, x_{b}, r_{b}, m_{\bar{b}}\right)$. For $b \in\{0,1\}$, let $P_{b, r_{b}}$ for $r_{b} \in \mathcal{R}_{r_{b}}$ be an $\mathcal{X}_{b} \times \mathcal{M}_{b}$ matrix whose $\left(x_{b}, \operatorname{Msg}\left(b, x_{b}, r_{b}\right)\right)$-th element is 1 and other elements are 0 . Since the $\left(x_{b}, x_{\bar{b}}\right)$-th element of $E_{b, r_{b}} P_{\bar{b}, r_{\bar{b}}}^{\mathrm{T}}$ is equal to $\operatorname{Eval}\left(b, x_{b}, r_{b}, \operatorname{Msg}\left(\bar{b}, x_{\bar{b}}, r_{\bar{b}}\right)\right)$, the correctness requirement can be expressed by the following:

$$
\begin{equation*}
E_{0, r_{0}} P_{1, r_{1}}^{\mathrm{T}}+\left(E_{1, r_{1}} P_{0, r_{0}}^{\mathrm{T}}\right)^{\mathrm{T}}=F \tag{4}
\end{equation*}
$$

for all $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$. From Lemma $6, P_{b, r_{b}}$ is a permutation matrix and therefore $P_{b, r_{b}}^{\mathrm{T}}$ is its inverse. By multiplying $P_{0, r_{0}}^{\mathrm{T}}$ from the left ( $P_{1, r_{1}}$ from the right, resp.) to both sides of Equation (4), we have

$$
\begin{equation*}
P_{0, r_{0}}^{\mathrm{T}} E_{0, r_{0}}+E_{1, r_{1}}^{\mathrm{T}} P_{1, r_{1}}=P_{0, r_{0}}^{\mathrm{T}} F P_{1, r_{1}} . \tag{5}
\end{equation*}
$$

Therefore, $\left(A_{0, r_{0}}, A_{1, r_{1}}\right)=\left(P_{0, r_{0}}^{\mathrm{T}} E_{0, r_{0}}, E_{1, r_{1}}^{\mathrm{T}} P_{1, r_{1}}\right)$ satisfies the first condition of the statement. The second condition of the statement is deduced from Lemma 7 .

### 4.2 Lower Bound

We prove the $\Omega\left(N^{2}\right)$-bit lower bound for the function $f:[N] \times[N] \rightarrow\{0,1\}^{2}$ defined as follows:

$$
f\left(x_{0}, x_{1}\right)= \begin{cases}11 & \left(x_{0}=x_{1}=0\right) \\ 01 & \left(x_{0}=x_{1} \neq 0\right) \\ 00 & \text { (otherwise) }\end{cases}
$$

That is, we prove that any online-optimal secure two-party protocol for $f$ needs $\Omega\left(N^{2}\right)$-bit CR . Note that the operation ' + ' on $\{0,1\}^{2}$ is bitwise XOR here and that $f$ is non-redundant.

In the rest of this section, we write $[N]$ instead of $\mathcal{X}_{b}$ and $\mathcal{M}_{b}$. Without loss of generality, we consider the lower bound for the size of $P_{0}$ 's CR (i.e., $\log \left|\mathcal{R}_{0}\right|$ ).

We use the notation $A_{b, r_{b}}$ and $P_{b, r_{b}}$ for representing $N \times N$ matrices whose existence is guaranteed by Theorem 8 . Since the operation on $\{0,1\}^{2}$ is bitwise XOR, Equation (5) holds even if we focus on the first bit of each element of $A_{b, r_{b}}$ and $F$. Therefore, we focus on the first bit and use the same notation $A_{b, r_{b}}$ and $F$. Then we have $F=\Delta^{N \times N}(0,0)$ in the current setting.

First, we prove the following theorem:

- Theorem 9. Suppose that $r_{0} \in \mathcal{R}_{0}$ satisfies $\operatorname{Msg}\left(0,0, r_{0}\right)=0$. Then, for all $i, j \in[N-1]$, there exists an $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that
- $\operatorname{Msg}\left(0,0, r_{0}^{\prime}\right)=0$,
- the $(N-1) \times(N-1)$ submatrix in the bottom right corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $\Delta^{(N-1) \times(N-1)}(i, j)$.

Proof. From the definition of $P_{b, r_{b}}$ (see the proof of Theorem 8), the right term of Equation (5) is equal to $\Delta^{N \times N}\left(\operatorname{Msg}\left(0,0, r_{0}\right), \operatorname{Msg}\left(1,0, r_{1}\right)\right)$. From Theorem 8, there exists an $r_{1} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$ and $\operatorname{Msg}\left(1,0, r_{1}\right)=j+1$, and there exists $r_{0}^{\prime \prime} \in \mathcal{R}_{0}$ such that $\left(r_{0}^{\prime \prime}, r_{1}\right) \in \mathcal{C} \mathcal{R}$ and $\operatorname{Msg}\left(0,0, r_{0}^{\prime \prime}\right)=i+1$. From the property mentioned at the beginning, we have

$$
A_{0, r_{0}}+A_{1, r_{1}}=\Delta^{N \times N}(0, j+1) \text { and } A_{0, r_{0}^{\prime \prime}}+A_{1, r_{1}}=\Delta^{N \times N}(i+1, j+1)
$$

and therefore

$$
\begin{aligned}
A_{0, r_{0}}+A_{0, r_{0}^{\prime \prime}} & =\left(A_{0, r_{0}}+A_{1, r_{1}}\right)+\left(A_{0, r_{0}^{\prime \prime}}+A_{1, r_{1}}\right) \\
& =\Delta^{N \times N}(0, j+1)+\Delta^{N \times N}(i+1, j+1) .
\end{aligned}
$$

Similarly, there exist an $r_{1}^{\prime} \in \mathcal{R}_{1}$ and an $r_{0}^{\prime} \in R_{0}$ such that $\left(r_{0}^{\prime \prime}, r_{1}^{\prime}\right) \in \mathcal{C R}, \operatorname{Msg}\left(1,0, r_{1}^{\prime}\right)=0$, $\left(r_{0}^{\prime}, r_{1}^{\prime}\right) \in \mathcal{C} \mathcal{R}$, and $\operatorname{Msg}\left(0,0, r_{0}^{\prime}\right)=0$. Then, we have

$$
A_{0, r_{0}^{\prime \prime}}+A_{1, r_{1}^{\prime}}=\Delta^{N \times N}(i+1,0) \text { and } A_{0, r_{0}^{\prime}}+A_{1, r_{1}^{\prime}}=\Delta^{N \times N}(0,0)
$$

and

$$
A_{0, r_{0}^{\prime \prime}}+A_{0, r_{0}^{\prime}}=\left(A_{0, r_{0}^{\prime \prime}}+A_{1, r_{1}^{\prime}}\right)+\left(A_{0, r_{0}^{\prime}}+A_{1, r_{1}^{\prime}}\right)=\Delta^{N \times N}(i+1,0)+\Delta^{N \times N}(0,0)
$$

Hence, we have

$$
A_{0, r_{0}}+A_{0, r_{0}^{\prime}}=\Delta^{N \times N}(0, j+1)+\Delta^{N \times N}(i+1, j+1)+\Delta^{N \times N}(i+1,0)+\Delta^{N \times N}(0,0)
$$

Especially, the $(N-1) \times(N-1)$ submatrix in the bottom right corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $\Delta^{(N-1) \times(N-1)}(i, j)$. Therefore, $r_{0}^{\prime}$ satisfies the condition of the statement.

Using Theorem 9 sequentially, we have the following corollary:

- Corollary 10. Suppose that $r_{0} \in \mathcal{R}_{0}$ satisfies $\operatorname{Msg}\left(0,0, r_{0}\right)=0$. Then, for all $M \in$ $\{0,1\}^{(N-1) \times(N-1)}$, there exists an $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that
- $\operatorname{Msg}\left(0,0, r_{0}^{\prime}\right)=0$,
- the $(N-1) \times(N-1)$ submatrix in the bottom right corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $M$.

Proof. For $r \in \mathcal{R}_{0}$, we use the notation $A_{0, r}^{\prime}$ for the $(N-1) \times(N-1)$ submatrix in the bottom right corner of $A_{0, r}$. Let $I$ be the set of indices where the element of $M$ is equal to 1, i.e., $I=\{(i, j) \in[N-1] \times[N-1] \mid M[i, j]=1\}$. Let $M_{k}=\Delta^{(N-1) \times(N-1)}\left(i_{k}, j_{k}\right)$ for $k \geq 0$, where $\left(i_{k}, j_{k}\right)$ is the $k$-th element of $I$ (in some ordering). We define the sequence $r_{0,0}, r_{0,1}, \ldots, r_{0,|I|}$ as follows:

- $r_{0,0}=r_{0}$.
- For $k \geq 1, r_{0, k}$ is an element of $\mathcal{R}_{0}$ such that $A_{0, r_{0, k-1}}^{\prime}+A_{0, r_{0, k}}^{\prime}$ is equal to $M_{k-1}$ and $\operatorname{Msg}\left(0,0, r_{0, k}\right)$ is equal to 0 . The existence of such $r_{0, k}$ is guaranteed by Theorem 9 .
We have

$$
A_{0, r_{0,0}}^{\prime}+A_{0, r_{0,|I|}^{\prime}}^{\prime}=\sum_{k=1}^{|I|}\left(A_{0, r_{0, k-1}}^{\prime}+A_{0, r_{0, k}}^{\prime}\right)=\sum_{k=1}^{|I|} M_{k-1}=M
$$

and therefore $r_{0}^{\prime}=r_{0,|I|}$ satisfies the condition of the statement.
The lower bound of the size of $P_{0}$ 's CR is derived from Corollary 10:

- Corollary 11. The size of $C R$ delivered to $P_{0}$ is $\Omega\left(N^{2}\right)$ bits. More concretely, it is greater than or equal to $(N-1)^{2}$ bits.

Proof. Let $r_{0} \in \mathcal{R}_{0}$ satisfy $\operatorname{Msg}\left(0,0, r_{0}\right)=0$. (The existence of such $r_{0}$ is guaranteed by Lemma 7.) From Corollary 10, the following inequality holds:

$$
\left|\left\{A_{0, r_{0}}+A_{0, r_{0}^{\prime}}\right\}_{r_{0}^{\prime} \in \mathcal{R}_{0}}\right| \geq\left|\{0,1\}^{(N-1) \times(N-1)}\right|
$$

Since the left term of the above inequality is upper-bounded by $\left|\mathcal{R}_{0}\right|$, we have

$$
\left|\mathcal{R}_{0}\right| \geq\left|\{0,1\}^{(N-1) \times(N-1)}\right|=2^{(N-1)^{2}}
$$

Therefore, the size of $P_{0}$ 's CR is greater than or equal to $(N-1)^{2}$ bits.

## 5 The Case of Communication-Optimal Setting

In this section, we prove the $\Omega(N)$-bit lower bound for the size of CR of a communicationoptimal two-party protocol for the concrete function $f$ given in Section 4.2.

We give a matrix representation of the three requirements for a communication-optimal secure two-party protocol in Section 5.1 (Theorem 16). In Section 5.2, we prove that any communication-optimal two-party protocol for $f$ given in Section 4.2 needs $\Omega(N)$-bit CR.

### 5.1 Matrix Representation

Throughout this subsection, we let (Gen, Msg, Eval) denote a communication-optimal secure two-party protocol for $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $\mathcal{C} \mathcal{R} \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$. For $\left(r_{0}, r_{1}\right) \in \mathcal{R}_{0} \times \mathcal{R}_{1}$, let $T_{r_{0}, r_{1}}: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathcal{M}_{0} \times \mathcal{M}_{1}$ be a function such that $T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)=$ $\left(m_{0}, m_{1}\right)$, where $m_{b}$ is a message which $P_{b}$ sends to $P_{\bar{b}}$ in the online phase whose input (CR, resp.) is $\left(x_{0}, x_{1}\right)\left(\left(r_{0}, r_{1}\right)\right.$, resp.). That is, $m_{0}$ is equal to $\left(\operatorname{mes}_{1}, \operatorname{mes}_{3}, \ldots\right)$ and $m_{1}$ is equal to $\left(\right.$ mes $\left._{2}, \operatorname{mes}_{4}, \ldots\right)$, where $\left(\operatorname{mes}_{1}, \operatorname{mes}_{2}, \ldots\right)=\operatorname{Msg}\left(x_{0}, r_{0}, x_{1}, r_{1}\right)$. Note that the message $m_{b}$ which $P_{b}$ sends to $P_{\bar{b}}$ is uniquely determined by $\left(x_{b}, r_{b}, m_{\bar{b}}\right)$, where $x_{b}$ is $P_{b}$ 's input, $r_{b}$ is $P_{b}$ 's CR , and $m_{\bar{b}}$ is a message sent to $P_{b}$ by $P_{\bar{b}}$. We define a function $g_{x_{b}, r_{b}}^{b}: \mathcal{M}_{\bar{b}} \rightarrow \mathcal{M}_{b}$ based on the above correspondence. Let $S_{x_{0}, r_{0}}^{0}$ be the set $\left\{\left(g_{x_{0}, r_{0}}^{0}\left(m_{1}\right), m_{1}\right)\right\}_{m_{1} \in \mathcal{M}_{1}} \subseteq \mathcal{M}_{0} \times \mathcal{M}_{1}$ and let $S_{x_{1}, r_{1}}^{1}$ be the set $\left\{\left(m_{0}, g_{x_{1}, r_{1}}^{1}\left(m_{0}\right)\right)\right\}_{m_{0} \in \mathcal{M}_{0}} \subseteq \mathcal{M}_{0} \times \mathcal{M}_{1}$.

First, we give four lemmas for the matrix representation:

- Lemma 12. $S_{x_{0}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}=\left\{T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)\right\}$ holds for all $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\left(x_{0}, x_{1}\right) \in$ $\mathcal{X}_{0} \times \mathcal{X}_{1}$.

Proof. Let $\left(m_{0}, m_{1}\right):=T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)$. By the definition, $g_{x_{0}, r_{0}}^{0}\left(m_{1}\right)=m_{0}$ and $g_{x_{1}, r_{1}}^{1}\left(m_{0}\right)=$ $m_{1}$, and therefore $\left(m_{0}, m_{1}\right) \in S_{x_{0}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}$. Suppose on the contrary that there exists $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in S_{x_{0}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}$ such that $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \neq\left(m_{0}, m_{1}\right)$. Let $t$ be the first round where the two transcripts determined by $\left(m_{0}, m_{1}\right)$ and ( $m_{0}^{\prime}, m_{1}^{\prime}$ ) differ and let $P_{b}$ be the party who sends a message at $t$-th round. Since $g_{x_{b}, r_{b}}^{b}\left(m_{\bar{b}}\right)=m_{b}$ and $g_{x_{b}, r_{b}}^{b}\left(m_{\bar{b}}^{\prime}\right)=m_{b}^{\prime}$, the $t$-th messages $\mathrm{msg}_{t}$ and $\mathrm{msg}_{t}^{\prime}$ in the transcripts $\left(m_{0}, m_{1}\right)$ and $\left(m_{0}^{\prime}, m_{1}^{\prime}\right)$ are determined by $\left(x_{b}, r_{b}\right)$ and the $(t-1)$-th or earlier messages in the transcripts $\left(m_{0}, m_{1}\right)$ and ( $m_{0}^{\prime}, m_{1}^{\prime}$ ), respectively. Since the latter messages are equal by the minimality of $t$, we have $\mathrm{msg}_{t}=\mathrm{msg}_{t}^{\prime}$, contradicting the choice of $t$. Therefore, there is no $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in S_{x_{0}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}$ such that $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \neq\left(m_{0}, m_{1}\right)$, and the statement holds.

- Lemma 13. For all $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}, T_{r_{0}, r_{1}}$ is bijective.

Proof. Since $\left|\mathcal{X}_{0} \times \mathcal{X}_{1}\right|=\left|\mathcal{M}_{0} \times \mathcal{M}_{1}\right|$ from the optimality requirement, it is enough to prove that $T_{r_{0}, r_{1}}$ is injective. Suppose on the contrary that there exist $\left(x_{0}, x_{1}\right) \neq\left(x_{0}^{\prime}, x_{1}^{\prime}\right) \in \mathcal{X}_{0} \times \mathcal{X}_{1}$ such that $T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)=T_{r_{0}, r_{1}}\left(x_{0}^{\prime}, x_{1}^{\prime}\right)=:\left(m_{0}, m_{1}\right)$. We assume that $x_{0} \neq x_{0}^{\prime}$ in the proof; the other case $x_{1} \neq x_{1}^{\prime}$ is similar.

For any $x_{1}^{\prime \prime} \in \mathcal{X}_{1}$, there exists an $r_{1}^{\prime \prime} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}^{\prime \prime}\right) \in \mathcal{C} \mathcal{R}$ and $T_{r_{0}, r_{1}^{\prime \prime}}\left(x_{0}, x_{1}^{\prime \prime}\right)=$ $\left(m_{0}, m_{1}\right)$, since we have $\left\{\left(r^{*}, T_{r^{*}, r^{* *}}\left(x_{0}, x_{1}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}=\left\{\left(r^{*}, T_{r^{*}, r^{* *}}\left(x_{0}, x_{1}^{\prime \prime}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}$ by the security requirement and the left-hand side contains $\left(r_{0},\left(m_{0}, m_{1}\right)\right)$. By Lemma 12, $\left(m_{0}, m_{1}\right)$ belongs to all of $S_{x_{0}, r_{0}}^{0}, S_{x_{0}^{\prime}, r_{0}}^{0}$, and $S_{x_{1}^{\prime \prime}, r_{1}^{\prime \prime}}^{1}$, therefore $T_{r_{0}, r_{1}^{\prime \prime}}\left(x_{0}, x_{1}^{\prime \prime}\right)=$ $T_{r_{0}, r_{1}^{\prime \prime}}\left(x_{0}^{\prime}, x_{1}^{\prime \prime}\right)=\left(m_{0}, m_{1}\right)$ by Lemma 12 again. Then, from the correctness requirement, we have

$$
\begin{aligned}
& \operatorname{Eval}\left(0, x_{0}, r_{0},\left(m_{0}, m_{1}\right)\right)+\operatorname{Eval}\left(1, x_{1}^{\prime \prime}, r_{1}^{\prime \prime},\left(m_{0}, m_{1}\right)\right)=f\left(x_{0}, x_{1}^{\prime \prime}\right), \\
& \operatorname{Eval}\left(0, x_{0}^{\prime}, r_{0},\left(m_{0}, m_{1}\right)\right)+\operatorname{Eval}\left(1, x_{1}^{\prime \prime}, r_{1}^{\prime \prime},\left(m_{0}, m_{1}\right)\right)=f\left(x_{0}^{\prime}, x_{1}^{\prime \prime}\right),
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\operatorname{Eval}\left(0, x_{0}, r_{0},\left(m_{0}, m_{1}\right)\right)-\operatorname{Eval}\left(0, x_{0}^{\prime}, r_{0},\left(m_{0}, m_{1}\right)\right)=f\left(x_{0}, x_{1}^{\prime \prime}\right)-f\left(x_{0}^{\prime}, x_{1}^{\prime \prime}\right) \tag{6}
\end{equation*}
$$

Since $x_{1}^{\prime \prime}$ was arbitrary, it follows that the function $f\left(x_{0}, \cdot\right)-f\left(x_{0}^{\prime}, \cdot\right)$ is constant on $\mathcal{X}_{1}$, contradicting the non-redundancy of $f$. Hence the statement holds.

- Lemma 14. For all $b \in\{0,1\}, r_{b} \in \mathcal{R}_{b}, x_{\bar{b}} \in X_{\bar{b}}$, and $\left(m_{0}, m_{1}\right) \in \mathcal{M}_{0} \times \mathcal{M}_{1}$, there exists $r_{\bar{b}} \in \mathcal{R}_{\bar{b}}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\left(m_{0}, m_{1}\right) \in S_{x_{\bar{b}}, r_{\bar{b}}}^{\bar{b}}$.

Proof. We prove the statement for the case of $b=0$; the other case $b=1$ is similar. By the non-redundancy of the randomness space, there is an $r_{1}^{\prime} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}^{\prime}\right) \in \mathcal{C} \mathcal{R}$. By Lemma 13, there is $\left(x_{0}^{\prime}, x_{1}^{\prime}\right) \in \mathcal{X}_{0} \times \mathcal{X}_{1}$ such that $\left(m_{0}, m_{1}\right)=T_{r_{0}, r_{1}^{\prime}}\left(x_{0}^{\prime}, x_{1}^{\prime}\right)$. Therefore we have $\left(r_{0},\left(m_{0}, m_{1}\right)\right) \in\left\{\left(r^{*}, T_{r^{*}, r^{* *}}\left(x_{0}^{\prime}, x_{1}^{\prime}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}$, while this set is equal to $\left\{\left(r^{*}, T_{r^{*}, r^{* *}}\left(x_{0}^{\prime}, x_{1}\right)\right)\right\}_{\left(r^{*}, r^{* *}\right) \in \mathcal{C R}}$ by the security requirement. This implies that there is an $r_{1} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$ and $T_{r_{0}, r_{1}}\left(x_{0}^{\prime}, x_{1}\right)=\left(m_{0}, m_{1}\right)$, therefore $\left(m_{0}, m_{1}\right) \in S_{x_{1}, r_{1}}^{1}$ by Lemma 12. Hence the statement holds.

- Lemma 15. For all $\left(m_{0}, m_{1}\right) \in \mathcal{M}_{0} \times \mathcal{M}_{1}, b \in\{0,1\}$, and $r_{b} \in \mathcal{R}_{b}$, there exists a unique $x_{b} \in \mathcal{X}_{b}$ such that $g_{x_{b}, r_{b}}^{b}\left(m_{\bar{b}}\right)=m_{b}$.

Proof. We prove the statement for the case of $b=0$; the other case $b=1$ is similar. First, we prove the existence. By definition, $g_{x_{0}, r_{0}}^{0}\left(m_{1}\right)=m_{0}$ holds if and only if $\left(m_{0}, m_{1}\right) \in S_{x_{0}, r_{0}}^{0}$. Let $r_{1} \in \mathcal{R}_{1}$ satisfy $\left(r_{0}, r_{1}\right) \in \mathcal{C} \mathcal{R}$. From Lemma 13 , there exists $\left(x_{0}, x_{1}\right) \in \mathcal{X}_{0} \times \mathcal{X}_{1}$ such that $T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)=\left(m_{0}, m_{1}\right)$. From Lemma 12, $S_{x_{0}, r_{0}}^{0}$ contains $T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)$ and this proves the existence.

Then, we prove the uniqueness. Suppose on the contrary that there exist $x_{0} \neq x_{0}^{\prime} \in \mathcal{X}_{0}$ such that $g_{x_{0}, r_{0}}^{0}\left(m_{1}\right)=g_{x_{0}^{\prime}, r_{0}}^{0}\left(m_{1}\right)=m_{0}$ and therefore $S_{x_{0}, r_{0}}^{0}$ and $S_{x_{0}^{\prime}, r_{0}}^{0}$ contain $\left(m_{0}, m_{1}\right)$. From Lemma 14, for all $x_{1} \in \mathcal{X}_{1}$, there exists $r_{1} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\left(m_{0}, m_{1}\right) \in S_{x_{1}, r_{1}}^{1}$. Since $\left(m_{0}, m_{1}\right) \in S_{x_{0}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}$ and $\left(m_{0}, m_{1}\right) \in S_{x_{0}^{\prime}, r_{0}}^{0} \cap S_{x_{1}, r_{1}}^{1}$, we have $T_{r_{0}, r_{1}}\left(x_{0}, x_{1}\right)=T_{r_{0}, r_{1}}\left(x_{0}^{\prime}, x_{1}\right)=\left(m_{0}, m_{1}\right)$ from Lemma 12. This contradicts the fact that $T_{r_{0}, r_{1}}$ is bijective (Lemma 13). This proves the uniqueness.

Then, we give a matrix representation of the three requirements for a communicationoptimal secure two-party protocol:

- Theorem 16. Given a communication-optimal secure two-party protocol (Gen, Msg, Eval) for $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ with correlated randomness $C R \subseteq \mathcal{R}_{0} \times \mathcal{R}_{1}$, let $F$ be an $\mathcal{X}_{0} \times \mathcal{X}_{1}$ matrix whose $\left(x_{0}, x_{1}\right)$-th element is $f\left(x_{0}, x_{1}\right)$. Then, for $b \in\{0,1\}$ and $r_{b} \in \mathcal{R}_{b}$, there exist an $\mathcal{M}_{0} \times \mathcal{M}_{1}$ matrix $A_{b, r_{b}}$ and a bijection $T_{r_{0}, r_{1}}: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathcal{M}_{0} \times \mathcal{M}_{1}$ such that
- for all $\left(r_{0}, r_{1}\right) \in \mathcal{C R}, A_{0, r_{0}}+A_{1, r_{1}}=T_{r_{0}, r_{1}} \circ F$ holds;
- for all $b \in\{0,1\}, r_{b} \in \mathcal{R}_{b}, x_{\bar{b}} \in \mathcal{X}_{\bar{b}}$ and $\left(m_{0}, m_{1}\right) \in \mathcal{M}_{0} \times \mathcal{M}_{1}$, there exists $r_{\bar{b}} \in \mathcal{R}_{\bar{b}}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $\left(m_{0}, m_{1}\right) \in S_{x_{\bar{b}}, r_{\bar{b}}}^{\bar{b}}$.
Here, $T_{r_{0}, r_{1}} \circ F$ is an $M_{0} \times \mathcal{M}_{1}$ matrix whose $\left(m_{0}, m_{1}\right)$-th element is equal to $T_{r_{0}, r_{1}}^{-1}\left(m_{0}, m_{1}\right)$-th element of $F$.

Note that, roughly speaking, the optimality requirement corresponds to $T_{r_{0}, r_{1}}$ being a bijection, the correctness requirement corresponds to the first condition of the theorem, and the security requirement corresponds to the second condition of the theorem.

Proof. Eval $\left(b, x_{b}, r_{b},\left(m_{0}, m_{1}\right)\right)$ is determined by $\left(m_{0}, m_{1}, r_{b}\right)$ since $x_{b}$ is uniquely determined by $\left(m_{0}, m_{1}, r_{b}\right)$ from Lemma 15. Let $A_{b, r_{b}}$ be an $\mathcal{M}_{0} \times \mathcal{M}_{1}$ matrix whose ( $m_{0}, m_{1}$ )-th element is equal to $\operatorname{Eval}\left(b, x_{b}, r_{b},\left(m_{0}, m_{1}\right)\right)$. Note that $T_{r_{0}, r_{1}}$ is bijective from Lemma 13.

The first condition is deduced from the correctness requirement and the definition of $A_{b, r_{b}}$ and $T_{r_{0}, r_{1}}$. The second condition is the same as Lemma 14.

### 5.2 Lower Bound

We prove the $\Omega(N)$-bit lower bound for the function $f:[N] \times[N] \rightarrow\{0,1\}^{2}$ defined in Section 4.2. That is, we prove that any communication-optimal secure two-party protocol for $f$ needs $\Omega(N)$-bit CR.

In the rest of this section, we write $[N]$ instead of $\mathcal{X}_{b}$ and $\mathcal{M}_{b}$. We consider the lower bound for the size of $P_{0}$ 's CR (i.e., $\log \left|\mathcal{R}_{0}\right|$ ); the lower bound for the size of $P_{1}$ 's CR is similar. We use the notation $A_{b, r_{b}}$ for representing $N \times N$ matrices whose existence is guaranteed by Theorem 16, and as in Section 4.2, we focus on the first bit and use the same notation $A_{b, r_{b}}$ and $F$. Then we have $F=\Delta^{N \times N}(0,0)$ in the current setting.

First, we prove the following theorem:

- Theorem 17. Suppose that $r_{0} \in \mathcal{R}_{0}$ satisfies $(0,0) \in S_{0, r_{0}}^{0}$. Then, for all $i \in[N-1]$, there exists $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that
- $(0,0) \in S_{0, r_{0}^{\prime}}^{0}$.
- The $(N-1) \times 1$ submatrix at the bottom left corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $\Delta^{(N-1) \times 1}(i, 0)$.

Proof. Let $B_{b, r_{b}}$ be the $(N-1) \times 1$ submatrix at the bottom left corner of $A_{b, r_{b}}$. From the definition of the operation $\circ, T_{r_{0}, r_{1}} \circ F$ is equal to $\Delta^{N \times N}\left(T_{r_{0}, r_{1}}(0,0)\right)$. From Theorem 16 , there exists $r_{1} \in \mathcal{R}_{1}$ such that $\left(r_{0}, r_{1}\right) \in \mathcal{C R}$ and $(i+1,0) \in S_{0, r_{1}}^{1}$, and there exists $r_{0}^{\prime \prime} \in \mathcal{R}_{0}$ such that $\left(r_{0}^{\prime \prime}, r_{1}\right) \in \mathcal{C R}$ and $(i+1,0) \in S_{0, r_{0}^{\prime \prime}}^{0}$. Let $M:=([N] \times[N]) \backslash\{(m, 0) \mid m=1, \ldots, N-1\}$.

From the definition of $S_{0, r_{0}}^{0}$ and the assumption that ( 0,0 ) belongs to $S_{0, r_{0}}^{0}, g_{0, r_{0}}^{0}(0)=0$ and $S_{0, r_{0}}^{0}$ is equal to $\{(0,0)\} \cup\left\{\left(g_{0, r_{0}}^{0}(m), m\right)\right\}_{m=1, \ldots, N-1} \subseteq M$. Therefore, from Lemma 12, we have $T_{r_{0}, r_{1}}(0,0) \in S_{0, r_{0}}^{0} \cap S_{1, r_{1}}^{1} \subseteq M$ and $B_{0, r_{0}}+B_{1, r_{1}}$ is the zero matrix. Also, $T_{r_{0}^{\prime \prime}, r_{1}}(0,0)=$ $(i+1,0)$ since $(i+1,0) \in S_{0, r_{0}^{\prime \prime}}^{0} \cap S_{0, r_{1}}^{1}$. Therefore, $B_{0, r_{0}^{\prime \prime}}+B_{1, r_{1}}$ is equal to $\Delta^{(N-1) \times 1}(i, 0)$ and we have

$$
B_{0, r_{0}}+B_{0, r_{0}^{\prime \prime}}=\left(B_{0, r_{0}}+B_{1, r_{1}}\right)+\left(B_{0, r_{0}^{\prime \prime}}+B_{1, r_{1}}\right)=\Delta^{(N-1) \times 1}(i, 0)
$$

Let $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in S_{0, r_{0}^{\prime \prime}}^{0} \backslash\{(i, 0)\}$. Note that $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in M$ since $S_{0, r_{0}^{\prime \prime}}^{0} \backslash\{(i, 0)\}$ is equal to $\left\{\left(g_{0, r_{0}^{\prime \prime}}^{0}(m), m\right)\right\}_{m=1, \ldots, N-1} \subseteq M$. From Theorem 16 , there exists $r_{1}^{\prime} \in \mathcal{R}_{1}$ such that $\left(r_{0}^{\prime \prime}, r_{1}^{\prime}\right) \in \mathcal{C R}$ and $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in S_{0, r_{1}^{\prime}}^{1}$, and there exists $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that $\left(r_{0}^{\prime}, r_{1}^{\prime}\right) \in \mathcal{C} \mathcal{R}$ and $(0,0) \in S_{0, r_{0}^{\prime} .}^{0}$. From Lemma 12 and the fact that $\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in S_{0, r_{0}^{\prime \prime}}^{0} \cap S_{0, r_{1}^{\prime}}^{1}$, we have $T_{r_{0}^{\prime \prime}, r_{1}^{\prime}}(0,0)=\left(m_{0}^{\prime}, m_{1}^{\prime}\right) \in M$ and $B_{0, r_{0}^{\prime \prime}}+B_{1, r_{1}^{\prime}}$ is the zero matrix. Also, from the definition of $S_{0, r_{0}^{\prime}}^{0}$ and the fact that $(0,0) \in S_{0, r_{0}^{\prime}}^{0}, S_{0, r_{0}^{\prime}}^{0}$ is equal to $\{(0,0)\} \cup\left\{\left(g_{0, r_{0}^{\prime}}^{0}(m), m\right)\right\}_{m=1, \ldots, N-1} \subseteq$ $M$. From Lemma 12, we have $T_{r_{0}^{\prime}, r_{1}^{\prime}}(0,0) \in S_{0, r_{0}^{\prime}}^{0} \cap S_{0, r_{1}^{\prime}}^{1} \subseteq M$ and $B_{0, r_{0}^{\prime}}+B_{1, r_{1}^{\prime}}$ is the zero matrix. Therefore, $B_{0, r_{0}^{\prime \prime}}+B_{0, r_{0}^{\prime}}=\left(B_{0, r_{0}^{\prime \prime}}+B_{1, r_{1}^{\prime}}\right)+\left(B_{0, r_{0}^{\prime}}+B_{1, r_{1}^{\prime}}\right)$ is the zero matrix.

Hence, $B_{0, r_{0}}+B_{0, r_{0}^{\prime}}=\left(B_{0, r_{0}}+B_{0, r_{0}^{\prime \prime}}\right)+\left(B_{0, r_{0}^{\prime \prime}}+B_{0, r_{0}^{\prime}}\right)$ is equal to $\Delta^{(N-1) \times 1}(i, 0)$, and therefore $r_{0}^{\prime}$ satisfies the conditions of the statement.

Using Theorem 17 sequentially, we have the following corollary:

- Corollary 18. Suppose that $r_{0} \in \mathcal{R}_{0}$ satisfies $(0,0) \in S_{0, r_{0}}^{0}$. Then, for all $M \in$ $\{0,1\}^{[N-1] \times[1]}$, there exists $r_{0}^{\prime} \in \mathcal{R}_{0}$ such that
- $(0,0) \in S_{0, r_{0}^{\prime}}^{0}$.
- The $(N-1)^{\prime} \times 1$ submatrix at the bottom left corner of $A_{0, r_{0}}+A_{0, r_{0}^{\prime}}$ is equal to $M$.

Proof. We can prove this corollary similarly to Corollary 10.
The lower bound of the size of $P_{0}$ 's CR is derived from Corollary 18:

- Corollary 19. The size of $C R$ delivered to $P_{0}$ is $\Omega(N)$ bits. More concretely, it is greater than or equal to $N-1$ bits.

Proof. We can prove this corollary similarly to Corollary 11.
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## A Reduction to Protocol for Non-Redundant Function

In this section, we reduce a protocol for $f: \mathcal{X}_{0} \times \mathcal{X}_{1} \rightarrow \mathbb{G}$ to a protocol for a non-redundant function $f^{\prime}$. We define the binary relations ' $\sim$ ' on $\mathcal{X}_{0}$ as follows: $x_{0} \sim x_{0}^{\prime}$ if and only if $f\left(x_{0}, \cdot\right)-f\left(x_{0}^{\prime}, \cdot\right): \mathcal{X}_{1} \rightarrow \mathbb{G}$ is constant. Note that is an equivalence relation. Let $\mathcal{X}_{0}^{\prime} \subseteq \mathcal{X}_{0}$ be a complete system of representatives, and let $\phi_{0}$ be the natural sujection $\mathcal{X}_{0} \rightarrow \mathcal{X}_{0}^{\prime}$. By the definition, $f(x, \cdot)-f(\phi(x), \cdot): \mathcal{X}_{1} \rightarrow \mathbb{G}$ is constant and we denote $h_{0}(x)$ as the constant. Similarly, we define $\mathcal{X}_{1}^{\prime}, \phi_{1}$, and $h_{1}(x)$.

Let $f^{\prime}: \mathcal{X}_{0}^{\prime} \times \mathcal{X}_{1}^{\prime} \rightarrow \mathbb{G}$ be a restriction of $f$. Note that $f^{\prime}$ is non-redundant. Then, we can construct a two-party protocol $\Pi$ for $f$ from a two-party protocol $\Pi^{\prime}$ for $f^{\prime}$ with the same CR size, the number of rounds, and the communication complexity: $\Pi\left(x_{0}, x_{1}\right)$ computes $\left(g_{0}, g_{1}\right) \leftarrow \Pi^{\prime}\left(\phi_{0}\left(x_{0}\right), \phi\left(x_{1}\right)\right)$ and outputs $\left(g_{0}+h_{0}\left(x_{0}\right), g_{1}+h_{1}\left(x_{1}\right)\right)$. CR size, the number of rounds, and the communication complexity of $\Pi$ is the same as $\Pi^{\prime}$ and the security, and $\Pi$ is secure when $\Pi^{\prime}$ is secure.


[^0]:    ${ }^{1}$ It is still an open problem whether it is possible to make the communication complexity sublinear in the circuit size in the setting that the time complexity (and therefore the size of CR) is polynomial in the input length.

[^1]:    2 Though they only considered the computational security, their reduction can be applied also in the information-theoretic setting.

