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Abstrak 

Ketersediaan data saat ini telah menjadi aset besar bagi penelitian yang digunakan untuk berbagai keperluan seperti 
untuk pembelajaran mesin. Salah satu metode pembelajaran mesin dasar untuk pemrosesan bahasa alami adalah 
bag-of-words. Masalah dalam penelitian ini adalah sulitnya mengklasifikasikan teks karena teks masih memiliki 
karakteristik yang tidak terstruktur, sehingga penelitian ini akan menerapkan model untuk mengklasifikasikan 
bahasa teks. Teks akan ditempatkan dalam empat kategori, Inggris, Indonesia, Jerman dan Perancis. Penelitian 
dilakukan dengan menggunakan Bag-of-words dan Multilayer Perceptron untuk mengatasi masalah pembelajaran 
mesin terawasi ini. Penggunaan Bag-of-words untuk melakukan representasi teks untuk pola yang sederhana, 
pemrosesan yang mudah, dan kinerja yang baik. Di sisi lain, perceptron multilayer memiliki kemampuan untuk 
mempelajari pola data yang kompleks dalam bentuk gambar, teks, atau video. Penelitian ini akan mengumpulkan 
data dengan menggunakan teknik text mining yaitu crawling media sosial Twitter sebanyak 4000 record data. 
Penelitian ini menghasilkan model dengan akurasi 98 persen dengan loss 0,14 persen yang menunjukkan kinerja 
model yang baik dalam mengklasifikasikan bahasa berdasarkan data teks. 
Kata kunci: klasifikasi teks, multilayer perceptron, bag-of-words, model pembelajaran mesin 
 

Abstract 
The availability of data today has become a great asset for research that is used for various purposes such as for machine 
learning. One of the basic machine learning methods for natural language processing is bag-of-words. The problem in 
this study is the difficulty in classifying texts because texts still have unstructured characteristics, so this study will apply 
a model to classify the language of texts. Texts will be placed in four categories, English, Indonesian, German and French. 
Research was conducted using Bag-of-words and Multilayer Perceptron to solve this supervised machine learning 
problem. The use of Bag-of-words to perform text representation for simple patterns, easy processing and good 
performance. On the other hand, a multilayer perceptron has the ability to study complex data patterns in the form of 
images, text or videos. This study will collect data using text mining techniques, namely crawling Twitter social media 
as many as 4000 data records. This study produces a model with an accuracy of 98 percent with a loss of 0.14 percent 
which shows good model performance in classifying languages based on text data. 
Keywords: text classification, multilayer perceptron, bag-of-words, machine learning model 
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I. INTRODUCTION 

Moment interference is happening in the brain when multilingual communication takes place (Grundy 
et al., 2017);(Liu et al., 2019);(García et al., 2017). Switching language from one to another is resulting in a 
dynamic interaction that affects both the speaker and listener. Furthermore, studies said that there is an 
occurrence of general adaptation when switching language on cross-language communication(Wang et al., 
2022)(Lubis et al., 2022b). Communication nowadays happens through offline and online media, let it by 
face-to-face, text-based or even video call. Twitter is one of the text-based social media that publishes more 
than 6000 tweets every second (Shrivastava & Kumar, 2021);(Al-Khowarizmi et al., 2017). Many researchers 
have an eye on natural language processing (NLP) to find out more about how the machine understands 
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texts, analyze sentiment, classify, filter, summarize text and many more(Ishihara, 2021);(Yan et al., 
2020);(Jeremy & Suhartono, 2021). Understanding text can be done with various methods. For example, 
machine learning that has multiple approaches to solve complicated problems. Here we will present two 
methods, Bag-of-words (BoW) and Multilayer Perceptron (MLP) to create a model that can do text 
classification to predict language of twitter data(Cai, 2021);(Lubis et al., 2022a). The use of these methods 
comes from the ability of the BoW to put text into fixed-size matrices on text with different lengths and MLP 
that can optimize parameters of text to find the best result for the prediction. The classification will be based 
on twitter data and will be divided into 4 languages, English, Bahasa Indonesia, German and France. 
Tensorflow is used to do the alghoritm of chosen machine learning methods. All learning process is prepared 
and ran in google colab. To learn more about the model, the python library Shapely Additive Explanation 
(SHAP) is used. This paper is structured as follows; the methodology section presents the elaboration of 
machine learning, BoW and multilayer perceptron. Proposed model section is about how the data collected 
and how the model created. The results and discussion section will show the model and its analysis. The last 
section is about the conclusion of this research. 

 

II. LITERATURE REVIEW 

A. Related Research 

Based on previous research that has been done using the Bag-of-words technique and multilayer 
perceptron in language classification based on text data, there are studies as follows: 

1. Previous research conducted by (Balamurali & Ananthanarayanan, 2020) applying Bag-of-words to 
extract text data will then collect data and apply it to the field of sentiment analysis using a 
multilayer perceptron which generates a model by generating word diagrams with word 
assessment modeling which is useful for the field of sentiment analysis 

2. Previous research conducted by (Hájek, 2018) doing a combination of Bag-of-words and manual 
annotations in the field of sentiment to make stock predictions, this study produces a model that 
can make predictions with a combination of Bow can improve accuracy 

3. Previous research conducted by (Diera et al., 2022) conducted a comparison of word extraction 
techniques such as bag-of-words, sequences and graphs in classifying single and multi-data words. 
The results of this study produce accuracy in each word representation 

4. Previous research conducted by (Galke & Scherp, 2021) classify questions that apply a feature 
extraction model, namely bag-of-words, sequences and graphs. This study produces a kmodel that 
can classify questions related to data authenticity 

5. Previous research conducted by (Araujo et al., 2020) carry out the implementation of Bag-of-words 
which will be combined with text preprocessing on unstructured data then will apply models from 
machine learning to carry out classifications, this research produces 93% accuracy in using Bag-of-
words which will be combined with text preprocessing 

 

B. Bag-Of-Words (BoW) 

Bag-of-words is a fixed-sized input vector that transforms text with different length(Ofer et al., 2021). 
It can normalize vectors to show frequencies of every token (word) known as most-used-words. This 
method is a good predictor for supervised learning on classification problem. However, it may ignore the 
structure of the sentences that make this method not suitable for semantic problems. BoW works in 4 steps, 
which are accepting input documents, cleaning the text, tokenizing texts into matrices and creating vector 
that contain most-used-words and indicator of weather the word is happening on the text or not. Table I 
showing the illustration of how the BoW created matrices of text by the occurrence of words in the sentences. 
Words “de, die, ich, aku, ini, the” are the most-used-words. Number 1 indicates that words occur in the text 
and 0 says the opposite. This is how the fixed-sized matrices are created 
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Tabel 1 Example of Most-used-words BoW 

tweet 
Most-used-words 

de die ich aku ini the 
kopf hoch ich hoffe es ist 

nicht all zu schlimm da ist 
die wl und fifa natrlich 

unwichtig hingegen 

0 1 1 0 0 0 

Heres a song for you the 
naughty ride ( feat major 

lazer) via spotify 
0 0 0 0 0 1 

Pourquoi elle la appuy sur la 
pdale de frein cette conasse 

1 0 0 0 0 0 

Sini kak cek di turnitin 
haloo aku open jasa cek 

plagiasi 
0 0 0 1 0 0 

 
C. Multilayer Perceptron (MLP) 

Multilayer perceptron is a machine learning algorithm that contains an input layer, one or more 
hidden layer and an output layer. There are nodes in every layer of the network. Every node in each layer is 
connected to the next one as shown on Fig 1. Each node has their own weight and bias(Turkoglu & Kaya, 
2020);(Feng et al., 2020).  

 

Figure 1 MLP network 

 MLP uses an activation function to put the output on to the label that is declared in advance for the 
supervised learning problems. The multilayer perceptron formula shown below has weight and bias as the 
parameter. Research has shown that this method has good performance on classification and pattern 
learning(Heidari & Shamsi, 2019);(Sharma et al., 2022);(Opěla et al., 2021). 

g ( ∑ wij xi+ bj
R
i=1  )           (1) 

Where, 
g  : activation function 
i  : input layer 
R : total data 
j : hidden layer 
wij : weight on layer i, hidden layer j 
xi  : neuron layer i 
bj : bias layer j 
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III. PROPOSED MODEL 

Bag-of-words (BoW) is creating the vector to be used as the input layer of the Multilayer Perceptron. 
MLP is designed with one hidden layer and the sigmoid as the activation function. The data are taken from 
twitter API that contains 4000 tweets in four different languages 

A. Collecting data 

Data are collected by using python with the twitter developer account. As we register a new project 
in the portal, key and token will be given. It is used for authentication to the application programming 
interface. After that, tweepy library is used to fetches and cleans the data. Cleaning the data mean removing 
the mention and hashtag of the tweet data. Then the data will be saved into csv format file. Fig 2 shows 
process of gathering data and Fig 3 is sample data from twitter API 

 

Figure 2 Collecting data flowchart 

Caption in Figure 2 explains that data collection will use techniques from text mining which will use 
crawling data to obtain data from Twitter social media, technically will input tokens on Twitter social media 
to obtain data. After the data is obtained, data cleaning will be carried out by applying preprocessing text 
which consists of case folding, stop words, tokenizing then the file will be saved in csv format 

 

Figure 3 Data 
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B. Creating Model 

Figure 2 shows the process of building the model. It is programmed in Google Cloud Service (GCS) 
with python and tensorflow. Tensorflow provides machine learning algorithms that can be used to build 
models. Data from twitter will be split into training and testing data with a ratio of 80:20 percent. After that, 
data will be processed in custom BoW class to transform the text into matrices. Then a model will be created 
with tensorflow that contains an input layer, a hidden layer and an output layer. The summary of the model 
is shown at Fig 5. Then data are ready to train and the result is shown at Fig 4 

 

Figure 3 Model Proposed 

Caption in figure 3 is a model that will be submitted to be able to carry out language classification, in 
figure 3 there are steps for inputting data to read tweet data then labeling the data after that the process of 
dividing training and testing data is carried out then text data will be processed with the Bow model after 
feature extraction is obtained by applying a multilayer perceptron to classify languages based on text data. 
The following is the training process for the multilayer perceptron model which is shown in Figure 4 below 

 

 Figure 4 process training 
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IV. RESULT AND DISCUSSION 

A. Model Analysis 

Fig 5 shows the impact of words on the model with average magnitude from 0 to 5%. The plot says 
that the most common word in the tweet data is “de”. It is used to make prediction the most. The model has 
picked 200 most-used-words to make decision for the prediction, Fig 7 is only showing 20 of them. The 
impact value is saved inside the nested array of 4 categoies that represent each language. Each language has 
200 array that represents each most-used-words and its prediction value. The model has a complex 
calculation in the training process 

 

Figure 5 Words impact on classification 

Figure 5 is showing the average impact of the words on a model where 20 words are used as the 
sample of most-used-words with the average magnitude from 0 to 5%. For example, the word “de” is used 
as the main word for model classification with an average value of more than 4% which has the polarity to 
France. As for the word “ich” which has an average impact of 4% as the German, word “aku” with average 
impact of 3.8% as Bahasa Indonesia and word “the” with average impact of 3.1% as an English 

 

Figure 6 Word Impact on Bahasa Indonesia 
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Figure 6 is a plot that shows the word impact classification in Bahasa Indonesia. The word “aku, ini, 
itu, dia, kamu, dia, yang” has the positive impact. This helps the predictor to put tweets that contain those 
words to classify as Bahasa Indonesia. As for the negative value for the word “de, ich et, die, to, in, "nicht“ 
means that they are not Bahasa Indonesia 

 

Figure 7 Word Impact on English 

Plot in figure 7 is the opposite of figure 6. It shows the average impact of words in English. The word 
the” has a positive value with the average magnitude between 0 to 0.012 of all data value that means it can 
be classified as English 

 

Figure 8 Word Impact on German 
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Figure 9 Word Impact on France 
 

Plot at figure 8 and 9 show most used words to help classify the tweet. This plot put words “ich, die, 
nicht, und, das, ist, der, auth, in, dies” to German and words “de, et, moi, la, cette, le, elle, un, bien, je, que, 
pour” to France. Figure 10 and 11 shows the accuracy and loss value of the model. Loss plot shows decreasing 
number of values on each epoch and on the other hand, the value of accuracy plot keeps increasing on each 
epoch. It is indicating the good performance of the model. 

 

 

Figure 10 Model Accuracy 
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Figure 11 model Loss Accuracy 

Fig 10 and Fig 11 shows the accuracy and loss value of the model. Loss plot shows decreasing number 
of values on each epoch and on the other hand, the value of accuracy plot keeps increasing on each epoch. It 
is indicating the good performance of the model. The model created has reached 99% accuracy and loss 
value of 0.14 which means that the model has a very good performance on text classification. This research 
can be used to make changes from unstructured text data using a model that the author built using the 
concept of machine learning 

 

V. DISCUSSION 

This study will use data originating from social media Twitter, data collection will be carried out using 
text mining stages with crawling techniques on Twitter social media which will retrieve 4000 data, then this 
research will use one of the basic natural language machine learning methods. processing, namely pockets 
of words. This study conducts language classification based on text data which will be placed into four 
categories, English, Indonesian, German and French. Using Bag-of-words to represent text into simple 
patterns, easy processing, and good performance. On the other hand, a multilayer perceptron has the ability 
to study complex data patterns in the form of images, text or videos. This study uses parameters such as 
epoch values, activation values, loss values, and the number of layers which produce a model with an 
accuracy of 98 percent with a loss of 0.14 percent which shows good model performance in classifying 
languages based on text data. 

 

VI. CONCLUSION 

The model created has reached 99% accuracy and loss value of 0.4% which means that the model has 
a very good performance on text classification. The research can be used as reference or further study and 
comparison on machine learning algorithms. Change of data, slang, cleaning data techniques and different 
methods of machine learning can be applied as the next topic for future research. 
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