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Abstrak

Perkembangan fintech telah mendorong pertumbuhan pesat e-wallet seperti Flip, yang menawarkan solusi praktis
untuk transfer antarbank tanpa biaya administrasi. Ulasan pengguna di Play Store sangat penting untuk memahami
pengalaman pengguna. Penelitian ini menggunakan analisis sentimen berbasis aspek (ABSA) dengan metode SVM
untuk mendeteksi pendapat, persepsi, dan ulasan terkait aspek kecepatan, keamanan, dan biaya aplikasi Flip.
Tujuannya adalah memberikan wawasan berharga kepada pengguna dan perusahaan mengenai pengalaman mereka
dalam melakukan transaksi keuangan dengan Flip. Penelitian ini menggunakan dataset yang terdiri dari 13.500 data
yang telah diproses dan dibersihkan, diikuti dengan vektorisasi TF-IDF. Data dibagi menjadi set pelatihan dan
pengujian, menggunakan teknik seperti pemisahan latihan-ujian dan validasi silang K-Fold untuk menilai kinerja
model. Analisis GridSearch menunjukkan bahwa kombinasi parameter tertentu, khususnya C=1.0 dan test_size=0.1,
menghasilkan akurasi tinggi untuk semua aspek, dengan kernel linear memberikan akurasi tertinggi secara
keseluruhan. Evaluasi model dilakukan menggunakan confusion matrix dan classification report, yang menyajikan
akurasi, presisi, recall, dan skor F1 untuk setiap aspek. Secara mencolok, model Mesin Vector Pendukung (SVM)
menunjukkan kinerja baik, terutama dalam aspek kecepatan, keamanan, dan biaya, di mana aspek biaya
menunjukkan hasil yang sangat kuat. Secara ringkas, penelitian ini menggunakan ABSA untuk menganalisis ulasan
aplikasi Flip, dengan model Mesin Vector Pendukung menunjukkan kinerja mengesankan dalam berbagai aspek,
memberikan wawasan berharga bagi pengguna dan perusahaan yang menggunakan layanan transaksi keuangan
Flip.

Kata Kunci: analisis sentimen berbasis aspek, support vector machine, ulasan, flip

Abstract

The development of fintech has driven the rapid growth of e-wallets like Flip, offering a convenient solution for interbank
transfers without administrative fees. User reviews on the Play Store serve as crucial feedback for understanding the
user experience. This research utilizes aspect-based sentiment analysis (ABSA) in combination with the SVM method to
detect opinions, perceptions, and reviews pertaining to Flip's speed, security, and cost aspects. The objective is to provide
valuable insights to both users and companies regarding their experiences with Flip in conducting financial transactions.
The study employs a dataset comprising 13,500 preprocessed and cleansed data points, followed by TF-IDF
vectorization. The data is divided into training and testing sets, utilizing techniques such as the train-test split and K-
Fold Cross Validation to assess model performance. GridSearch analysis reveals that specific parameter combinations,
notably C=1.0 and test_size=0.1, yield high accuracy across all aspects, with the linear kernel displaying the highest
overall accuracy. Model evaluation is conducted using the confusion matrix and classification report, presenting
accuracy, precision, recall, and F1-scores for each aspect. Notably, the Support Vector Machine model performs well,
particularly in the speed, security, and cost aspects, where the cost aspect demonstrates exceptionally strong results. In
summary, this study employs ABSA to analyze Flip application reviews, with the Support Vector Machine model
showcasing impressive performance across various aspects, providing valuable insights for users and companies
engaging with Flip's financial transaction services.
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I. INTRODUCTION

The advent of the digital era has brought innovation in day-to-day financial transactions through the
use of fintech (Arner et al,, 2015). A survey by the Ministry of Communication and Information Technology
shows that 65.4% of respondents frequently use digital wallets (Ameliah et al, 2021). Based on an
independent survey by Wise and JAKPAT, it is known that 70% of respondents admit that high costs pose
difficulties when sending money. While occasional transactions may not have a significant impact, frequent
transactions can result in substantial expenses due to administrative fees (Wise, 2023). E-wallets, such as
Flip, provide the convenience of interbank transfers without administrative fees for transfers below
Rp5,000,000 (Flip, 2023). However, despite Flip's advantage in reducing administrative costs, there are
several shortcomings that need to be considered. Many user complaints can diminish loyalty, such as
frequent transaction failures, difficult and time-consuming refund processes, inefficiency, poor customer
service with inadequate answers and solutions, slow responsiveness, lack of recommendations to others,
and a number of users uninstalling the Flip app (Harahap et al., 2020). This indicates that the Flip e-wallet
lacks strong customer loyalty. The Flip app is difficult to use and not user-friendly for both new and existing
customers, and it does not provide prompt responses (Harahap et al., 2020). As a result, Flip may lose
customers and face difficulties in acquiring new customers because acquiring new customers is nearly five
times more expensive than retaining existing customers, emphasizing the need to maintain loyalty
(Derakhshanfar & Hasanzadeh, 2016). Therefore, in-depth research is needed to understand the factors
influencing customer decisions to use the Flip app and how the company can enhance the user experience
with the app. Although Flip has the advantage of addressing the administrative cost issue in money transfers,
the company needs to make significant improvements to address the mentioned complaints, enhance
customer loyalty, and reduce the risk of customer churn in the future (Derakhshanfar & Hasanzadeh, 2016).

The Flip app has been downloaded over 10 million times on the Play Store and has a rating of 4.5
based on 422 thousand user reviews (Play, 2022). The sentiment analysis can be depicted through the rating
count on the Play Store, but it does not provide a detailed understanding of the users' app experience.
Therefore, Aspect-based Sentiment Analysis (ABSA) is conducted based on the summary of user reviews of
Flip. Negative and positive sentiments refer to various aspects, and sometimes the given reviews are specific
to certain aspects (Adminlp2m, 2022). Aspect-based Sentiment Analysis or ABSA is a subarea of opinion
mining that allows obtaining more in-depth information about the aspects referred to by users in mining
reviews (Anand & Naorem, 2016). The sentiment analysis using the Aspect-Based Sentiment Analysis
(ABSA) method can obtain more detailed insights into the usage of Flip (Anand & Naorem, 2016). In this
study, the Support Vector Machine (SVM) algorithm is used for sentiment analysis (Brandusoiu & Brand,
2020). This research focuses on user reviews of the Flip app on the Google Play Store and utilizes text mining
techniques for data analysis (Manning et al., 2009). The data preprocessing process is conducted to clean,
normalize, and categorize the data (Adiwijaya, 2006). The results of sentiment analysis using the SVM
algorithm can provide indications of the usage of the Flip app by users (Firdausi et al., 2022).

II. RESEARCH METHOD

A. Conceptual Model

A conceptual model is a design model that depicts the relationships among relevant factors in a
research study and demonstrates their relevance to the research objectives. In this study, three main cycles
are used: the Relevance Cycle, Design Cycle, and Rigor Cycle (Hevner, 2007). The model used in this research
can be illustrated by Figure 1.
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Figure 1 Conceptual Model

The environment of the Flip app consists of users who utilize the application for their financial
transactions. The relevance of users in the context of Flip lies in the business relationship established with
the app, which prompts the need for research and development to enhance user experience. As a result,
aspect-based sentiment analysis using the Support Vector Machine (SVM) algorithm is implemented to gain
insights into the Flip app. This analysis is conducted through text mining methodology, where user reviews
are collected and evaluated using SVM and the Python programming language. Thus, the Flip app users, as
part of the environment, play a crucial role in driving improvements and advancements in the application.
Through aspect-based sentiment analysis with SVM, developers can acquire deeper insights into user
experiences. The text mining methodology, utilizing the SVM algorithm and the Python programming
language, is employed to efficiently gather and evaluate user reviews. With this approach, the Flip app can
continuously be enhanced to better meet users' needs and expectations.

B. Systematic Research

The research framework is divided into three stages: initiation, implementation, and evaluation.
Figure II1.2 presents a diagram illustrating the research framework that will be developed. This diagram
demonstrates how the research will be conducted to perform aspect-based sentiment analysis of Flip
application reviews on the Play Store. Additionally, the research involves data training and data testing, as
well as the pre-processing process and the utilization of the support vector machine method. These steps
have been described to outline the research methodology.
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Figure 2 Systematic Research

The research methodology consists of three key phases: initiation, implementation, and evaluation. In
the initiation phase, the researchers identify the problem by examining user reviews of the Flip app,
understanding the challenges and issues faced by users. They then develop the research objectives to
address these problems and determine the scope and limitations of the study. Additionally, potential
solutions and their benefits are identified to highlight the significance of the research. In the implementation
phase, the researchers collect raw data from user reviews and prepare a dataset for analysis. The collected
data is labeled to classify sentiments expressed in the reviews. Preprocessing techniques, such as text
cleansing, case folding, tokenization, removal of stopwords, and stemming, are applied to enhance the data
quality. The dataset is divided into training and test sets. The training set is used to train a Support Vector
Machine (SVM) model, which is a popular algorithm for text classification. The TF-IDF technique is employed
to transform the dataset, assigning weights to each term based on its importance. The aspect-based
sentiment analysis is implemented using the trained SVM model. In the evaluation phase, the performance
of the aspect-based sentiment analysis model is assessed using evaluation metrics such as accuracy,
precision, recall, and F1-score. These metrics provide insights into the model's effectiveness in classifying
sentiments accurately. The results are analyzed to draw conclusions and implications for the Flip app.
Overall, this research methodology ensures a systematic approach to understand user sentiments, improve
the user experience, and provide valuable insights for the enhancement of the Flip app.

III. RESULT AND DISCUSSION
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A. Data Understanding

The data collection process involves scraping the reviews or comments from the Flip application on
the Play Store. The data is obtained using the scraping technique, which refers to the automated process of
retrieving data from the Play Store using the Python programming language, specifically Google
Colaboratory, integrated with Google Drive as the data storage. The application ID for Flip, "id.flip," is
identified on the Google Play Store. Additionally, parameters such as Lang and country are used to specify
the desired data, such as the Indonesian language ("id") and country. The sorting parameter can be set to
sort. MOST_RELEVANT to arrange the search results or reviews based on their relevance to the Flip
application. The scraping process results in data similar to that shown in Figure XX, consisting of 121,627
entries with 11 columns, including reviewld, userName, userlmage, content, score, thumbsUpCount,
reviewCreatedVersion, at, replyContent, repliedAt, and appVersion. The data scraping process focuses on
extracting the "content" column from the Flip application reviews. Once the content data is collected, it can
be exported as a .CSV file format.

B. Labeling Data

The dataset is in the .CSV file format and consists of 13,500 rows of data and attribute columns. The
dataset is obtained after combining the entire dataset from the reviews of the Flip application on the Play
Store with labels based on their aspect and sentiment. The labels indicate whether the reviews fall into the
categories of security, speed, or cost aspect, and whether they have a positive, negative, or none sentiment.
The scraped data is ready to be processed and classified based on the aspects of speed, security, and cost, as
well as the sentiments of negative, positive, or none. A numerical scale is used to classify the sentiments into
several categories. In sentiment classification using a scale of values 0, 1, and 2, there are three sentiment
categories that can be identified. A sentiment value of 0 indicates that there is no significant aspect related
to the application review, while a sentiment value of 1 signifies a positive perspective with expressions of
satisfaction and praise for the application. On the other hand, a sentiment value of 2 reflects negative
opinions or feelings, including criticism or dissatisfaction towards the application. By utilizing this value
scale, we can classify sentiments into relevant categories based on positive, negative, or none views towards
the application.

Table 1. Example for labeling data

content speed security cost

So far, it has been very helpful to have the
feature of free interbank transfers in the
Flip app. It may be necessary to add a
security menu to enhance the safety of the o) 2 1
application. This would ensure a safer user
experience by incorporating additional
security measures.

The money transfer application with no
administrative fees is indeed convenient,
but there are occasional issues with the
validation process taking too long.
Moreover, if there is an error with the
unique refund code, it can be challenging to
obtain a refund, even after lodging a
complaint.

C. Preprocessing Data

In the previously presented theoretical and methodological framework, the next step is data
preprocessing. In this stage, data cleansing and refinement are performed to ensure that the data used have
good quality by transforming the raw data into a more structured form that is ready for further analysis.

187



Terintegrasi Integrated .
dengan Google with Google Dégia Scsrtaplng Data Labeling
Drive Drive ay slore
. Case Folding &
Stemming HRemove StopwordsH Con\\‘.'veor:dSSIang H Tokenization H Remove }
Punctuation

v Preprocessing Data

>

—

Export Data
Figure 3 Preprocessing Data Flow

1) The preprocessing phase of text data in this study involves several steps to clean and prepare the text for
further analysis. The first step is to convert all text to lowercase and remove punctuation marks using the
‘lower()" method and the ‘replace()” method, respectively. Next, numbers and emojis are removed using
regular expressions with specific patterns. Excessive whitespace is eliminated by matching and replacing
one or more spaces with a single space. Special characters, other than letters, are removed by replacing
them with spaces using regular expressions.

2) After preprocessing, the next step is tokenization, which involves dividing the text into tokens or smaller
parts. This is done to facilitate further text analysis. The Natural Language Toolkit (NLTK) library is
imported to utilize the tokenizer provided by NLTK, and the "RegexpTokenizer" object is created with the
pattern "\w+" to extract each word from the text, ignoring punctuation and spaces.

3) Intext processing, slang words are converted into standard or formal words with the same or equivalent
meaning. This process requires creating a dictionary or list of slang words along with their corresponding
replacements. The purpose is to transform slang text into more formal and understandable text.

4) The subsequent step is removing stopwords, which aims to identify and filter out unnecessary words in
the text. The NLTK library is used to import the stopwords module, which contains a collection of
commonly used words that do not contribute significantly to text processing. In this study, a list of
Indonesian stopwords is downloaded and utilized.

5) The final preprocessing step is stemming, which involves transforming words into their base form by
removing prefixes, suffixes, and inflections. The Sastrawi library in Python is used for stemming based on
the rules of the Indonesian language. The StemmerFactory object is created to generate a stemmer that is
employed for stemming. The swifter package is also utilized to enhance the performance of the stemming
process on the data.

In summary, the preprocessing phase consists of removing punctuation and converting to lowercase,
tokenization, converting slang words, removing stopwords, and stemming. These steps are essential to
prepare the text data for subsequent analysis and to improve the accuracy and effectiveness of the sentiment
analysis conducted in this study.

D. TF-IDF Victorizer

After completing the data preprocessing process, the next step is the TF-IDF Vectorizer process. In TF-
IDF, it is used to highlight words that contribute to the reviews by considering the frequency or occurrence
of words across all the reviews. TF-IDF is capable of identifying relevant and important words in the reviews,
and the result is a weight that indicates the importance of each word in the overall context of the reviews.

E. GridSearch

In the GridSearch process, the data has been divided into a training set and a test set with varying test
ratios. The parameter values to be tested include the "C" value and the kernel function of the Support Vector
Machine (SVM). The process is performed for each test ratio, and the best parameters are saved while
displaying all the parameter combinations along with their corresponding accuracies. The GridSearch
method is conducted with the following combinations of parameters: "C" values of 0.01, 0.1, 1, 10, and 100,
and test ratios of 0.1, 0.2, and 0.3. The results of the parameter combinations obtained using the GridSearch
method, grouped by their kernel types, can be seen in the table provided below:

Table 2. GridSearch Kernel Linear
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C Accuracy
Kecepatan Keamanan Biaya
0.01 0.72 0.81 0.89
0.1 0.87 0.89 0.92
1.0 0.89 0.90 0.93
10 0.87 0.89 0.92
100 0.84 0.88 0.90

C Accuracy
Kecepatan Keamanan Biaya
0.01 0.69 0.82 0.88
0.1 0.86 0.90 0.92
1.0 0.87 0.01 0.93
10 0.85 0.90 0.92
100 0.83 0.89 0.90

C Accuracy

Kecepatan Keamanan Biaya
0.01 0.65 0.82 0.89
0.1 0.85 0.90 0.92
1.0 0.86 0.91 0.93
10 0.85 0.90 0.91
100 0.83 0.89 0.90

Table 3. GridSearch Kernel RBF

C Accuracy
Kecepatan Keamanan Biaya
0.01 0.59 0.81 0.86
0.1 0.84 0.86 0.91
1.0 0.88 0.90 0.94
10 0.89 0.89 0.93
100 0.89 0.89 0.93

C Accuracy

Kecepatan Keamanan Biaya
0.01 0.57 0.82 0.80
0.1 0.82 0.86 0.91
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1.0 0.87 0.91 0.93
10 0.87 0.91 0.93
100 0.87 0.91 0.93

C Accuracy
Kecepatan Keamanan Biaya
0.01 0.56 0.82 0.55
0.1 0.81 0.86 0.91
1.0 0.86 0.01 0.93
10 0.86 0.01 0.93
100 0.86 0.01 0.93
Table 4. GridSearch Kernel Polynomial
C Accuracy
Kecepatan Keamanan Biaya
0.01 0.58 0.81 0.55
0.1 0.66 0.82 0.88
1.0 0.84 0.87 0.91
10 0.84 0.87 0.92
100 0.84 0.86 0.91

C Accuracy
Kecepatan Keamanan Biaya
0.01 0.57 0.82 0.56
0.1 0.64 0.83 0.87
1.0 0.83 0.89 0.90
10 0.83 0.88 0.90
100 0.83 0.88 0.90

C Accuracy
Kecepatan Keamanan Biaya
0.01 0.56 0.82 0.55
0.1 0.62 0.82 0.88
1.0 0.81 0.88 0.90
10 0.82 0.88 0.90
100 0.82 0.87 0.89
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- The Linear kernel performs well across all test sizes. Setting the parameter C to either 1 or 10 yields
good results with high accuracy for the aspects of speed, security, and cost. Choosing the Linear
kernel in SVM can be expected to provide good results in terms of classification accuracy and
modeling.

- The RBF kernel also produces good results, particularly for the speed and security aspects. Setting
C to 1 or 10 leads to high accuracy. However, the RBF kernel may not perform as well for the cost
aspect.

- The Polynomial kernel shows relatively lower performance compared to the Linear and RBF kernels
in the dataset. Although there is some improvement in performance with increasing values of C and
test size, the accuracy remains lower compared to other kernels. Therefore, in the context of using
SVM for this dataset, the Polynomial kernel may not be the optimal choice.

- Although there is no direct impact observed from the test_size values on SVM performance in the
data, it is important to select an appropriate test_size for comprehensive evaluation and validation
of the SVM model.

In conclusion, it can be inferred that when C = 1, the Linear kernel exhibits high accuracy for the speed,
security, and cost aspects. This indicates that SVM with C = 1 has good capabilities in classifying data with
high accuracy for various aspects.

F.  Splitting Data

In the simple data splitting method using train-test split in sklearn, based on the results of the
GridSearch, the optimal combination of parameters is found to be C=1.0 and test_size=0.1. Therefore, in this
simple splitting, we will use similar parameter values as obtained from Table V.

BN Speed
B Security

100001 BN Cost

8000 A

6000 4

4000 1

2000 A

1
Figure 4 Splitting Data

Based on the results of data splitting, the number of test data for each category is as follows: for the
speed category, there are 781 data; for the security category, there are 1,100 data; and for the cost category,
there are 566 data. Furthermore, for the positive sentiment category (value 1), there are 245 data for speed,
76 data for security, and 748 data for cost. On the other hand, for the negative sentiment category (value 2),
there are 324 data for speed, 174 data for security, and 36 data for cost. In conclusion, the distribution of
test data in the speed, security, and cost categories is quite diverse, and there is variation in the number of
data in each sentiment category.

Table 5. Splitting Data

Splitting Data (train_test split)
. Accuracy
e Speed Securitty Cost Average
Train 0.90 0.93 0.95 0.93
Test 0.89 0.90 0.93 0.01

191



Average 0.90 0.92 0.94

The SVM (Support Vector Machine) model used to predict the aspects of speed, security, and cost in
the Flip application demonstrates good accuracy. The training data shows that the SVM model achieves an
accuracy of 0.90 for the speed aspect, 0.93 for the security aspect, and 0.85 for the cost aspect, with an overall
average accuracy of 0.93. In the test data, the SVM model also delivers satisfactory results with an accuracy
of 0.89 for the speed aspect, 0.90 for the security aspect, and 0.93 for the cost aspect, with an overall average
accuracy of 0.91. The analysis of the data reveals that the SVM model is effective in predicting the aspects of
the Flip application with a good level of accuracy. There are variations in the average accuracy among the
aspects of speed, security, and cost, where the cost aspect shows a higher average accuracy compared to
security and speed. This indicates that the SVM model is capable of recognizing relevant patterns in the data
to produce accurate predictions regarding the cost aspect. However, it is important to note that the
evaluation of the SVM model should not solely rely on accuracy but also consider other factors such as
precision, recall, and F1-score, which can provide a more comprehensive understanding of the model's
performance.

G. K-Fold Cross Validation

In the K-Fold Cross Validation method, the data is divided into k subsets or folds. The cross-validation
process with k=10 involves dividing the data into 10 equal-sized folds. In each iteration, one of the 10 folds
is used as the test data, while the other 9 folds are used as the training data. This process is repeated 10
times, so that each fold is used as the test data once. The results of model evaluation using the K-Fold Cross
Validation method can be seen in Table VI.

J—
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lterasi 510 test | K-Fold

Dataset[—spiii > 7| Train
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Test lterasi 8/10 test

lterasi 9/10 test

Iterasi 10/10 test

Figure 5 K-Fold Cross Validation

Table 6. K-Fold Cross Validation

K-Fold Cross Validation
Split Data Kecepatan 1?;:;1;1Crzian Biaya Average
Fold 1 0.88 0.90 0.93 0.90
Fold 2 0.87 0.92 0.93 0.91
Fold 3 0.85 0.91 0.93 0.90
Fold 4 0.87 0.91 0.93 0.90
Fold 5 0.87 0.92 0.94 0.91
Fold 6 0.87 0.91 0.93 0.90
Fold 7 0.87 0.90 0.93 0.90
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Fold 8 0.88 0.91 0.93 0.91
Fold 9 0.85 0.91 0.92 0.89
Fold 10 0.88 0.92 0.93 0.91
Average 0.87 0.91 0.93

It can be analyzed that k-fold cross-validation was performed on the SVM (Support Vector Machine)
model using 10 folds. The accuracy results for each fold show relatively high consistency, with a range of
values between 0.85 to 0.88 for the speed aspect, 0.90 to 0.92 for the security aspect, and 0.92 to 0.94 for the
cost aspect. By using k-fold cross-validation, the performance of the SVM model can be measured more
comprehensively by dividing the data into multiple subsets and repeatedly training and testing the model.
The average accuracy results from all the folds indicate that the SVM model has consistent and high accuracy,
with average values of 0.87 for the speed aspect, 0.91 for the security aspect, and 0.93 for the cost aspect. k-
fold cross-validation also helps evaluate the overall performance of the model, providing a more accurate
understanding of the SVM model's ability to predict the aspects of speed, security, and cost in the application.

H. Evaluation Confusion Matrix & Classifiation Report

Confusion matrix is used to evaluate the performance of a classification model by providing
information about the number of correct and incorrect predictions, as well as how well the model predicts
each target class. The confusion matrix for all aspects is shown in Figure 6, Figure 7, and Figure 8.
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Figure 6 Confusion Matrix Aspect Speed
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Figure 7 Confusion Matrix Aspect Security
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Figure 8 Confusion Matrix Aspect Cost

Overall, SVM performs well in predicting class 0 for all three aspects. However, improvements are
needed in distinguishing between closely related classes and reducing the number of false positives,
particularly in class 1. Further evaluation and parameter tuning can help enhance the performance of SVM
in predicting the aspects of speed, security, and cost.

The purpose of a classification report is to present a comprehensive evaluation of the performance
metrics of a classification model, providing information on how well the model can make predictions and
classify data into the correct classes. Some commonly used evaluation metrics in a classification report
include accuracy, precision, recall, and F1-score.

Table 7. Classification Report for Aspect

Classification report for speed aspect

Class Precision Recall F1-Score Support
o 0.91 0.95 0.93 781
1 0.88 0.84 0.86 245
2 0.83 0.77 0.80 324
Accuracy 0.89 1350
Macro avg 0.87 0.85 0.86 1350
Weighted avg 0.89 0.89 0.89 1350

Classification report for security aspect

Class Precision Recall F1-Score Support
o 0.92 0.96 0.94 1100
1 0.86 0.47 0.61 76
2 0.75 0.70 0.73 174
Accuracy 0.90 1350
Macro avg 0.84 0.71 0.76 1350
Weighted avg 0.90 0.90 0.90 1350

Classification report for cost aspect

Class | Precision | Recall | F1-Score Support
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o 0.93 0.94 0.94 566

1 0.94 0.95 0.94 748

2 0.71 0.28 0.40 36
Accuracy 0.93 1350
Macro avg 0.86 0.72 0.76 1350
Weighted avg 0.93 0.93 0.93 1350

Overall, the SVM model demonstrated good performance in predicting the three evaluated aspects in
this study. The consistent accuracy rate above 0.89 indicates the reliability of the model in making accurate
predictions. However, there were variations in performance across classes, particularly in the security and
cost aspects. The SVM model showed lower performance in predicting class 2 in the cost aspect, indicating
challenges in classifying reviews related to FLIP application costs. The SVM model performed well in
predicting the majority class across all aspects, but improvement is needed in predicting the minority classes
(class 1 and class 2) in some aspects, particularly in the security and cost aspects. In conclusion, this research
highlights the need for adjustments and improvements in the SVM model's performance to enhance the
prediction quality, especially for classes that exhibit lower performance.

IV. CONCLUSION

In this research, the Aspect-Based Sentiment Analysis (ABSA) method was used to analyze reviews of
the Flip application on the Play Store. The goal was to detect opinions, perceptions, and reviews related to
the aspects of security, speed, and cost. The dataset consisted of 13,500 rows of data, which were cleaned
and preprocessed to ensure data quality. The TF-IDF vectorizer was then applied to the data. The data was
split into a training set and a test set for modeling purposes. Both the train-test split method and K-Fold
Cross Validation were used to measure the performance of the model. The results obtained from GridSearch
indicated that the combination of parameter values, particularly C=1.0 and test_size=0.1, provided high
accuracy for all aspects, with the linear kernel yielding the highest accuracy overall. The evaluation was
conducted using a confusion matrix and a classification report, which demonstrated the model's accuracy,
precision, recall, and F1-score for each aspect. The Support Vector Machine model performed well, especially
in the aspects of speed, security, and cost, with the aspect of cost showing particularly strong results.

In summary, the research employed the Aspect-Based Sentiment Analysis method to analyze reviews
of the Flip application. The dataset was preprocessed and split into training and test sets. The modeling
phase involved using both the train-test split method and K-Fold Cross Validation to evaluate the model's
performance. The results obtained from GridSearch indicated that the combination of parameter values with
C=1.0 and test size=0.1 yielded the highest accuracy. The evaluation using a confusion matrix and
classification report showed that the Support Vector Machine model performed well across all aspects, with
the aspect of cost exhibiting particularly strong results.
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