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Towards Better Banking Crisis Prediction: Could an
Automatic Variable Selection Process Improve the

Performance?*

XIANGLONG LIU

Centre of Policy Studies, Victoria University, Melbourne, Victoria, Australia

This study proposes using the Least Absolute Shrinkage and
Selection Operator (LASSO) method with cross-validation to
automate the variable selection process of the conventional
multivariate logit early warning system (EWS), the purpose being
to improve the prediction of systemic banking crises. Using a
dataset covering 23 OECD countries with quarterly data from
1970Q1 to 2018Q3, model performance is evaluated in a recursive
out-of-sample forecasting exercise, taking policy-makers’ prefer-
ence of missed crises and false alarms into account. The results
suggest that the automatic variable selection process can enhance
the predictive performance of the EWS. It also highlights the
importance of extracting information from variable interactions and
lags that may not be easily identified and accessed by typical
subjective variable pre-selection. This simple approach is easy to
interpret and is transparent, which are important aspects for
effective policy communication. Five variables, namely credit
growth, domestic and global credit gaps, real house price growth
and the real effective exchange rate, are identified as the most
important key indicators of systemic banking crises.

I Introduction
As a result of the devastating economic and

social consequences of the 2007–2008 global
financial crisis (GFC), interest has grown in the
prediction of systemic banking crises. Better
early warning systems (EWSs) are called for to
guide the activation of regulatory policies and
guard against potential systemic events. These
EWSs may draw on, for example, the remarkable
similarities found in the data preceding financial
crises (Reinhart & Rogoff, 2009).
The multivariate logit framework has emerged as

one of themost popularmodels in the context of global
EWS, and it can be used for both explanatory and
forecasting purposes. Intuitively, multivariate EWS
should include indicators that can capture the build-up
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of systemic risk and imbalances in the financial
system. While a wide range of risk indicators and
their different forms exists, EWS studies often select
different sets of indicators based on economic
intuition. However, the traditional intuition-based
variable pre-selection has difficulty in determining
the best set of variables to be included in the model
from a large pool of risk indicators, which can be in
many different forms and variants. This is of particular
concern in the context of systemic event prediction for
two reasons.
First, the choice of risk indicators, together

with the transformations used, such as the growth
rate, deviation from the long-run trend, choices of
global variables, the number of lags and interac-
tion terms, can all have a significant impact on the
performance of the model (Davis & Karim, 2008;
Duca & Peltonen, 2013). However, as systemic
banking crises are rare events in history, the
binary classes in the data structure are heavily
imbalanced. Only a small number of covariates
can be included in the model. If one attempts to
expand the information set by incorporating more
risk indicators to improve the model performance,
it is likely to have an over-fitting problem. It
means the model may fit the limited in-sample
crises too well but lose its out-of-sample predic-
tive power. For example, adding a couple of more
lags and interaction terms to a multivariate logit
EWS could easily lead to a perfect in-sample
prediction, but this over-fitted model will predict
poorly with a different sample.
Second, the optimal set of explanatory vari-

ables should depend on the objective of an EWS.
If the model aims to serve an explanatory
purpose, then the specification should be one that
gives the best in-sample interpretation. If the
model aims to serve a forecasting purpose, then
the selection of predictors should optimise the
out-of-sample performance. Even with the same
modelling technique, a set of variables that
provides good in-sample properties may not lead
to the best out-of-sample prediction performance.
Furthermore, even if the objective of an EWS is

to predict future crises, the model must maintain
good interpretability and transparency, as com-
munication is of key importance to policy-
makers. An EWS should not only have good
predictive capability, but also be such that policy-
makers and the public could interpret it without
difficulties. Models viewed as ‘black-boxes’ by
policy-makers may only have a limited impact
practically. This is particularly relevant for the
recently proposed machine learning methods such

as the ‘Random Forest’, which might sacrifice too
much interpretability and transparency.
In summary, on the one hand, it is very

important, but yet difficult in practice, to select
the right set of predictors from a large pool of
available variables. On the other hand, it is
essential to keep the EWS transparent and inter-
pretable if it is to have impact on policies. To the
best of my knowledge, there has not been any
attempt to systematically formalise the variable
selection process in multivariate logit EWS for
global systemic banking crisis prediction.
Motivated by the need to jointly address these

two issues, this study proposes applying the Least
Absolute Shrinkage and Selection Operator
(LASSO) method with cross-validation to auto-
mate the variable selection process of the
conventional multivariate logit model to better
predict systemic banking crises. LASSO, origi-
nally proposed by Tibshirani (1996), is a model
selection mechanism that drops variables with
small coefficients and only keep the important
predictors that contribute the most to models’
performance. It is specifically designed to address
the over-fitting issue and enhance the prediction
accuracy. Cross-validation is a popular re-
sampling technique to fine-tune the LASSO
method and ensure the selected predictors have
the best out-of-sample forecasting property.
Specifically, one can construct a variable pool

that contains a large number of risk indicators and
their various transformations such as interactions
and lags. The LASSO method with cross-
validation automatically selects a set of predictors
which contains information that jointly has the best
out-of-sample forecasting property from this var-
iable pool to pin down the specification of the
model, which I refer to as the ‘LASSO logit model’.
The empirical analysis is conducted with the

sample covering historical systemic banking
crises of 23 OECD countries over 1970Q1 to
2018Q3. Through a classic pseudo-real-time
recursive out-of-sample forecasting exercise, the
predictive performance of the LASSO logit
models is evaluated and compared with a
benchmark multivariate logit model.
This study adopts the measure of usefulness

proposed by Sarlin (2013) as the evaluation
criteria for model performance comparison. The
measure takes both (i) the preference of the
policy-makers between Type I errors (missing the
crises) and Type II errors (False alarms); and (ii)
the imbalanced frequency of tranquil times and
crises into consideration.
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The results of the out-of-sample prediction
exercise show that the predictive performance of
multivariate logit models can be significantly
improved by the LASSO method with cross-
validation. The enhanced variable selection pro-
cess can take advantage of information from lags
and interaction terms that are not typically used
by conventional approaches and improve the
forecasting performance. It helps the EWS to
produce more useful and accurate signals. The
predictive performance also becomes more stable
under varying policy-makers’ preferences. The
LASSO logit model identifies the most important
predictors for the systemic banking crises to be
domestic credit growth, the domestic and global
credit-to-GDP gaps, real house price growth and
the real effective exchange rate.
The LASSO method with cross-validation is

closely related to systemic event prediction with
machine learning approaches that are recently
proposed in the literature. Manasse and Rou-
bini (2009) pioneer the use of Classification and
Regression Tree to predict sovereign debt crisis.1

Alessi and Detken (2018) and Tanaka et
al. (2016) propose the use of the ‘Random Forest’
technique to construct a completely automatic
EWS for systemic banking crisis prediction.
Introduced by Breiman (2001), the Random
Forest method is a more sophisticated machine
learning method based on classification trees.
As a popular modern classification tree ensem-

ble technique, the Random Forest method often
achieves great in-sample prediction performance
and overcomes the issue of variable pre-selection.
Tanaka et al. (2016) propose the use of it to
predict failures at the level of individual banks,
while Alessi and Detken (2018) focus on predict-
ing systemic banking crises at country level. Both
studies argue that the Random Forest method
achieves better predictive performance than the
conventional approaches. However, it may not be
superior to the conventional multivariate logit
model for three major reasons.
First, by comparing a benchmark logit approach

to several recently proposed machine learning
approaches, Beutel et al. (2019) find that machine
learning methods are outperformed by the conven-
tional logit approach in recursive out-of-sample
evaluations, even though they often attain a very

high in-sample fit. Their results suggest that the
out-of-sample prediction performance of machine
learning methods should not be taken as granted.
They highlight the importance to establish a robust
and valid out-of-sample prediction exercise.
Second, while interpretability and transparency

are essential for an EWS to inform policy, it
could be challenging to interpret machine learn-
ing models to the extent necessary for effective
policy communication. For example, Alessi et
al. (2015) acknowledged that their Random
Forest model is inherently a black box model,
which makes it difficult to defend its predictions,
particularly if one wants to use it to support the
activation of possibly unpopular policies. There
have been some studies in the discipline of
computer science attempting to interpret the
results of Random Forests. Applications on rare
crisis prediction, especially when the time
dimension must be considered, however, are still
at a developmental stage.
Furthermore, there could be potential transpar-

ency issues associated with machine learning
approaches. Fine-tuning the hyperparameters
through cross-validation is one of the most
important steps when applying machine learning
methods. As Hastie et al. (2009) point out, the
cross-validation procedure must be correctly
applied to the entire sequence of modelling steps.
If a single cross-validation procedure is used for
model tuning, estimation and evaluation, it would
lead to misreporting of performance measures
which would seriously overstate the performance
of machine learning models. Neunhoeffer and
Sternberg (2019) find that the performance of
machine learning methods has been overesti-
mated as a result of problematic cross-validation
procedures in published studies of political
science literature. They stress that such problem
could be hard to identify.
In contrast, the LASSO method with cross-

validation has a simple and transparent mecha-
nism, which is also statistically closer to the
conventional modelling approaches. The users
have full control over the extent of penalisation
on extreme parameter values with a single penalty
parameter. The LASSO method only contains a
single hyperparameter that needs to be fine-tuned
by cross-validation, while some other machine
learning methods may require fine-tuning multi-
ple hyperparameters. Cross-validation is only
applied for hyperparameter selection. Different
data are used for model estimation and evalua-
tion. Therefore, it is not subject to the concerns of

1 The classification tree is an algorithm of binary
recursive partitioning, which is an iterative process of
splitting the data into binary partitions and then further
splitting it up at each branch.
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Hastie et al. (2009) and Neunhoeffer and Stern-
berg (2019). Nevertheless, a limitation is that the
LASSO approach may not identify some of the
non-linearities found to be important by more
sophisticated machine learning methods.
This paper contributes to the strand of early

warning literature of systemic banking crises by
highlighting the importance of a systematic
variable selection process. It proposes using the
LASSO with cross-validation approach as a
feasible, transparent and interpretable method to
automate this process, and hence improve the out-
of-sample predictive capability without
compromising the crucial clarity of EWSs for
policy communication.
The remainder of the paper is organised as

follows. Section II reviews the relevant literature.
Section III describes the data. Section IV intro-
duces the empirical framework and the evaluation
criteria. Section V presents and discusses the out-
of-sample prediction results. Section VI conducts
the sensitivity analysis. Section VII concludes the
analysis presented here.Typesetter: Please check
the section citations throughout this article and
update per journal style (i.e. numbered or
unnumbered section headings).

II Literature Review
There have been mainly two approaches to

construct EWS for predicting systemic events
since the 1990s. The first one is the signal
extraction approach. Developed by Kaminsky
and Reinhart (1999), the idea of the signal
extraction approach is to warn of a potential
systemic event if some leading indicators exceed
their previously defined threshold level. Building
on the work of Kaminsky and Reinhart (1999),
authors such as Borio and Lowe (2002), Borio and
Drehmann (2009) and Alessi and Detken (2011)
further develop models based along the line of the
signal extraction approach.
The second one is the multivariate probability

approach, which assumes the probability of crisis
occurrence to be a function of explanatory vari-
ables. Initially developed by Demirgüç-Kunt and
Detragiache (1998) and (2000), multivariate logit
models can be used to fit the data and transform the
estimated crisis probability into a binary indicator
of systemic banking crises. This econometric
framework can be used to study the impact of
various risk drivers on historical systemic events as
well as produce predictions of future crises.
Demirgüç-Kunt and Detragiache (2005) empha-

sise the importance of interpretability of EWS and

argue that multivariate logit models are more
useful for policy-makers to identify factors asso-
ciated with occurrences of crises. While multivar-
iate logit models can be used to identify the
common drivers of systemic banking crises, it
cannot identify the heterogeneous drivers for each
country. Davis and Karim (2008) find the signal
extraction approach is better for developing
country-specific EWS, while multivariate logit
models are the most appropriate approach for a
global EWS. Recent papers such as Duca and
Peltonen (2013) and Behn et al. (2013) further
develop the multivariate logit framework and use it
to identify important early warning indicators and
assess predictive performance. They find global
variables and the interaction terms with domestic
variables are significant predictors of systemic
banking crises.
In the literature of multivariate logit EWS, it is

common to make the dependent variable binary
and omit the ‘in-crisis’ observations once a crisis
occurs. This treatment aims to avoid the ‘post-
crisis bias’ discussed by Bussiere and
Fratzscher (2006). The behaviour of economic
variables during a crisis would be significantly
different from the tranquil times. Endogeneity
problems could emerge from both crises and
policies implemented to mitigate the crises.
To address the problematic ‘post-crisis bias’,

one common approach many empirical studies
adopted is to simply drop these ‘in-crisis’
observations that are considered to be uninforma-
tive about crisis prediction (Davis & Karim, 2008;
Behn et al., 2013; Duca & Peltonen, 2013). This
approach eliminates the possibility of endogeneity
at the cost of losing some observations.
Another strand of studies uses multinomial logit

models to predict both the occurrence of crisis
events and their duration. Studying systemic
banking crises in low-income countries, Caggiano
et al. (2014) find the multinomial logit model
improves the predictive power compared to the
binomial logit model. Taking a step further,
Caggiano et al. (2016) compare the performance
of binomial and multinomial logit models in the
context of building EWS for systemic banking
crises. They find the multinomial logit outperforms
the binomial logit models, and the improvement
increases with longer average duration of crises in
the sample. Dawood et al. (2017) use a multinomial
logit model to predict the occurrence of a sovereign
crisis as well as its duration. However, they find the
multinomial logit model does not predict better
than binary logit models.
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The LASSO method has been applied in the
context of EWSs in many different disciplines. It
is worth noting that Lang et al. (2018) apply this
method to study bank stress from 1999Q1 to
2014Q4. This study differs from Lang et
al. (2018) in three aspects. First, Lang et
al. (2018) focus on the stress events of individual
banks such as state aid cases, distressed mergers,
defaults and bankruptcies, while this study
focuses on predicting the systemic banking crises
at a country level.2 Second, while macro-financial
indicators are included, their paper aims to use
LASSO with cross-validation to select relevant
predictors from a large set of bank-specific risk
drivers related to financial statements. In this
study, the LASSO with cross-validation approach
is also used to capture the non-linear interactive
relationship between variables and the informa-
tion hidden in the lags. Last, their analysis
attempts to predict the ‘pre-distress events’,
while my research aims to predict the occurrence
of systemic banking crises.

III Data

(i) Systemic Banking Crisis Database
The systemic banking crisis database in this

study covers 23 OECD countries during the
period 1970Q1 to 2018Q3. Table 1 summarises
the identified systemic banking crises and their
starting and ending date for each country.
The systemic banking crisis dataset used in this

study is mainly based on Laeven and Valen-
cia (2018), which updates a widely used global
systemic banking crisis database developed by
Laeven and Valencia (2013).
I also supplement the database with the work of

Detken et al. (2014). Focusing on systemic
banking crises associated with domestic credit
and financial cycles in European countries, they
update and amend the database of Babeckỳ et
al. (2014) for European countries under the
framework of the European Systemic Risk Board
based on country experts’ judgement.3 The
systemic banking dataset is therefore enriched

by including past crises in European countries
that are not recorded by Laeven and Valen-
cia (2018).4 This is in line with the purpose of
early warning models, which is to identify the
extremely vulnerable states of the financial
system and to inform policy actions.

(ii) The Explanatory Variables
To predict systemic banking crises, we need to

select a range of indicators that can capture the
sources contributing to the build-up of systemic
risk and macro-financial vulnerabilities. The
selection of key variables in this study broadly
follows the discussion of Behn et al. (2013) and
Duca and Peltonen (2013). Details of the explan-
atory variables are presented in Appendix I:
Table A1.
In the benchmark model, I include the same

variables as the best performed model (Model 5)
of Behn et al. (2013). Credit growth, the credit
gap and their global counterparts are included to
capture the domestic and global credit market
development. Credit growth is the year-to-year
rate, while the credit gap is calculated as the
deviation of the credit-to-GDP ratio from its
long-run backward-looking trend.
The credit gap is calculated using the modified

Beveridge–Nelson (BN) filter proposed by Kam-
ber et al. (2018). Many studies in the literature,
such as Behn et al. (2013) and Alessi and
Detken (2018), use an one-side Hodrick–Prescott
(HP) filter with a very high smoothing parameter,
λ = 400,000, to capture the long-run trend of the
credit-to-GDP ratio. They follow the suggestion
of Drehmann et al. (2011) that the financial cycle
should be considered four times longer than the
business cycle. This approach is recommended by
the European Systemic Risk Broad5 and the Basel
Committee (BIS, 2010). However, it is subject to
the critiques of Orphanides and Norden (2002)
and Edge and Meisenzahl (2011), namely that the
real-time output gap estimates by HP filter are
unreliable.
The modified BN filter by Kamber et al. (2018)

particularly addresses the key critique of Orpha-
nides and Norden (2002). The output gap

2 Lang et al. (2018) define the ‘state aid cases’ as
direct capital injections, asset protection measures and
loans/guarantees other than guaranteed bank bonds.

3 This database also includes ‘would-be’ crises,
which are the cases where systemic banking crises
were likely to occur had it not been for policy action or
external events that dampened the financial cycle.
These ‘would-be’ crises are excluded from my dataset.

4 This includes the following crises: Italy 1994–
1995, Germany 2000–2003, the UK 1973–1975 and
1991–1995, Spain 1982–1985, France 1994–1995 and
Denmark 1987–1993.

5 Recommendation of the European Systemic Risk
Broad of 18 June 2014 on guidance for setting
countercyclical buffer rates (ESRB/2014/1).
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estimated by the modified BN filter is reliable, in
the sense of more accurate in out-of-sample
forecasting and subject to smaller revisions. It is
also intuitive in the sense of ‘being persistent,
large in amplitude, and generally moving procy-
clically in terms of the NBER reference cycle’
(Kamber et al., 2018).
Macroeconomic-related variables such as the

real GDP growth rate and inflation are included in
the benchmark model to capture broad trends in
the real sector, which may be closely related to
the credit and financial cycle. Furthermore, the
short-term rate and term spread are included in
the pool of candidate variables to capture the risk
appetite, as low cost of funding and large term
spread may encourage risk-seeking activities for
investors.
Asset prices usually show strong growth

preceding systemic banking crises. Equity price
growth and house price growth are therefore
included in the benchmark model to capture the

booms and busts in asset prices, which are tightly
connected to systemic events as documented by
Reinhart and Rogoff (2009). The house-price-to-
income ratio, house-price-to-rental ratio and the
deviation of these ratios from their long-run
trends are also included as variables that can
capture housing market imbalances. They are
suggested to be good predictors for systemic
events by many studies (Duca & Peltonen, 2013;
Aldasoro et al., 2018; Alessi & Detken, 2018).
As discussed by Kaminsky and Reinhart (1999),

the ‘twin crises’, namely currency crises and
banking crises, became closely linked following
the financial liberalisation in many advanced
countries in the 1980s. The current account
relative to GDP and the real effective exchange
rate are included to capture imbalances in the
external sectors that may contribute to financial
vulnerability. Davis et al. (2016) find the
marginal effect of credit growth on the probabil-
ity of banking crises greatly depends on the size

TABLE 1
Systemic Banking Crisis: Summary

Country Crisis Start End Start End Start End
Tranquil
period

Crisis
periods

Crisis
share (%)

Australia 0 195 0 0.00
Austria 1 2008Q4 2012Q4 178 17 8.72
Belgium 1 2008Q4 2012Q4 178 17 8.72
Canada 0 195 0 0.00
Denmark 2 1987Q1 1993Q4 2008Q3 2012Q4 149 46 23.59
Finland 1 1991Q3 1995Q4 177 18 9.23
France 2 1994Q1 1995Q4 2008Q1 2009Q4 179 16 8.21
Germany 2 2000Q1 2003Q4 2008Q1 2009Q4 171 24 12.31
Greece 1 2008Q1 2012Q4 175 20 10.26
Ireland 1 2008Q1 2012Q4 175 20 10.26
Israel 1 1977Q1 1984Q2 195 0 0.00
Italy 2 1994Q1 1995Q4 2008Q3 2009Q4 181 14 7.18
Japan 1 1997Q4 2001Q4 178 17 8.72
South

Korea
1 1997Q4 1998Q4 190 5 2.56

Netherlands 1 2008Q1 2009Q4 187 8 4.10
New

Zealand
0 195 0 0.00

Norway 1 1991Q4 1993Q4 186 9 4.62
Portugal 1 2008Q3 2012Q4 177 18 9.23
Spain 2 1982Q2 1985Q3 2009Q2 2013Q2 164 31 15.90
Sweden 2 1990Q3 1993Q4 2008Q3 2009Q4 175 20 10.26
Switzerland 1 2008Q3 2009Q4 189 6 3.08
UK 3 1973Q4 1975Q4 1991Q1 1995Q2 2007Q1 2011Q4 148 47 24.10
USA 2 1988Q1 1988Q3 2007Q4 2011Q4 175 20 10.26
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of the current account deficit to GDP ratio. Their
findings suggest the inclusion of both the current
account relative to GDP and its interaction terms
with credit growth and the credit gap. Reinhart
and Rogoff (2009) also find that a widening
current account imbalance preceded banking
crises in OECD countries.
Furthermore, I include global variables to

allow global imbalances to affect domestic
financial stability through channels such as
financial linkages and trade (Kaminsky & Rein-
hart, 2000). The global variables are calculated as
the average of the US, UK, Japan and the Euro
area. Following Behn et al. (2013), I include
global variables for credit growth, the credit gap,
real GDP growth, inflation, real house price
growth and equity price growth.
Interaction terms are generally found to be very

important in the literature on early warning
models of systemic banking crises as they can
improve the model’s performance (e.g. Davis &
Karim, 2008; Behn et al., 2013; Duca &
Peltonen, 2013). The best performing model of
Behn et al. (2013) includes four interaction terms,
which are the mutual interactions between the
domestic and global credit growth and credit gap.
However, as there is a large pool of variables and
transformations, many interaction terms are
possible. For example, Duca and Peltonen (2013)
even included second-order interaction terms in
their benchmark model.
The lags of possible explanatory variables may

contain valuable information that can help with
predicting systemic events. However, considering
including more lags further widens the list of
possible covariates to be included in the model. In
practice, it can be troublesome to include more
lags in the conventional multivariate logit model.
The heavily imbalanced classes of the dependent
variable naturally restrict the number of covari-
ates that can be included in the model. Incorpo-
rating more explanatory variables may lead to a
serious over-fitting problem or even perfect
prediction in the extreme. This issue can be
addressed by the LASSO with cross-validation
approach which helps extract valuable informa-
tion for prediction from a large variable pool.

IV Empirical Framework and Automatic
Variable Selection

(i) Multivariate Logit Model
Following the literature, models are estimated

in the multivariate logit framework. In the

benchmark model, the probability of a systemic
banking crisis for country i at time t follows the
logistic distribution function.
Xi,t�h is the vector of h-period lagged explan-

atory variables, which are indicators for financial
vulnerability. The specific lag may vary across
variables, so not all variables need to be at time
t�h. The multivariate logit model is written
below:

ln
Pr Yi,t ¼ 1ð Þ

1�Pr Yi,t ¼ 1ð Þ ¼ domestici,t�hβ1 þ globali,t�hβ2

þinteractioni,t�hβ3 þ cþ εi,t: (1)

The right-hand side of the logit equation includes
domestic variables, global variables, interaction
variables and a constant. β1, β2 and β3 are the
vectors of coefficients for corresponding vari-
ables. The benchmark model includes a range of
pre-selected explanatory variables based on the
best-performing model of Behn et al. (2013)
(their model 5).6 Specifically, the explanatory
variables in the benchmark model are domestic
and global credit growth and credit gaps, the
mutual interactions of the four credit variables,
inflation, domestic and global GDP growth,
equity price growth and house price growth.

Set-up of the dependent variable
The construction of the dependent variable is

carried out in two steps. First, I set the dependent
variable to ‘1’ in the beginning of a systemic
event and to ‘0’ otherwise. This differs from
many EWS studies that define their dependent
variables as the ‘pre-crisis’ periods, which is to
set an early warning horizon and make the
dependent variable be ‘1’ in several quarters or
years preceding the systemic events and be ‘0’
otherwise (Behn et al., 2013; Duca &
Peltonen, 2013).
In discrete choice models, the ‘pre-crisis’

approach implicitly assumes that all observations
are independent conditional on covariates, but the
assumption of conditional independence is vio-
lated by the construction of the dependent
variable, which would be inherently serial

6 The benchmark model is not exactly the same
model as the model 5 of Behn et al. (2013), as the
dependent variable set-up and the treatment of fixed-
effects are different. Modelling with alternative depen-
dent variable set-ups and the inclusion of fixed-effects
are discussed in the sensitivity analysis.
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correlated for each country as most of it would be
‘0’s. Considering the purpose of EWS, warning
signals should be issued to reflect the transition
from tranquil periods to the deteriorated crisis-
incoming periods. If the dependent variable
includes a list of sequential ‘1’s in the ‘pre-
crisis’ periods, it will mechanically produce
autocorrelation in these ‘1’s. It implies the
warning signals are not issued independently,
but depends on whether warning signals are
issued in previous periods. This approach would
lead to first-order autocorrelation in the residual
and model misspecification. Intuitively this could
be handled by incorporating the lagged dependent
variable to capture the dynamic response in
discrete choice models. However, this treatment
is not feasible in the context of predicting
systemic events, because crises are not really
‘discrete choices’ as the timing of crises cannot
be predetermined.
To overcome this issue, my approach is to

make the model directly predict the starting
period of systemic banking crises rather than the
‘pre-crisis’ periods. Specifically, the model aims
to catch the point of transition from tranquil
periods to systemic banking crises, while the
extent of ‘early warning’ is reflected in the
interpretation and evaluation of the generated
signals. Using this approach, the evidence of the
model being correctly specified is that there is no
serial correlation in the residuals.7

Second, following the common practice in the
literature, I drop all the subsequent periods that
have an ongoing crisis from the sample for each
country. Once a crisis occurs, it would be
followed by crisis deepening periods and eco-
nomic recovery periods. Economic variables
would be significantly affected by the crisis
itself, the policies made to moderate the crisis,
and people’s sentiment and expectations. This

creates an endogeneity problem in the model. The
behaviour of economic variables in a crisis would
be significantly different from the tranquil times
during the adjustment process of the economy
before reaching a more sustainable level or
growth path. This is the so-called ‘post-crisis
bias’ problem discussed by Bussiere and
Fratzscher (2006).
To avoid the endogeneity problem and the post-

crisis bias, one common approach for studies
using binary logit models is to drop the in-crisis
periods from the sample, such as Duca and
Peltonen (2013), Behn et al. (2013) and Davis
and Karim (2008). Some recent studies in
systemic event analysis adopt multinomial logit
models to address the ‘post-crisis bias’ problem
and find that not discarding the ‘in-crisis’
information could improve the performance
(Caggiano et al., 2014, 2016). Notably, Caggiano
et al. (2016) find that the longer the average
duration of the crisis in the sample, the larger the
improvement a multinomial logit model could
make compared with a binomial logit model.
The multinomial logit models are valid under

the implicit assumption of the Independence of
Irrelevant Alternatives (IIA), which states that
characteristics of one particular choice alternative
do not affect the relative probabilities of choosing
other alternatives. In the context of systemic event
prediction, it means that the relationship between
tranquil periods and the occurrences of crises
should not be affected by the inclusion of in-crisis
periods. The two most common IIA assumption
tests, the Hausman–McFadden (HM) test by
Hausman and McFadden (1984) and the Small–
Hsiao (SH) test by Small and Hsiao (1985), are
performed to test the IIA assumption. However,
they provide conflicting information on whether
the IIA assumption has been violated.8 This is not
surprising as simulation studies conducted by Fry

7 Cumby–Huizinga panel serial correlation tests are
conducted for the linear probability models under the
two approaches of dependent variable construction over
the full sample. Both models have the same specifica-
tion as the benchmark model. The null hypothesis of no
first-order serial correlation in the error is not rejected
at the 5 per cent level of significance with the starting
periods of crises serving as the dependent variable. In
contrast, if the dependent variable is defined as the pre-
crisis periods, there is serial correlation in the error,
suggesting serious model misspecification. The results
are robust to varying sample size and
heteroskedasticity.

8 The HM test gives evidence in favour of the null
hypothesis that IIA holds. This is similar to the HM test
results of Bussiere and Fratzscher (2006) and Caggiano
et al. (2014, 2016). However, the SH test results
strongly suggest that the IIA assumption does not hold.
Such conflicted results exist for the full sample as well
as the base training sample that is used to perform the
out-of-sample forecasting in Section V.
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and Harris (1996, 1998) Cheng and Long (2007)
find that the IIA tests often produce inconsistent
results based on different variations in test and
data structure.9

With conflicted IIA test results, one further
alternative could be the nested logit, which
models the outcomes sequentially. However, this
study focuses only on predicting the occurrence
of crises, and the advantage of the proposed
method is better demonstrated based on estab-
lished EWS literature. Due to such consideration,
I decide to use the conventional binary logit
framework with in-crisis periods omitted from the
sample to address the post-crisis bias problem in
the main analysis. To reinforce the message
delivered, a multinomial logit modelling frame-
work is employed to examine the robustness of
the results in the sensitivity analysis section.
By omitting all the in-crisis periods that are not

informative on the transition from tranquil times
to systemic events, this study aims to predict the
occurrence of a systemic banking crisis, while
leaving crisis duration outside the scope. Even-
tually, the dependent variable is binary as all
tranquil periods have the value of 0. Periods that
are the beginning of systemic banking crises have
the value of 1.

Fixed effects or not?
There are two different estimation strategies

among studies using multivariate logit models to
predict systemic events, regarding whether the
country fixed effects are considered or not.
One strand of studies estimates the pooled logit

model without country fixed effects (Demirgüç-
Kunt & Detragiache, 1998; Davis & Karim, 2008;
Duca & Peltonen, 2013). The motivation for
excluding the fixed effects is to avoid the
selection bias. By including country fixed effects,
all the countries that never experienced a

systemic banking crisis in the sample have to be
excluded from the estimation, because the
country-specific dummy would be perfectly cor-
related with the banking crisis dummy for these
countries. The estimation may therefore be biased
due to the omission of these countries. In
contrast, Behn et al. (2013) incorporate the fixed
effect in their model nevertheless with the belief
that the importance of addressing the unobserved
time-invariant heterogeneity across countries
outweighs the selection bias.
Van den Berg et al. (2008) argue that it is

unlikely that systemic events are homogeneously
caused by identical factors in their in-sample
analysis. In contrast, with an extensive out-of-
sample forecasting exercise, Fuertes and Kaloty-
chou (2006) find a very weak association between
in-sample fit and out-of-sample forecast perfor-
mance in the context of EWS for sovereign debt
crisis. They find the fixed-effect model describes
the data better but perform poorly in out-of-
sample prediction. Similarly, Dawood et
al. (2017) also find that fixed-effect models fit
the data better but pooled logit models perform
significantly better in out-of-sample forecasting.
As the objective of this study is to predict
systemic events, I decided it is the best to use
the pooled logit model without fixed effects in the
main analysis. In the sensitivity analysis, I find
the main results are still robust even if country
fixed effects are incorporated.

(ii) LASSO with Cross-Validation
This study proposes to use the LASSO method

with cross-validation to select variables to be
included in the logit model specification for
forecasting.
Among many machine learning techniques that

could be used to enhance the variable selection
process, LASSO is a relatively simple and
straightforward one. In contrast with other more
complicated techniques, LASSO is recommended
and applied for two reasons. First, it is designed
specifically for variable selection by addressing
the over-fitting issue and enhancing the prediction
accuracy. Second, LASSO is transparent and
statistically closer to the conventional modelling
approaches in comparison with a range of more
complicated machine learning techniques.
Designed for the purpose of variable selection,

the idea of LASSO regression is to drop variables
with small coefficients and only keep variables
that make a significant contribution to the
model’s performance.

9 Fry and Harris (1998) find that the acceptance or
rejection of the IIA assumption depends on which IIA
test as well as variants of a given test that is used.
Cheng and Long (2007) undertake Monte Carlo
simulations to examine the properties of different IIA
tests in a multinomial logit framework. They find the
HM test has poor size properties even with a large
sample size, while the SH test could have reasonable or
poor size properties depending on the data structure.
Based on such results, Cheng and Long (2007) and
Long and Freese (2014) even go so far as to argue that
‘tests of the IIA assumption that are based on the
estimation of a restricted choice set are unsatisfactory
for applied work’ and provide no useful information.
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In a generic form, the ordinary logit regression
with binary response can be written as follows:

Pr yi ¼ 1ð Þ ¼ πi ¼ eyiβ

1þ eyiβ
: (2)

The generic log-likelihood function can be
written as in the following form accordingly:

L βð Þ ¼ ∑
n

i¼1

yilog πið Þ þ 1�yið Þlog 1�πið Þ½ �

¼ ∑
n

i¼1

yixiβ�log 1þ exiβð Þ½ �: (3)

In the standard logit regression, the parameter β is
estimated by maximising the log-likelihood
function L βð Þ. In the LASSO regression, the log-
likelihood function is penalised with an addi-
tional term.

Llassoλ βð Þ ¼ L βð Þ�λ ∑
p

j¼1

βk k1: (4)

The choice of the penalty parameter λ is critical
when LASSO is applied for variable selection. A
higher penalty parameter indicates that more
coefficients of variables would shrink to zero
and therefore fewer variables are selected to be
included in the model. As the purpose of this
study focuses on prediction rather than model
interpretation, it is favourable to select only those
predictors with substantial coefficients to
improve the prediction performance. The penalty
parameter λ should be fine-tuned to fulfil this
purpose. I use the K-fold cross-validation method
to select the optimal penalty parameter λ that can
maximise the out-of-sample prediction accuracy.
K-fold cross-validation is one of the most

popular resampling techniques to evaluate the
effectiveness of models in the machine learning
literature. It is conducted by randomly splitting the
sample into K folds of approximately equal size.
One fold is taken out as the out-of-sample
validation fold, while the other K-1 folds are used
as training folds to estimate the model. The
estimated parameters from the K-1 folds are used
to predict the dependent variable in the one
validation fold. This procedure is repeated for K
times until every fold has served as the evaluation
fold. The optimal λ is selected to be the one that the
model is estimated with that minimises the
estimated deviance, which measures the goodness
of fit and represents the accuracy of the prediction.

It is important to note that the entire sample is
not used in the cross-validation. A portion of the
data is withheld so that the model’s predictive
performance can be evaluated with data not used
in selecting its specification.
As the dependent variable is binary and the

number of ‘1’ is relatively rare, I conduct five-
fold stratified cross-validation to select the
optimal λ. Typical K-fold cross-validation is
conducted with K = 10 or K = 15 to obtain a
good bias-variance trade-off as suggested by
James et al. (2013).10 The cross-validation is
stratified so that every fold has approximately the
same proportion of observations of values of
different classes; that is, the number of ‘1’s and
‘0’s is approximately the same across folds.
While the K-fold cross-validation technique is

frequently applied in the recent machine learning
studies to build EWS (e.g. Holopainen & Sar-
lin, 2017; Alessi & Detken, 2018), the validity of
the cross-validation technique should not be
considered as guaranteed. Cross-validation usu-
ally requires the data to be independent and
identically distributed. However, if the data have
time series structure with inherent possible serial
correlation, the process of randomly reshuffling
the observations will break the feature of time
dependence and could lead to questionable
results.
It is critical to adopt the correct cross-

validation technique when constructing EWS for
crisis prediction. The application of the standard
K-fold cross-validation with time-series data is
justified by Bergmeir et al. (2018). They find that
a normal K-fold cross-validation procedure is
valid if the residuals of the model are uncorre-
lated. In other words, if the model under-fits the
data, it would lead to serially correlated errors.
Therefore, the residuals of LASSO logit models
should always be checked to ensure it is valid to
perform K-fold cross-validation.

(iii) Model Evaluation Criteria
The criteria of model evaluation are of key

importance in the prediction of systemic banking
crises. This study follows Sarlin (2013) and
adopts the measure of usefulness as the criteria

10 Since systemic banking crises are very rare events,
the heavily imbalanced class size of the binary
dependent variable makes 10-fold cross-validation
infeasible. Otherwise, there will not be enough obser-
vations of crises in each fold. Hence, the cross-
validation is performed with five folds.
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to evaluate the predictive performance of the
model. This usefulness measure extends the one
developed by Alessi and Detken (2011) and takes
both (i) the preference of the policy-makers
between Type I errors (missing the crises) and
Type II errors (false alarms); and (ii) the
imbalanced frequency of tranquil times and crises
into consideration.
This approach is built upon the ‘signalling

approach’ that was originally developed by
Kaminsky et al. (1998) and Kaminsky and
Reinhart (1999) and widely used in crisis
prediction studies. The first step is to construct
the contingency matrix (see Table 2).
The EWS issues a signal whenever the indica-

tor passes a certain threshold. If a warning signal
is issued by the model, then that period is
predicted to be the starting period of a systemic
banking crisis. If there is no signal given, the
period is predicted to be a tranquil period. The
share of Type I error is the number of missed
crisis events relative to the total number of crisis
events, which is represented as T1 ¼ FN

TPþFN. The
share of Type II error is the number of false
alarms relative to the total number of tranquil
periods, which is represented as T2 ¼ FP

FPþTN. The
hitting rate is therefore represented as 1� FN

TPþFN,
which is the share of correctly predicted crises
relative to the total number of crises.
There are two issues related to predicting the

starting periods of systemic banking crises. First,
some degree of ambiguity is inevitable in the
documentation of starting periods for systemic
banking crises. There may be no consensus on the
exact quarter of a banking crisis becoming
systemic. Second, the prediction of systemic
events should serve the purpose of early warning
eventually, leaving time to inform and implement

relevant policies. To accommodate these issues, a
warning signal is taken to be correct if it is issued
within six quarters before the occurrence of an
actual crisis.
When evaluating the forecasting performance

of the model, policy-makers are likely to put
different weight on the Type I and Type II errors
in the contingency matrix, because the cost of
missing an incoming crisis is far larger than
getting a false alarm. To take the policy-maker’s
relative preference for Type I and Type II errors
into account, a loss function is defined following
Sarlin (2013).

L μð Þ ¼ μT1P1 þ 1�μð ÞT2P2: (5)

P1 and P2 are the unconditional probabilities of
the vulnerable pre-crisis periods and tranquil
periods, respectively. μ is the policy-makers’
preference on the trade-off between issuing false
alarm (Type II errors) and missing crises (Type I
errors). It can be seen that the loss of policy-
makers is a weighted average of Type I and
Type II errors based on their preference for
misclassification captured by the parameter μ,
adjusting for the imbalance of classes in the
panel.
The usefulness of model is defined as

U ¼ min μP1, 1�μð ÞP2½ ��L μð Þ: (6)

μP1 is the policy-makers’ loss if a model never
issues a crisis signal. 1�μð ÞP2 is the policy-
makers’ loss if a model always issues crisis
signals. min μP1, 1�μð ÞP2½ � is therefore the loss if
the model is ignored. The usefulness U represents
the absolute gain for policy-makers using the
model compared to the case if they completely
ignore the model. Hence, U is expected to be
positive for any useful model.
I further define the relative usefulness Ur as the

ratio of the absolute usefulness relative to a
perfectly performing model that achieves maxi-
mum possible usefulness. Ur is the normalisation
of the usefulness U so that its magnitude is
bounded between 0 and 1.

Ur ¼ Ua

min μP1, 1�μð ÞP2½ � : (7)

The performance of different models is evaluated
by calculating and comparing their relative
usefulness Ur . A model with higher Ur performs

TABLE 2
The Contingency Matrix

Crisis event Tranquil period
(within six quarters)

Signal True positive False positive
Correct signal False alarm

(Type II error)
No signal False negative True negative

Missed crisis
(Type I error)

Correct silence
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closer to the perfect model than other models and
therefore is more useful to policy-makers.

V Out-of-Sample Forecasting: Practice and
Evaluation

To evaluate and compare the performance of
the benchmark model and the LASSO logit
models, this section performs an out-of-sample
forecasting evaluation on predicting the occur-
rence of systemic banking crises.
The full sample must be split into the training

dataset and the evaluation dataset. The training
set is the sample used to select the model
specification with LASSO. The evaluation set is
the sample used to evaluate the out-of-sample
performance of models. The base training set
covers the periods 1970Q1–2004Q4, while the
evaluation set covers 2005Q1–2009Q4. As there
is no systemic banking crisis occurring after the
2010s, I restrict the evaluation period to test the
models’ ability to predict the 2007–2008 GFC.
There are two distinct parts in the practice.

Firstly, I adopt the LASSO with cross-validation
approach to select the most important predictors
from the pool of candidate variables over the base
training sample. For this purpose, five-fold cross-
validation is performed to find the best tuning
parameter λ. Secondly, I produce recursive out-
of-sample forecasts with the selected variables
over the evaluation dataset. The forecasts are then
evaluated and compared to the performance of the
benchmark model. The out-of-sample forecasting
exercises are performed in a pseudo-real-time
manner. In each time period the information set
only contains knowledge that is available up to
that particular time period. To reiterate, fresh data
are used to evaluate the model.
It is worth noting that the specification of the

LASSO logit model is pinned down with the base
training periods 1970Q1–2004Q4. It is then
recursively estimated over the evaluation period.
Although LASSO can choose a new model
specification at each period with more up-to-date
information, it would be hard for policy-makers to
communicate to the public with a model that keeps
changing specifications every quarter. Therefore,
it is decided not to frequently re-specify the model
specification for consistency in communication.

(i) Variable Selection with the Training Set
The first part of the practice is to select the

most important predictors using LASSO with
cross-validation using the training dataset. To
evaluate whether the automatic variable selection

would enhance the forecasting performance, the
LASSO logit model is compared with the
benchmark model. As mentioned in Section
IV.(i), the benchmark model includes pre-
selected explanatory variables based on the
best-performing model of Behn et al. (2013),
with all variables being lagged by one period.
The information in longer lags is usually not used

in EWS studies for banking crisis. The heavily
imbalanced class size of the dependent variable
restricts the capability of conventional multivari-
ate logit models to incorporate longer lags because
of the potential over-fitting issue. For example,
adding lags up to four quarters to the explanatory
variables would already make the benchmark
model produce a perfect prediction. The proposed
LASSO method with cross-validation is capable of
identifying and using such information by selecting
only the important predictors in the longer lags. To
make this point, I repeat the automatic variable
selection using the same pool of candidate vari-
ables but with different lag orders.
Model 1 has the selected predictors chosen

from a pool of candidate variables that include
only one period lag, just like the benchmark
model. Model 2 contains selected predictors from
candidate variables with their lags up to four
quarters. Table 3 summarises the selected pre-
dictors by Model 1 and Model 2.
It must be made clear that the handful of

predictors selected by the automatic variable
selection process with cross-validation are those
that can achieve the best out-of-sample forecast-
ing outcomes. This is appropriate given the goal of
developing an EWS for prediction purposes.
However, it is inappropriate to interpret and
analyse these as a causal relationship when using
predictive models. It is also infeasible to make any
economic interpretation on why one particular
variable is chosen over another among multiple
highly correlated informative variables.11

11 As with many variable selection techniques, the
particular variables with non-zero coefficients selected
by LASSO depend on the vagaries of sampling from the
underlying population. While this method selects vari-
ables that jointly have the best out-of-sample forecast-
ing property, there is no meaningful explanation on why
it chooses a particular variable and omits the others
when there are multiple highly correlated informative
predictors. There is no clear economic interpretation on
why an interaction term is selected but not the
individual terms, or why lag 1 of a variable is selected
but not lag 2.
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Nevertheless, the automatic variable selection
process can deliver valuable information on what
the most important early warning predictors are
among a large number of variables and indices.
With different samples and candidate variables,
LASSO with cross-validation may select different
predictors. If some predictors are frequently
selected, even in different forms such as different
lag order or interaction terms, they should be
considered as key indicators that need particular
attention and monitoring by policy-makers.
Model 1 and Model 2 share five common key

indicators, namely credit growth, credit gap,
global credit gap, real effective exchange rate
and real house price growth. Section V.(iv)
discusses how the development of these indica-
tors may affect financial stability.
Before progressing to the next step, it is

essential to check if the selected models are
correctly specified. It should not be taken as
guaranteed that no serial correlation will exist in
the residuals. A serial correlation test should be
performed not only on the training sample but
also on the full sample because the model will be
recursively estimated over the evaluation periods.
The serial correlation test results are listed in
Table 4.
Model 1 has no autocorrelated error in its

residuals over the base training sample 1970Q1–
2004Q4. However, in the recursive prediction
exercise, as we keep expanding the size of the
training sample, Model 1 starts to have autocor-
relation in its residuals when the training sample
rolls over the 2007–2008 financial crisis.

By restricting the lag order of the candidate
variables to one, the LASSO method with cross-
validation selects only four variables based on the
base training sample 1970Q1–2004Q4. This
specification is suitable for the training sample
but could be overly parsimonious as the sample
size extends. Therefore, Model 1 would be
misspecified if we use it after the 2007–2008
financial crisis. The predictive result of Model 1
is reported in the next section for comparison
purposes.
This problem can be solved using an extended

training dataset to re-select the variables, but that
would be unnecessary as we can simply expand
the pool of candidate variables and select better
models. Selecting predictors from a larger pool of
candidate variables, Model 2 does not have this

TABLE 3
LASSO with Cross-Validation Selected Variables

Model 1 Model 2

lag 1 lag 1
credit growth × credit gap real house price growth
real effective real house × exchange rate price

growth
global credit growth × global credit gap

credit growth × global credit gap real effective exchange rate × real house price
growth

credit gap × global credit gap lag 3 credit gap × global credit gap
credit growth × credit gap
credit growth × current account to GDP

lag 4
current account to GDP × global equity price growth

global credit gap × global inflation
λ ¼ 6:867 λ ¼ 6:021

TABLE 4
Cumby–Huizinga Test for First-Order Serial

Correlation

P-value

Model 1
Training set (1970Q1–2004Q4) 0.4310
Training set + Evaluation set(1970Q1–

2009Q4)
0.0185**

Model 2
Training set (1970Q1–2004Q4) 0.4290
Training set + Evaluation set(1970Q1–

2009Q4)
0.8990
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problem. Nevertheless, the forecasting practice is
conducted for both Model 1 and Model 2.

(ii) Forecasting Results and Performance
Evaluation
To evaluate and compare the predictive per-

formance of models, the out-of-sample exercise is
carried out recursively in the following way:

1. Starting with the base training sample
1970Q1–2004Q4, estimate the model on data
that contains information only available up to
that period. Predict the probability of a
systemic banking crisis that is about to happen
in the next period, which is out-of-sample.

2. Compute the in-sample relative usefulness Ur

given the policy preference μ for all thresholds
from 0 to 1. Apply the threshold that yields the
highest relative usefulness to the predicted
probability of a crisis in the next period and
generate a ‘real-time’ warning signal of 0 or 1.

3. Expand the training set by one period forward
and repeat steps 1–3 recursively.

4. Collect the warning signals produced over the
entire evaluation period and calculate the
relative usefulness based on the number of
false signals and missed crises.

Relevant studies such as Behn et al. (2013) and
Lang et al. (2018) set the value of policy preference
parameter μ as 0.9. This is due to the consideration
that the cost of missing a systemic event is far
larger than issuing a false alarm, which would at
least call for more attention to the current distress
of banks. As discussed by Sarlin (2013), setting the
policy parameter μ as 0.9 and adjusting for the
unconditional probability of systemic events are
equivalent to the approach of setting μ ¼ 0:5
without adjusting for the unconditional probability
of systemic events.12 In addition to setting the
policy preference parameter μ as 0.9, the perfor-
mance of models will be evaluated with the policy
preference parameter μ being 0.8 and 0.7, which
reflect cases that policy-makers may have rela-
tively stronger preference to avoid false alarm
rather than missing crises. This is to ensure the
forecasting results are robust to varying policy
preferences.
In addition to the measure of relative useful-

ness, the noise-to-signal ratio is also calculated
for each model to supplement the forecasting

evaluation from an objective perspective. The
noise-to-signal ratio is calculated as the ratio of
Type II error to the hitting rate. A smaller noise-
to-signal ratio indicates a more precise predic-
tion, regardless of policy-makers’ preference.
Table 5 summarises the results of the recursive

out-of-sample forecasting practice. Both Model 1
and Model 2 are LASSO logit models, whose
predictors are selected by the LASSO method
with cross-validation from pools of candidate
variables. Model 1 only selects predictors from
the pool of one-period lagged candidate variables.
Model 2 selects predictors from a pool of
candidate variables with their lags up to four
quarters. The comparison of these models’ results
under different policy preferences can demon-
strate how the LASSO method with cross-
validation can use information in longer lags to
produce more useful and more stable predictions.
There are several notable results.
Regardless of different policy preferences, both

Model 1 (LASSO lag 1) and Model 2 (LASSO lags
1–4) achieve higher relative usefulness, indicating
they outperform the benchmark model in all cases.
They also generate notably fewer false alarms
than the benchmark model. The superior perfor-
mance of Models 1 and 2 is primarily driven by the
capability to produce significantly lower Type II
errors consistently. The LASSO logit models all
have very low noise-to-signal ratios, indicating a
huge improvement in prediction precision com-
pared to the benchmark model.
For each model, as the policy preference

parameter μ becomes smaller, there would be more
weight in the loss function on Type I errors but less
on Type II errors, and result in lower relative
usefulness. This suggests policy-makers would
benefit from more warning signals so as to avoid
the huge cost associated with systemic events.
At μ ¼ 0:7, the relative usefulness of the

benchmark model is negative, suggesting this
model is not useful for policy-makers to predict
the 2007–2008 financial crisis. In comparison,
Model 1 and Model 2 have positive usefulness in
all cases.
The relative usefulness of Model 2 is only

slightly lower than Model 1 at μ ¼ 0:9, but it
outperforms Model 1 at lower μ. It also achieves a
lower noise-to-signal ratio. It is quite obvious that
the results of the benchmark model and Model 1
are relatively sensitive to varying policy prefer-
ences. As μ becomes smaller, policy-makers
prefer fewer false alarms relative to missing
crises. More heavily penalised Type II errors

12 This approach has been used by Alessi and
Detken (2018) and Duca and Peltonen (2013).
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reduce the relative usefulness of the benchmark
model. Model 1, while obtaining lower Type II
errors, performs poorly in Type I errors. In
contrast, Model 2 achieves a much more stable
forecast under varying policy preferences.
Compared with the benchmark model and

Model 1 that only include one period lagged
variables, the results of Model 2 suggests that
longer lags of the covariates contain valuable
information that helps reinforce the stable pre-
dictive performance. This finding further justifies
the use of LASSO with cross-validation to
automate the variable selection process to extract
information from a large variable pool for better
prediction. The robustness of this finding is
investigated in the sensitivity analysis section.
In Model 1 and Model 2, selected interaction

terms are included in the model solely without the
linear terms. As the ultimate objective is to achieve
better forecasting performance rather than model
interpretation, the implication of including the
linear terms of the interaction terms is unclear.
Columns (10)–(12) of Table 5 report the results of
Model 3, which extends Model 2 by including the
linear terms for the selected interaction terms.
With the additional linear terms, Model 3 performs
strictly worse than Model 2 in all cases.13

Overall, the results suggest that the automatic
variable selection process using LASSO with
cross-validation is useful to extract information

that may not be accessible by the conventional
multivariate logit models. Therefore, more use-
ful, more stable and more precise predictive
results are generated.

(iii) Forecast Horizon
The focus of my modelling approach is to

capture the dynamics of the key transition from
the tranquil periods to the systemic events and
hence better predict the occurrence of crises. The
feature of such a key transition is most apparent
in the very period preceding the outbreak of a
systemic banking crisis. Even if a warning signal
should be interpreted as a likely incoming crisis
within the next six quarters (as discussed in
Section IV.(iii)), the out-of-sample forecasting
exercise in Section V is essentially a one-period
ahead prediction.
In practice, policy-makers may need a longer

forecast horizon to allow more time for policy
selection and implementation to reduce the prob-
ability of a crisis occurring. To make sure the
LASSO with cross-validation approach could
contribute to the purpose of early warning under
different scenarios, I extend the forecast horizon
and conduct h-step ahead direct forecasting exer-
cise to evaluate the performance of the benchmark
model and Model 2 (LASSO lags 1–4).14 Table 6

TABLE 5
Main Results: Forecast Evaluation

Benchmark Model 1 Model 2 Model 3

LASSO lag 1 LASSO lags 1–4

LASSO lags 1–4
with the linear
terms

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

Policy preference (μ) 0.9 0.8 0.7 0.9 0.8 0.7 0.9 0.8 0.7 0.9 0.8 0.7
Relative usefulness (Ur) 0.48 0.18 −0.09 0.67 0.47 0.27 0.64 0.55 0.51 0.50 0.33 0.22
Noise-to-signal ratio 0.16 0.16 0.14 0.04 0.03 0.02 0.04 0.02 0.01 0.08 0.05 0.04
Hitting rate 0.72 0.72 0.65 0.73 0.56 0.32 0.69 0.61 0.54 0.60 0.43 0.32
Type I error 0.28 0.28 0.35 0.27 0.44 0.68 0.31 0.39 0.46 0.40 0.57 0.68
Type II error 0.11 0.11 0.09 0.03 0.02 0.01 0.03 0.01 0.00 0.05 0.02 0.01

13 The same practice is conducted for Model 1, which
is found to perform better without including the linear
terms.

14 As discussed in Section V.(i) and shown in Table 4,
Model 1 has serial correlation problem when rolling
over the evaluation set. This is because the restricted
pool of candidate variables leads to a specification that
is suitable for the training set, but is too parsimonious
for larger sample.
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presents the prediction results with forecast
horizon being 4, 8 and 12 quarters ahead. The
policy preference parameter μ is set to 0.9.15

As expected, with a longer forecast horizon, the
prediction of both models becomes less useful
and noisier. It reflects the difficulty of predicting
the breakout of systemic events for longer periods
ahead. Nevertheless, the LASSO logit model still
strictly outperforms the benchmark model in all
cases.
In the above exercise, Model 2 contains vari-

ables selected to optimise the one-step ahead
forecasting results, yet it maintains good predic-
tive performance in the h-step ahead forecast.
One can select variables that optimise h-step
ahead forecast performance and then conduct the
exercise. However, this approach would omit too
much valuable information considering that the
variable dynamics just preceding the banking
crises would be particularly important. Hence, the
former approach is used to conduct the h-step
ahead forecast exercise.

(iv) Implications for Monitoring to Preserve
Financial Stability
As discussed in Section V.(i), the LASSO with

cross-validation approach selects predictors that
jointly achieve the best out-of-sample predictive
performance. Regardless of the lag order and the
interaction terms, variables that are frequently
selected should be considered as the key early
warning indicators that reveal existing and future
financial vulnerability. By closely monitoring
these early warning indicators, policy-makers

would have a better understanding for adopting
appropriate policies and for timing the imple-
mentation to mitigate the build-up of systemic
risk, subsequently reducing the probability of
potential systemic banking crises.
Table 7 presents the selected early warning

indicators when the candidate variables contain
different orders of lags across varying sample
sizes. Columns (1) and (2) present the individ-
ual indicators selected by Model 1 and Model 2
using the pre-2005 sample. In various forms and
order of lags, these indicators are used to
conduct the forecasting performance evaluation
in Section V.(ii). Columns (3) and (4) present
the indicators selected by the LASSO with
cross-validation method using the same set of
candidate variables as in Columns (1) and (2)
but with the full sample (1970Q1–2008Q3). The
common selected key indicators are marked in
bold.
Allowing for different lag orders of the

candidate variables to be selected across different
samples, five indicators are commonly selected
by the LASSO with cross-validation approach.
They are domestic credit growth, domestic credit
gap, global credit gap, real effective exchange
rate and real house price growth. It is important to
understand how the development of these indica-
tors may affect financial stability.
Credit-related variables, unsurprisingly, are

selected as the most important indicators of
systemic banking crises. Domestic credit growth
and credit gap capture the systemic risk associ-
ated with domestic credit market development.
Prolonged excessive credit growth is often
observed preceding episodes of financial insta-
bility, especially the 2007–2008 GFC. In the
expansionary phase of the financial cycle, rapid

TABLE 6
Varying Forecast Horizon

Model 2 Benchmark

LASSO lags 1–4

Forecast horizon t + 4 t + 8 t + 12 t + 4 t + 8 t + 12
Relative usefulness 0.59 0.56 0.35 0.49 0.19 0.15
Noise-to-signal ratio 0.06 0.07 0.11 0.16 0.35 0.21
Hitting rate 0.69 0.67 0.46 0.76 0.81 0.28
Type I error 0.31 0.33 0.54 0.24 0.19 0.72
Type II error 0.04 0.05 0.05 0.12 0.28 0.06

15 I also conduct the same exercise with policy
preference μ being 0.8 and 0.7. The robustness of the
results still holds.
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credit expansion is accompanied by credit risk
building up in banks and non-bank financial
institutions. This reflects rising market confi-
dence and financial institutions becoming opti-
mistic; consequently, they are willing to accept
higher risks and increase leverage.
Active credit intermediation would also

increase the degree of interconnectedness of the
whole financial system. Banks and shadow banks,
domestic financial institutions and foreign inves-
tors would be much more integrated. The impact
of an adverse shock to a single bank is likely to
spread through other financial intermediaries and
become amplified. Studying the experience of 14
developed countries over 140 years, Jordà et
al. (2011) conclude that excessive credit growth
poses key risks to the financial system. They view
credit growth as the best single indicator for
financial instability. Monitoring credit growth
would provide policy-makers with better insights
into when to adopt policies to prevent credit
market overheating.

The credit gap, which is defined as the gap
between the credit-to-GDP ratio and its long-run
trend, is widely acknowledged as one of the most
useful early warning indicators for banking crises
in a range of studies (Borio and Lowe 2002; Behn
et al., 2013; Drehmann & Tsatsaronis, 2014). The
credit gap identifies the excessive portion of
credit from the level justified by the development
of fundamental economic factors. Basel III
recommends policy-makers use the credit gap to
guide the setting of macroprudential policies,
such as adjusting countercyclical capital buffers
for banks.
The global credit gap captures the systemic risk

associated with imbalances in the development of
worldwide credit. The degree of global financial
integration has deepened considerably in recent
years. Adverse shock to non-domestic financial
institutions could spread across many countries,
especially those with active cross-border credit
flow, and threaten the stability of the domestic
banking system.

TABLE 7
LASSO+CV Selected Indicators

Pre-2005 sample Full sample

(1) (2) (3) (4)
lag 1 lags 1–4 lag 1 lags 1–4

Variable category
Credit credit gap credit gap credit gap credit gap

credit growth credit growth credit growth credit growth
global credit gap global credit gap global credit gap global credit gap

global credit growth global credit growth global credit growth
Housing market real house price

growth
real house price

growth
real house price

growth
real house price

growth
house-price-to-rental

gap
house-price-to-rental

gap
house-price-to-rental

gap
house-price-to-

income gap
house-price-to-rental

ratio
house-price-to-rental

ratio
global house price

growth
global house price

growth
External sector real effective

exchange rate
real effective

exchange rate
real effective

exchange rate
real effective

exchange rate
current account to

GDP
current account to

GDP
current account to

GDP
Macroeconomics global inflation global inflation global inflation

short rate equity price growth equity price growth
inflation
term spread
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The importance of monitoring real house price
growth is reflected by the prominent role of
property market development in previous sys-
temic banking crises, especially the 2007–2008
financial crisis. During an asset price boom, a
large amount of bank and non-bank credit flows
into the property market and drives up house
prices and household leverage. Banks usually
perceive mortgages as safe assets as they are
backed by tangible collateral. However, the
potential credit risk, liquidity risk and concentra-
tion risk associated with the concentrated mort-
gage portfolio of banks should not be
underestimated. Excessive house price growth
may potentially cause an asset price bubble and
lead to a boom-bust cycle in the property market,
thereby threatening the resilience of the financial
system. Macroprudential policies that target the
demand side of housing credit such as putting
caps on the loan-to-value ratio and debt-to-
income ratio may be considered by policy-
makers to dampen the cycle.
The real effective exchange rate reflects market

sentiment and investors’ expectations regarding
domestic economic development. It also captures
the imbalances in the external sector and the
pressure associated with a surge in capital
inflows, which typically fuel a house price boom.
Sudden adjustments could lead to an unexpected
significant loss in the balance sheet of domestic
and foreign financial institutions, while the loss is
likely to spread across the financial system and
exacerbate financial instability.
Frankel and Saravelos (2012) conduct a meta-

analysis of 83 papers in the financial crisis
literature and find that the real effective exchange
rate stands out as one of the most useful leading
indicators in explaining crisis incidence across
different countries and episodes in the past. While
advanced countries usually have much more
resilient external sectors than developing coun-
tries, one should not ignore the build-up of
vulnerabilities in these external sectors.
Some other frequently selected variables are

the house-price-to-rental gap, the current account
to GDP ratio, global credit growth and global
inflation. They have proved to be very important
in EWS. Briefly, global credit growth captures the
impact of global credit expansion on the domestic
banking system. The house-price-to-rental gap is
an indicator of the housing market’s strength.
Excessive increases in the house-price-to-rental
gap suggest properties are overvalued and the
possibility of a sudden housing market correction.

The inclusion of the current account to GDP ratio
further highlights the importance of the external
sector to financial stability. It is interesting to find
that the global level of inflation is an important
predictor for banking crises. Ciccarelli and
Mojon (2010) study the global co-movement of
inflation in detail and find that on average global
inflation accounts for 70 per cent of the variabil-
ity of inflation in industrialised countries from
1960 to 2008. It captures both the trend in the
global price level and the fluctuations at global
business cycle frequencies. As a proxy for the
inflation expectations, it has good predictive
ability in forecasting domestic inflation by
capturing slow-moving trends in inflation rates
(Ciccarelli & Mojon, 2010).

VI Sensitivity Analysis

(i) Longer Lags of Candidate Variables
One may wonder whether including even

longer lags of the candidate variables will
improve the model’s predictive performance. In
Model 4, the LASSO with cross-validation
approach is used to select predictors from
candidate variables with up to eight lags. The
five common key variables are once again
selected, indicating their importance to the EWS
of systemic banking crises. There is no serial
correlation in the residuals. The predictive
performance is presented in Table 8.
The prediction of Model 4 is very close to

Model 2 but not any better. It also strictly
outperforms the benchmark model. It suggests
that further expanding the lag order of the
candidate variables may not be necessary. These
results are still relatively insensitive to varying
policy preference parameters.

(ii) Models with Fixed Effects
As discussed in Section ‘Fixed effects or not?’,

to avoid the selection bias of dropping countries
from the sample, I follow the common practice of
early warning literature and estimate pooled logit
models without fixed effects. Nevertheless, I
conduct the same recursive out-of-sample fore-
casting practice to the fixed-effect model to
ensure the superior predictive performance of
my approach still holds regardless the treatment
of fixed effects. To include the fixed effects,
Australia, Canada and New Zealand are omitted
from the sample because they never experienced
any systemic banking crises. Table 9 summarises
the results.
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Selecting candidate variables up to four lags
and eight lags respectively, both Model 2 and
Model 4 achieve higher relative usefulness and
lower noise-to-signal ratios than the benchmark
model in all cases of policy preference. The
LASSO logit models still strictly outperform the
benchmark model even if we take the unobserved
time-invariant heterogeneity of countries into
account. With the inclusion of country fixed
effects, Model 4 yields better and more stable
predictive results compared to Model 2.

(iii) Multinomial Logit Model
Some studies in the EWS literature propose the

use of multinomial logit models to address the
‘post-crisis bias’ problem (Bussiere &
Fratzscher, 2006; Caggiano et al., 2014, 2016).

They find evidence suggesting that it could
improve the model performance compared to
omitting in-crisis periods in binary logit models.
Even though the HM and SH test results (shown
in Section ‘Set-up of the dependent variable’)
provide conflicted information on the acceptance
or rejection of the IIA assumption, I conduct the
similar variable selection and out-of-sample
forecasting exercises in a multinomial logit
framework to test whether the main results still
hold. Specifically, the dependent variable Yi,t can
be in three states: the tranquil period Yi,t ¼ 0, the
starting quarter of a crisis Yi,t ¼ 1 and the in-crisis
period Yi,t ¼ 2.
Within a multinomial logit framework, the

variable selection, out-of-sample forecasting
exercise and evaluation process are conducted in

TABLE 9
Out-of-Sample Performance of Logit Models: With Fixed Effects

Benchmark Model 2 Model 4

LASSO lags 1–4 LASSO lags 1–8

(1) (2) (3) (4) (5) (6) (7) (8) (9)

μ 0.9 0.8 0.7 0.9 0.8 0.7 0.9 0.8 0.7
Relative usefulness 0.29 0.08 −0.19 0.48 0.37 0.26 0.68 0.50 0.42
Noise-to-signal ratio 0.27 0.20 0.18 0.05 0.05 0.05 0.04 0.02 0.01
Hitting rate 0.60 0.60 0.60 0.53 0.47 0.38 0.74 0.56 0.47
Type I error 0.40 0.40 0.40 0.47 0.53 0.62 0.26 0.44 0.53
Type II error 0.16 0.12 0.11 0.03 0.02 0.02 0.03 0.01 0.01

TABLE 8
Longer Lags of Candidate Variables

Model 4 Benchmark

LASSO lags 1–8

(1) (2) (3) (4) (5) (6)

μ 0.9 0.8 0.7 0.9 0.8 0.7
Relative usefulness 0.62 0.48 0.40 0.48 0.18 −0.09
Noise-to-signal ratio 0.04 0.04 0.01 0.16 0.16 0.14
Hitting rate 0.68 0.58 0.43 0.72 0.72 0.65
Type I error 0.32 0.42 0.57 0.28 0.28 0.35
Type II error 0.03 0.02 0.00 0.11 0.11 0.09
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a similar manner as they are done in the main
analysis with binary logit framework in
Section V. When applying the LASSO method
with cross-validation, the best tuning parameter λ
is selected in a grouped way so that it does not
violate the nature of multinomial logit and select
the same set of variables for different outcomes.
Model 5 is the multinomial benchmark, which has
the same set of variables as the binary benchmark.
Models 6 and 7 contain selected predictors from
the variable pool with lags up to four and eight
quarters respectively. Table 10 summarises the
results.
Comparing the relative usefulness of Models 5,

6 and 7 with varying policy preferences, it can be
seen that the main results of Section V also hold
in the multinomial logit framework. Using the
LASSO with cross-validation method, both
Models 6 and 7 produce better and more
consistent prediction results than Model 5, the
multinomial benchmark, under different policy
preference scenarios. Such results further provide
positive evidence for the advantage of using the
proposed variable selection technique to enhance
predictive performance of EWS.
It is found that the LASSO with cross-

validation method tends to select more variables
in the multinomial logit framework than in the
binary logit model from the same variable pool.
For example, Models 2 and 6 are binary logit and
multinomial logit models that have variables
selected from the same variable pool. Eight
variables are selected for Model 2, while 22 are

selected for Model 6. It may suggest an issue
when applying the LASSO with cross-validation
method to the multinomial logit EWS framework,
as some lagged interaction terms could be
selected because they are helpful in predicting
the duration rather than the occurrence of a crisis.
Nevertheless, the key EWS indicators selected,
though in different forms, are almost identical in
both binary and multinomial logit models. This
finding further strengthens the method’s capabil-
ity to identify the most important key indicators
for systemic events.

(iv) Alternative Dependent Variable Set-up
As discussed in Section ‘Set-up of the depen-

dent variable’, many conventional early warning
studies set up the dependent variable to include a
list of sequential ‘1’s in the ‘pre-crisis’ periods,
which will lead to an autocorrelation problem. To
avoid such issue, I use the start of systemic events
as the dependent variable while allowing a
window of six quarters before the actual crisis
starting period to train and evaluate models in the
spirit of early-warning. Nevertheless, to ensure
the results are robust under different dependent
variable set-ups, I evaluate the out-of-sample
forecasting performance of the benchmark model,
Models 1 and 2 with the dependent variable being
set up as the ‘pre-crisis’ periods alternatively.
Two exercises with different forecasting horizons
are conducted, with the policy preference param-
eter set to 0.9. Specifically, the first exercise
follows Duca and Peltonen (2013) and sets the

TABLE 10
Out-of-Sample Performance of Multinomial Logit Models

Model 5 Model 6 Model 7

multinomial multinomial multinomial

benchmark LASSO lags 1–4 LASSO lags 1–8

(1) (2) (3) (4) (5) (6) (7) (8) (9)

μ 0.9 0.8 0.7 0.9 0.8 0.7 0.9 0.8 0.7
Relative usefulness 0.48 0.05 −0.24 0.53 0.37 0.22 0.51 0.41 0.35
Noise-to-signal ratio 0.17 0.17 0.14 0.09 0.06 0.06 0.04 0.02 0.01
Hitting rate 0.82 0.78 0.72 0.68 0.55 0.52 0.63 0.48 0.42
Type I error 0.18 0.22 0.28 0.32 0.45 0.48 0.38 0.52 0.7
Type II error 0.14 0.13 0.10 0.06 0.03 0.03 0.05 0.01 0.01
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dependent variable to ‘1’ in the six quarters
preceding systemic events and ‘0’ to all the
tranquil periods. The second exercise sets the
‘pre-crisis’ periods as 7–12 quarters preceding
systemic events, following Behn et al. (2013).
As Table 11 presents, the results are generally

robust to the alternative dependent variable set-
up, even though autocorrelation and model
misspecification problem compromises out-of-
sample forecasting capacities of models. It also
shows the difficulty to forecast too far ahead of
crises.

(v) AUROC
Some early warning studies in banking crises

employ the receiver operating characteristics
(ROC) curves and the area under the ROC curve
(AUROC) to evaluate model performance (see
Caggiano et al., 2014, 2016). Specifically, the
ROC curve plots the true positive rate against the
false positive rate for all value of thresholds.
Hence, the AUROC is an aggregate measure of
the signalling quality of EWS regardless of
policy-makers’ preference over Type I and II
errors. The value of AUROC approaching 1
indicates that the EWS is getting closer to the
perfect classification. In contrast, the expected
value of the AUROC for a random ranking is 0.5,
which indicates the model being completely
uninformative.
To complement the analysis with the use of

AUROC as an alternative evaluation criteria, the
in-sample prediction performance is evaluated
and compared between the benchmark model and
the LASSO logit models. The specifications of
LASSO logit models are selected based on the
sample used. The candidate variable pool

includes variables with lag orders up to four.16

Following the suggestion of Candelon et
al. (2012), I use the AUROC comparison test
proposed by DeLong et al. (1988) to compare the
performance between EWS models. The null
hypothesis is the equality of the estimated
AUROC between models.
Table 12 reports the estimated AUROC of the

benchmark model and the LASSO logit model
over the full sample as well as the pre-GFC
subsample. In both cases the LASSO logit model
achieves a higher AUROC than the benchmark
model. The rejection of the null hypothesis
indicates that the difference between the esti-
mated AUROC of two models is statistically
significant.

VII Conclusion
This paper proposes using the LASSO method

with cross-validation to automate the variable
selection process of the conventional multivariate
logit EWS. Through formalising and automating
the variable selection process, the most important
information, which may not be easily identified
and accessed by subjective variable pre-selection,
can be extracted to achieve better systemic
banking crisis prediction.
The empirical analysis covers a set of 23 OECD

countries with quarterly data. Through a classic
pseudo-real-time recursive out-of-sample fore-
casting exercise, I evaluate the predictive

TABLE 11
Alternative Dependent Variable Set-up with Different Forecast Horizon

Pre-crisis: 1–6 quarters Pre-crisis: 7–12 quarters

Benchmark Model 1 Model 2 Benchmark Model 1 Model 2
LASSO lag 1 LASSO lags 1–4 LASSO lag 1 LASSO lags 1–4

Relative
usefulness

0.01 0.09 0.14 −0.30 0.05 0.08

NTSR 0.38 0.12 0.13 0.87 0.00 0.06
Hitting rate 0.44 0.13 0.21 0.26 0.05 0.09
Type I 0.56 0.87 0.79 0.74 0.95 0.91
Type II 0.17 0.02 0.03 0.23 0.00 0.01

16 I also test the AUROC for LASSO logit models
selecting specification from candidate variables with up
to eight lags. The expanded lag order of the variable
pool improves the AUROC for LASSO logit models.
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performance of a benchmark multivariate logit
model with specification from Behn et al. (2013)
against the LASSO logit models with automatic
variable selection. The evaluation criteria take
policy-makers’ preferences into account. The
results suggest that the proposed method can help
produce more useful, more stable and more
precise forecasting outcomes of systemic banking
crises. Such results are robust to varying policy-
makers’ preferences, forecast horizon, lag length
of candidate variables and the different treatment
to the fixed effects.
With this straightforward add-on to the vari-

able selection process, multivariate logit EWS
can perform better in forecasting while retaining
good interpretability and transparency for effec-
tive policy communication and activation. Five
variables, namely credit growth, the domestic
and global credit gaps, real house price growth
and the real effective exchange rate, are identi-
fied as the most important early warning indica-
tors of systemic banking crises. This study
further highlights the importance of not only
considering domestic early warning indicators
but also variables that can capture global
imbalances and the interactive relationship of
these variables.
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Demirgüç-Kunt, A. and Detragiache, E. (1998), ‘The
Determinants of Banking Crises in Developing and
Developed Countries’, IMF Staff Papers, 45, 81–109.
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Appendix I

TABLE A1
Description of Explanatory Variables

Variable Source Description

Credit growth BIS The year-to-year growth rate of credit to private non-financial sector from all
sectors at market value – US dollar – Adjusted for breaks

Calculated by applying the modified BN filter to the credit-to-GDP ratio, which
is:

Credit-to-GDP gap BIS The credit to private non-financial sector from all sectors at market value
– Percentage of GDP – Adjusted for breaks

Real GDP growth OECD Year-to-year growth
Inflation OECD Calculated from OECD CPI index
Short rate OECD Three-month Interbank rate
Long rate OECD 10-year government bond rate
Term spread OECD Calculated as the gap between the long rate and the short rate
Current account in

percentage of GDP
OECD

Real effective exchange
rate

OECD Index 2015 = 100

Equity price growth OECD Year-to-year growth, calculated from OECD share price index, 2010 = 100
Real house price growth OECD Year-to-year growth, calculated from OECD real house price index
House-price-to-income

ratio
OECD

House-price-to-rental
ratio

OECD

House-price-to-income
gap

OECD Calculated by applying the modified BN filter to the house-price-to-income
ratio

House-price-to-rental gap OECD Calculated by applying the modified BN filter to the house-price-to-rental ratio
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