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ABSTRACT 

Kelsey Jane Oeler: Advancing Imaging Techniques for Assessing Pulmonary  

Mucus Macrostructure and Microstructure 

(Under the direction of Amy L. Oldenburg) 

 

In pulmonary diseases, such as cystic fibrosis and chronic obstructive pulmonary disorder, we 

observe changes in pulmonary mucus behavior. However, our current understanding of how mucus 

properties may relate to the observed breakdown of the mucociliary clearance (MCC) system in diseased 

states is limited, both in terms of macroscopic mechanical properties and microscopic structure. Existing 

imaging techniques for assessing the viscoelasticity by directly measuring cilia-driven fluid flow in mucus 

samples lack controlled strain application, hindering their effectiveness. Also, commonly used techniques 

for sensing biomaterial nanostructure often require sample dehydrating or staining, which restricts their 

applicability. Optical coherence tomography (OCT) offers distinct advantages in performing depth-

resolved tracking of fluid flow and dynamic light scattering of nanoparticles diffusing within the meshes of 

biomaterials which hinder their diffusion. The increased depth penetration and capability to assess small 

samples make OCT particularly advantageous.  

In this dissertation, we present work aimed at observing mucus flow under physiologically relevant 

strains and simultaneously quantifying shear-induced anisotropy of mucus meshwork. First, we developed 

a micro-parallel plate strain induction chamber combined with OCT which was applied to track Newtonian 

fluid motion and mucus under physiologically relevant shear. Then, using polarization-sensitive OCT, we 

quantified translational (DT) and rotational (DR) diffusion coefficients of plasmonic gold nanorods as 

diffusive probes introduced into in polyethylene oxide solutions, hyaluronic acid solutions, agarose gels, 

and bronchial mucus. For all samples, DT and DR monotonically decrease with increasing solids 

concentration, which is attributed to increasingly constrained diffusion by the meshwork. Importantly, DR 
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exhibits higher sensitivity and lower intra-sample variability than in DT dehydrated mucus, which is 

particularly amenable to studying disease-like mucus. DT and DR measurements of gold nanorods in 

hypertonic saline-treated human bronchial epithelial cell cultures revealed cilia-induced dynamic mixing 

effects and the presence of hard-packed mucus. Lastly, diffusion tensor OCT (DT-OCT) hardware is 

designed to rapidly query angle-dependent DT and DR and is assessed in isotropic agarose and collagen gel 

samples. Overall, these experiments enhance our understanding of biofluid flow and nanostructure in mucus 

under physiologically relevant conditions, shedding light on mucus properties and their significance in 

respiratory health and therapy. 
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CHAPTER ONE 

INTRODUCTION 

 

 Pulmonary mucus is a functional component of the respiratory system’s main defense mechanism 

against infections. Respiratory diseases can alter the mucus’ viscoelastic and barrier properties of the 

biopolymeric meshwork. Understanding the mechanical and structural properties in both hydrated and 

dehydrated mucus is essential for monitoring treatment and informing drug delivery designs. However, 

there are limited imaging techniques for assessing the properties of pulmonary mucus, most of which are 

destructive to the sample or require large sample volumes. To address these limitations, we use optical 

coherence tomography (OCT) to investigate the properties of mucus. In this dissertation, work will be 

presented towards the goal of developing new OCT techniques and advancing current ones for investigating 

pulmonary mucus macrostructure and microstructure. 

1.1 The mucociliary clearance system and pulmonary disease 

Pulmonary mucus plays a vital role in maintaining a healthy respiratory system. The primary 

function of pulmonary mucus is to entrap inhaled pathogens to protect the respiratory system against 

infections. A protective airway surface layer of secreted mucus is comprised of 0.3 % mucin polymers, 

0.8% globular proteins, 0.9% salts, and 98% water [1]. The muco-ciliary clearance (MCC) system is the 

airway’s main defense mechanism [2]. While multiple types of  cells and glands make up the upper airways, 

the MCC is comprised of three main components: ciliated epithelial cells, the periciliary layer (PCL), and 

mucus layer. The epithelial cell’s cilia are hair like appendages that utilize a beating motion to transport 

mucus along the respiratory track. The periciliary layer was classically believed to be made mostly of water, 

however more recent findings suggest the periciliary layer is a dense brush [3]. The mucus layer is mostly 

made of two major high molecular weight mucin polymers, MUC5B and MUC 5AC [4]. It resides on top 

of the periciliary layer and has an air-liquid surface interface. Inhaled pathogens are trapped by mucus and 
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are expelled by the cilia to prevent infection in the respiratory system. However, the MCC can only 

efficiently propel mucus if there is a proper osmotic balance between the mucin layer and PCL. In a healthy 

respiratory system the osmotic pressure in the mucus layer is ~100Pa and in the PCL is ~500 Pa [1]. In 

pulmonary diseases, the osmotic pressure of PCL is greater than or equal to the osmotic pressure in the 

mucus layer [5].  This leads to mucus dehydration, altering the viscoelastic properties of mucus and 

changing the way a biofluid moves, which potentially exacerbates the effects of the disease [5, 6]. The 

movement of mucus depends on the strain induced by cilia and the rheological response of the fluid is 

largely dictated by its polymeric mucin meshwork [7, 8]. The breakdown of disease-state MCC causes 

accumulation of an increasingly hyperviscous mucus layer which weighs down the cilia and further hinders 

MCC in a vicious cycle [10, 11]. 

Small changes to mucus concentration can greatly change them mechanical and transport properties 

of mucus [3, 6]. Pulmonary diseases such as cystic fibrosis (CF) and chronic obstructive pulmonary disease 

(COPD) are characterized by dehydrated mucus that cilia are unable to propel out of the respiratory system, 

leaving individuals susceptible to infection. Cystic fibrosis is an autosomal recessive disease that affects 

approximately 105,000 children and adults globally [13]. It can affect the respiratory system, digestive 

system, and the reproductive system of an individual.CF is caused by a mutation of the cystic fibrosis 

transmembrane conductance regulator (CFTR) gene [14]. The mutation causes the CTFR protein, which is 

partially responsible for maintaining a proper osmotic balance via chloride secretion, to be dysfunctional. 

Individuals living with CF are more likely to develop infections in both the upper and lower respiratory 

tract, which can lead to chronic coughing. 

In 2018, COPD was the fourth leading cause of death in the United States [15]. COPD is a 

progressive disease that is mainly characterized by airflow obstruction due to chronic inflammation of the 

lungs. There is currently no cure for COPD, however common treatments included the use of 

bronchodilators, inhaled steroids, and oxygen therapy. The term COPD encompasses two major subset 

conditions called emphysema and chronic bronchitis [16]. Emphysema develops when there is damage to 

the alveoli that reduces the surface area of the lungs, limiting the amount of oxygen that can reach the 
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bloodstream. Chronic bronchitis is characterized by chronic inflammation of the bronchial tubes during 

which chronic hyperconcentration of mucus can occur. This results in a chronic cough and heavy production 

of phlegm.   

1.2 Pulmonary mucus macro- and micro- structure assessments 

There have been many advances towards visualizing and quantifying mucus macrostructure and 

microstructure with imaging modalities such as scanning electron microscopy [3, 16 – 22] and optical 

coherence tomography. OCT is emerging as a modality particularly amenable to characterizing fluid flow, 

cellular structure on the epithelium, and rheological properties because it offers high-speed, depth-resolved 

imaging with microscopic resolution [16, 17]. Oldenburg et al. [24] used OCT to investigate mucus flow, 

ciliary beat frequency, and the microanatomy of the PCL in both an in vitro human airway model and ex 

vivo mouse model. Micro-OCT (μOCT), with a lateral resolution of 2 μm and axial resolution of 1 μm, has 

recently been utilized to assess the macrostructure of the MCC. Using a custom μOCT system, Liu et al. 

[25] investigated the cilia beat frequency and ciliary stroke pattern. Birket et al. [26] furthered used the 

same μOCT system to investigate the functional microanatomy of human bronchial epithelial cultures and 

compared it to the microanatomy of swine tissue cultures that were afflicted with CFTR dysfunction. Their 

results established a relationship between the hydration of the PCL and the rate of mucus transportation. 

Furthermore, Chu et al. [27] extended the μOCT system to be a fiber-optic endoscopic instrument for in 

vivo imaging of the trachea to assess the functional airway microanatomy. Particle tracking velocimetry 

(PTV) can be a useful tool for quantifying fluid velocity in small volumes and there have been promising 

results employing OCT for PIV-based studies. For example, Buchsbaum et al. [28] employed PIV on a 

glass-fibre polymer compound to assess the fluid behavior of the polymer melt, while Jonas at el. seeded 

Xenopus tropicalis cultures with tracer microparticles to visualize cilia-driven flow profiles.  

Past these investigations, questions still remain on how mucus transport is affected by the 

viscoelastic properties of mucus. Although mucus is known to be shear thinning, we do not have a clear 

answer for under what specific conditions (in terms of beat frequency, mucus thickness and concentration) 

there is an onset of shear thinning. On a microstructure scale, when it comes to treatment options for 
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respiratory diseases, the barrier properties of the biopolymeric meshwork of mucus informs the design of 

drug delivery systems for the lung epithelium [8, 12, 13]. The barrier properties of the meshwork relates to 

the permeability of inhaled drugs. To counteract the dehydrated mucus’ impairment of the MCC, mucus-

thinning therapies, such as aerosolized hypertonic saline (HTS), are commonly administered [14, 15]. While 

HTS is a low-cost and easily administered treatment [15, 16], its effectiveness in improving MCC remains 

uncertain due to patient-to-patient variability and conflicting therapeutic outcomes [15, 17, 18]. The 

question remains how increase in mucus solids concentration, (wt%) as it becomes severely dehydrated 

during pulmonary disease (> 3 wt%), is directly associated with decrease in nanopore size within the mucus 

macromolecular meshwork. Additionally, towards the goal of informing drug delivery design, it would be 

useful to understand how the nanostructure pore anisotropy is altered during mucus transport and its 

dependence on concentration. 

1.3 Basics of Spectral Domain Optical Coherence Tomography 

 Optical coherence tomography is a low coherence imaging technique that is analogous to 

ultrasound. Like ultrasound, OCT is an advantageous imaging technique due to its depth-dependent imaging 

capabilities and non-destructive nature. In contrast to ultrasound, OCT utilizes the time-delay of optical 

signals instead of acoustic signals to capture cross-sectional images beneath tissue, allowing for micro-

meter axial resolutions. Optical coherence tomography uses interferometry, a technique that splits light into 

two paths to later recombine and constructively or destructively interfere. How light will interfere depends 

on the optical path delay (OPD) between the two paths [13, 14]. For the interference signal to store 

information, the optical path delay must be within the coherence length (lc) of the light source, such that 

OPD .cl The coherence length depends on the light source’s center wavelength, 0 , and the power 

spectrum’s full width half maximum (FWHM),  , according to: 

 

2

0
cl




=


 (3.1) 

From the coherence length dependence on FWHM, it is clear the light source must be broadband.  
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The earliest OCT systems were time domain (TD-OCT), in which a reference arm must be 

mechanically moved for imaging, greatly limiting the image collection speed. To improve imaging speeds, 

OCT systems were developed to perform measurements in the Fourier domain, appropriately named Fourier 

domain OCT (FD-OCT). FD-OCT does not require movement of the reference arm making it faster than 

TD-OCT imaging. There are two very common variations of FD-OCT: swept source OCT (SS-OCT) and 

spectral domain OCT (SD-OCT). In this dissertation, we will use the latter. Spectral domain OCT (SD-

OCT) systems use a Michelson interferometer comprised of a 50:50 beam splitter that splits the light 

towards a sample arm and a reference arm, which is comprised of a fixed position mirror (Figure 1.1). The 

refractive index distribution of a biological sample will cause light to be backscattered from the sample. As 

stated above, the light from the two arms will interfere and an interference signal will be dispersed spatially 

by a spectrometer and collected by a line scan camera. A reflectivity profile is encoded on the interference 

signal if the OPD is an appropriate length.   

We can then obtain the reflectivity profile by performing a Fourier transformation of the 

interference spectrum. The aim of OCT is to produce a structural image that is a reconstruction of the 

reflectivity profile as a function of depth. An A-Line is defined as a one-dimensional reconstruction. By 

transversely scanning the surface of a sample we can acquire consecutive A-Lines. These spatially 

consecutive A-Lines can be constructed together into a two-dimensional, where dimensions are depth and 

lateral scan distance, image called a B-Mode image. If no scanning occurs (such that we image the same 

spatial location over time) the two-dimensional reconstruction, where dimensions are depth and time, of A-

Lines is called an M-Mode image. 
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Figure 1.1: Schematic diagram of SD-OCT comprised of a broadband light source, a Michelson 

interferometer, and a spectrometer. An optical path delay between the reference arm and the sample arm is 

shown by labeling length L in the sample arm and length L + ΔL in the reference arm 

1.4 Outline of the Dissertation 

This Ph.D. dissertation is organized as follows: Each chapter begins with a detailed motivation for 

investigating a specific aspect related to the research topic. Chapter 2 focuses on the investigation of 

biopolymer bulk flow and includes the introduction of the hardware design for an OCT-amenable micro-

parallel plate strain induction chamber (MPPSIC) and the development of a custom particle tracking 

velocimetry MATLAB code for analysis. The MPPSIC is utilized to induce shear on Newtonian fluids for 

validating the design and custom analysis code. Additionally, it is used to explore the bulk flow response 

of pulmonary mucus to physiologically relevant shear rates. 

In Chapter 3, the research shifts to the investigation of the use of gold nanorods (GNRs) and their 

translational and rotational diffusion dependence on concentration for studying the nanotopology of 

biopolymers. This chapter presents GNR diffusion experiments conducted across a wide range of sample 

concentrations, including hyaluronic acid, agarose gels, polyethylene oxide solutions, and human Bronchial 
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Epithelial (hBE) mucus. The results of the hBE mucus experiments are used to map translational and 

rotational diffusion rates to concentration, which is used to develop a pulmonary mucus hydration assay. 

This mapping is then applied to available data from a hypertonic saline (HTS) treated hBEC air-liquid 

interface (ALI) culture dataset to demonstrate the usefulness of this assay. 

Chapter 4 is dedicated to the hardware design and validation of the Diffusion Tensor OCT (DT-

OCT) system for investigating the anisotropy of biopolymer pores. A novel sample arm design is 

introduced, which incorporates an automated compact periscope to redirect the beam path to the outer edge 

of the focal lens. This chapter provides a detailed description of the compact periscope design, its 

implementation into the hardware, and the measures taken to mitigate the elliptical polarization-producing 

effects of the two silver rotating mirrors. The hardware validation includes the measurement of diffusion in 

two separate isotropic samples, agarose gels and collagen gels, revealing a dependence of the diffusion 

coefficient on sample concentration. Chapter 5 serves as a comprehensive conclusion, summarizing the 

research conducted in this dissertation. 
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CHAPTER TWO 

OCT PARTICLE TRACKING VELOCIMETRY OF BIOFLUIDS IN A 

MICROPARALLEL PLATE STRAIN INDUCTION CHAMBER 

 

In this chapter, we propose a new platform for visualizing biofluid motion under physiologic shear 

with OCT, which is capable of tracking microscale fluid motions over millimeter fields of view, in 

combination with a micro-parallel plate strain induction chamber (MPPSIC) amenable to real-time OCT 

imaging. By designing a strain induction chamber amenable to OCT imaging, for the first time, we 

demonstrate depth-resolved visualization of fluid motion induced by controlled, dynamic shearing. Our 

hardware design and custom particle tracking velocimetry code are first validated using Newtonian fluids 

comprised of glycerol-water mixtures at low Reynolds numbers such that the observed motion has a simple 

theoretical analytical solution for validation. We then demonstrate the MPPSIC with a bronchial mucus 

sample at 1.5 wt%, a concentration consistent with a healthy airway epithelium. Our demonstrations show 

that the MPPSIC can successfully track biofluid flow in conditions that recapitulate the airway surface 

liquid on the lung epithelium. 

2.1 Why study pulmonary mucus response to shear? 

For a proper understanding of how disease states modify biofluid flow, it is necessary to quantify 

fluid flow in situ under physiological conditions over a wide field-of-view, allowing one to characterize the 

system over its full span (such as the thickness of the airway surface layer) and to detect heterogeneity in 

the fluid flow arising from intrinsic viscoelastic heterogeneity or from heterogeneous applied strain. 

However, the ability to investigate fluid flow under these conditions is technically challenging. There is no 

current protocol for experiments that clearly defines at what cilia beat frequency, mucus layer height, and 

mucus concentration we can see the onset of heterogeneity in fluid flow. It would be ideal to assess the 

effects of multiple different parameter combinations while minimizing sample volume required for the 
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multiple iterations. Here, we present a suitable approach using OCT to track particle probes in a controlled 

MCC-mimicking environment, giving way for investigative studies over a wide range of strain rates with 

sub-milliliter sample volumes. 

2.2 Parallel Plate Fluid Flow Models 

To validate the MPPSIC we first write the analytical solutions for the depth-dependent fluid 

velocity under the conditions used in our experiments. Our validation experiments are performed with 

Newtonian fluids between parallel plates, while the bottom plate is displaced laterally with a periodic 

waveform, either triangular (to impart constant shear rate) or sinusoidal (to impart an oscillatory shear rate). 

In all experiments, the plates were measured to have an angle difference less than 1° (Appendix B), thus 

we treat them as parallel here. Using OCT, we quantify the velocity of polystyrene microspheres added to 

the fluids for particle tracking. The microspheres are presumed to have no-slip and negligible Brownian 

motion such that their motion represents that of the surrounding fluid. The plates are much wider than the 

OCT lateral field of view so that we can neglect edge effects, and the bottom plate is driven along the x 

axis, so that we may assume that fluid velocity is purely along the x axis, V=Vx, and only depends on the 

depth from the top plate, z, and time, t. The fluid is assumed to follow a no-slip condition with both plates, 

and the plate separation is given as H. When the velocity of fluid flow is not constant over time, it is referred 

to as transient flow, and its behavior is influenced by the kinematic viscosity (v). The transient time of the 

Newtonian fluids used in our experiments were calculated to be negligible at less than 1 ms [38]. The 

Reynolds numbers of the Newtonian fluids were considered low at a maximum value of 1.310-4. 

 For experiments employing a constant shear rate, a triangle waveform drives the bottom plate of the 

MPPSIC at a constant velocity, 
0xV  in upswing and downswing, respectively; for simplicity we treat each 

direction of motion equally and ignore the sign of the velocity. This situation is equivalent to Navier-Stokes’ 

first problem for a finite depth field, in which a Newtonian fluid is induced with a constant shear rate at one 

boundary. The steady-state solution when the Reynolds condition is low exhibits a constant velocity 

gradient in depth, such that [39]: 
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 0( ) .
x

x x

V z
V V z

H
= =  (1.2) 

In the steady state, the fluid velocity will decrease with direct proportionality to the distance from the plate 

moving at velocity 
0xV . In this case, fluid velocity can be tracked at various known depths and the shear 

rate, γ̇, is constant and given by the velocity gradient:  

 0
( )

.
xx

VdV z

dz H
 = =  (1.3) 

 To mimic physiological conditions of the MCC more closely we then performed experiments under 

sinusoidal shear by driving the bottom plate with a sinusoidal waveform of angular frequency  and 

velocity amplitude 
0xU . For a Newtonian fluid, the solution of the Navier-Stokes’ second problem for a 

finite depth field holds for sinusoidal conditions in the steady state. In this solution, a fluid induced with a 

sinusoidal shear with under low Reynolds conditions will again exhibit a velocity gradient constant in depth 

and follow the time-dependence of the driving waveform, such that [39]: 

 0

max
cos( ) ( )cos( )

x

x x

U z
U t U z t

H
=  + =  +  (1.4) 

and the phase, denoted as ф, is equal to that of the driving waveform (no phase lag under low Reynolds 

conditions). In this solution, the fluid velocity amplitude 
max

( )xU z  has the same form as the constant 

velocity vs. depth in Eq. 2.1, which decreases with direct proportionality to the distance from the plate. By 

tracking 
max

( )xU z at various known depths, the maximum shear rate (equivalent to the shear rate amplitude) 

in time is constant in depth, and is extracted by the gradient of the velocity amplitude: 

 max 0

max

( )
.

x xdU z U

dz H
 = =  (1.5) 
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2.3 Materials and Methods 

2.3.1 Microparallel Plate Strain Induction Chamber 

 To create the microparallel plate strain induction chamber (MPPSIC), we updated a previous design 

of a micro-parallel plate rheometer amenable to confocal microscopy imaging [40]. The MPPSIC consists 

of two removable and parallel flat plates, one of which remains stationary while the other is driven laterally 

with a desired waveform. To make this design amenable to OCT, the top plate is comprised of optical 

quality 1 mm thick microscope glass, and the upward facing surface of the bottom plate is coated with a 

light-absorbing paint to avoid specular reflection. A three-axis nano-positioner (LP100 Mad City Labs, 

Inc.) is employed to control the bottom plate lateral oscillations and to set the distance of separation between 

plates. The top plate is stabilized by a cage system, uncoupled to the nano-positioner, which allows for tilt 

of the full strain induction chamber to reduce specular reflection from the top plate (Figure 2.1).  
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Figure 2.1: (a) Solidworks CAD (computer aided design) of MPPSIC on a large axial translational stage. 

The cage system (blue) holds the top plate stationary relative to the stage without coupling to the nano-

positioner. The incoming OCT beam and scan path are indicated in red. (b) Photograph of the MPPSIC 

stage under the OCT sample arm. The red arrows point to the glass plates, the blue arrow points to the 

stationary cage system, and the green arrow points to the 3-axis nano-positioner. (c) Diagram of an x-z 

cross-section within the MPPSIC. The yellow arrow indicates plate separation distance, H, controlled 

through an external power supply. The mechanical scan and OCT scan are along the x axis as shown.  

 The MPPSIC is designed to induce shear on liquid samples deposited between the plates. A 

waveform generator produces either a triangle waveform to drive the bottom plate at a constant velocity or 

a sinusoidal waveform to drive the bottom plate with sinusoidal velocity. The OCT data acquisition system 

synchronizes the start of OCT image acquisition with the start of the MPPSIC waveform, with a measured 

9 ms mechanical delay accounted for in image processing. The nano-driver can induce lateral displacements 
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up to 100 μm, and for waveforms driven at up to 10 Hz, this allows us to induce maximum shear rate 

amplitudes of 6 – 39 s-1 on the sample while controlling the plate separations between 80 – 500 μm.  

Importantly, this design can mimic the shear strain and strain rate applied to mucus by cilia at the 

bronchial epithelium. Mucus layer thickness is typically 20 – 100 μm and the average length of cilia is 

between 9 – 12 μm with beat frequencies between 10 – 20 Hz. As such, it is estimated that mucus undergoes 

1 – 10 s-1 shear strain rates at bulk flow speeds of 60 – 100 μm/s [4]. Mucociliary clearance velocities are 

well described by oscillations about constant velocities. Since the oscillations alone contribute to the strain 

within the fluid, we choose to drive our system with a sinusoidal waveform for mucus samples to mimic 

the shear strains and strain rates associated with MCC [41]. 

2.3.2 Sample Preparation 

For experiments on Newtonian fluids, three aqueous glycerol (Sigma Aldrich 99% pure glycerol) 

solutions were prepared (two for triangle, and one for sinusoidal actuation) with 2.07 μm diameter 

polystyrene microspheres (Bangs Laboratories, IN) added as tracer particles. Desired volumes of water, 

glycerol, and microspheres solutions were calculated to target samples with a dynamic viscosity of ~400 

mPa·s using equations found in Ref. [42] and final microsphere density of 1 – 3% solids by volume. Each 

pipetted volume was weighed to determine the actual ratio of water to glycerol to calculate each sample’s 

dynamic viscosity, which were all between 294 – 462 mPa·s. The refractive indices of the aqueous glycerol 

solutions, needed for calibration of depth in the OCT images collected at 800 nm wavelength, were 

calculated with the Arago-Biot formula [43] as the summation of the weight fractions of water and glycerol 

multiplied by their respective refractive indices, 1.340 for water and 1.465 for glycerol [44]. Sample 

refractive indices ranged between 1.45 – 1.46. For experiments in mucus, which is non-Newtonian, mucus 

is harvested from human bronchial epithelium cell cultures (provided by the Cystic Fibrosis/Pulmonary 

Research Treatment Center at the University of North Carolina at Chapel Hill) and prepared to a defined 

concentration following established protocols [45]. These samples were diluted with 1XDPBS (Distilled 

Phosphate Buffered Saline) and microspheres were added such that the final concentration of mucus was 
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1.5 wt% solids, with microsphere solids making up 1 – 3% of the sample’s total volume. Mucus samples 

were assumed to have a refractive index of 1.34, the same as that of water.  

2.3.3 MPPSIC Constant Velocity Newtonian Sample Procedure 

 To test the functionality of the MPPSIC, we began with constant velocity experiments via triangular 

waveforms. Samples were loaded into the MPPSIC and the plate separation set to ~300 μm. The MPPSIC 

was driven in the lateral direction (x)  with a triangle waveform where the speeds of the forward and 

backward sweeps were equal. Experiments were performed on two separate samples: sample 1 with 

viscosity of 462 mPa·s, and sample 2 with a viscosity of 294 mPa·s. Each sample was driven at 0.5 Hz with 

bottom plate speeds from 5 – 60 μm/s in increments of 5 μm/s. This range of experimental conditions 

corresponds to peak-to-peak shear strains between 1.7 – 20% and shear rates between 0.017 – 0.20 s-1. OCT 

imaging was triggered at the beginning of MPPSIC oscillations, where B-mode images (1.5 mm  1.5 mm 

in x  z in the sample) comprised of 250 A-lines were collected sequentially at a line rate of 10 kHz with 2 

ms of dead time between frames, the frame rate was 37 Hz. A total of 3 waveform cycles were collected in 

each experiment.  

2.3.4 MPPSIC Sinusoidal Velocity Newtonian Sample Procedure 

 To test the MPPSIC with a waveform that more closely recapitulates the shear dynamics of bronchial 

mucus, we performed experiments where the shear was sinusoidally varying. A Newtonian fluid sample of 

347 mPa·s was loaded into the MPPSIC and the plate separation set to ~150 μm. The MPPSIC was driven 

in the lateral direction (x)  with a sinusoidal waveform, and data was collected at driving frequencies in 

increments of 1 Hz from 1 – 10 Hz with a maximum bottom plate peak-to-peak displacement of 24 μm, 

resulting in peak speeds from 75 – 750 μm/s and shear rate amplitudes between 0.5 – 5.0 s-1. OCT imaging 

was triggered at the beginning of MPPSIC oscillations, where B-mode images (1.2 mm  1.5 mm in x  z 

in the sample) comprised of 208 A-lines were collected sequentially at a line rate of 69 kHz; with 2 ms of 

dead time between frames, the frame rate was 199 Hz. A total of 6 waveform cycles were collected in each 

experiment.   
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2.3.5 MPPSIC Sinusoidal Velocity Mucus Sample Procedure 

 To observe motion tracking capabilities in mucus, experiments were performed on a bronchial 

mucus sample. Mucus prepared as above was loaded into the MPPSIC and the plate separation set to ~240 

μm. The MPPSIC was driven in the lateral direction (x)  with a sinusoidal waveform. Eight experiments 

were performed on the sample using driving frequencies in increments of 1 Hz from 3 – 10 Hz. Each sample 

was driven with a maximum bottom plate peak-to-peak displacement of 18 μm and then repeated at 24 μm, 

resulting in peak speeds from 170 – 750 μm/s and shear rate amplitudes between 0.7 – 3.2 s-1. OCT imaging 

was triggered at the beginning of MPPSIC oscillations, where B-mode images (1.2 mm  1.5 mm in x  z) 

comprised of 208 A-lines were collected sequentially at a line rate of 69 kHz; with 2 ms of dead time 

between frames, the frame rate was 199 Hz. A total of 6 waveform cycles were collected in each experiment.    

2.4 Image Analysis 

After collecting OCT images of fluids within the MPPSIC, the goal is to accurately extract the 

microsphere displacements (and corresponding velocities) in depth and time, for subsequent comparison 

against existing models of fluid dynamics. A flow chart of the image analysis procedure to extract Vx(z,t) 

using a normalized cross-correlation method is shown in Fig. 2.2. 

2.4.1 Region of Interest (ROI) Selection 

 The frames corresponding to the first 30 ms are discarded to avoid tracking transient motions 

induced by the system as well as the MPPSIC’s mechanical lag. To mitigate digitization noise, all images 

are upsampled in the lateral direction (x)  by a factor of 4. Then, the tilt of the plates from horizontal, which 

is necessary in OCT to avoid strong specular reflections that saturate the detection hardware, is corrected 

by a semi-automated method. The top plate’s angle is used to vertically shift each column of the image to 

form a horizontal surface, and the difference between the top and bottom plate’s angle is checked to ensure 

that the plates are parallel within 1o. Throughout the image analysis procedure, OCT pixel sizes calibrated 

in free-space are multiplied by an axial distortion factor, 

2 2

2

s n  i ( )
axial

n
D

n

− 
= , and transverse distortion 
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factor, 
1

cos( )
transverseD =


, to account for the effects of the sample refractive index, n, determined as 

above, and tilt angle, . After this correction, the separation distance H between the top and bottom surfaces 

is measured at the center of the image. 

 The sample region is divided into a grid of ROIs of i = 1:N rows by j = 1:M columns for each frame 

k = 1:Q, denoted as ROI(k)i,j. ROI dimensions were chosen to provide sufficient resolution in the axial 

direction (15 – 18 μm) for shear analysis, while extending further in the lateral (x) direction (150 μm) to 

capture ~1 – 4 microspheres per ROI to facilitate cross correlation measurements. ROIs were 12100 or 

18100 pixels, corresponding to 25  150 μm and 38  150 μm, respectively, for experiments with large 

(> 200 μm) or small (< 200 μm) plate separations, respectively.  

 Displacements are obtained within each non-empty ROI by normalized cross-correlation, with the 

determination of non-empty being based on an average intensity threshold. Correlation coefficients are 

computed between pairs of thresholded ROIs within the time series, 1 1 ,( , ) ROI( )i jI x z k=  and 

2 2 ,( , ) ROI( )i jI x z k= , according to:  
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 (1.6) 

where I2 (and hence the range of (u,v) computed) is extended by the theoretical lateral (in x) and axial 

maximum displacement of a particle. The (u,v) corresponding to the maximum correlation ρ is taken as the 

lateral and axial particle displacement (xshift, zshift), respectively. The zshift values were found to be 

consistently close to zero pixels and were considered negligible.  

2.4.2 Constant Velocity Image Analysis 

 For constant velocity experiments, a triangle waveform drives the bottom plate. To avoid transient 

effects in the stage or fluid at the turnaround points of the waveform, we omit (“pad”) all OCT images 

within two frames of the waveform peaks and valleys. As depicted in Fig. 2.2, each half-cycle of the 
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waveform is analyzed by computing displacements between pairs of frames. Pairs were chosen by 

employing a depth-dependent frame decimation value, ki, based upon an initial estimate of the velocity 

within that row. Details of the decimation technique may be found in Appendix B. The purpose of the 

decimation is to exaggerate motion in regions of low velocity, such as near the top plate, where 

displacements between successive frames can be less than a single pixel. Initial velocities are estimated by 

linear extrapolation of the velocity obtained at the bottom, in ,ROI ,N j  to the top plate where we expect a 

velocity of zero.  

 
Figure 2.2: Image analysis flow chart. Step 1 is performed with LabView and all other steps were performed 

in Matlab 2019b. To omit ROIs that contain no particles to track, we employ two steps: intensity 

thresholding then a cluster check. A threshold is calculated for each row, i, of ROIs to account for system 

sensitivity roll-off. The threshold is the mean pixel intensity (averaged over j,k) plus 1.5 the standard 

deviation. Thresholded ROIs that contain more than one non-zero pixel are then tested to determine if the 

intensity is spatially clustered, suggesting the presence of a particle. This is performed by auto-correlating 

each thresholded ROI with a 1-pixel diagonal displacement and keeping only ROIs for which the result is 

non-zero. Each ROIi,j must pass the cluster test across all frames (k) to be considered non-empty. Also, each 

row of ROIs must contain at least one non-empty ROI for the image stack to be considered valid for 

analysis. 
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 Finally, lateral displacements, ,( )shift i jx k  are computed within each sweep by cross-correlating 

1 ,ROI( )i jI k=  with 2 ,ROI( )i jI k k= +  for 𝑘 = 1. . . 𝐹 − 𝛥𝑘𝑖 according to Eq. (2.5), where F is the 

number of frames in one sweep. We then compute the velocity, Vx, in pixels per frame, according to: 

 
,

,

( )
( )

shift i j

x i j

i

x k
V k

k
=


 (1.7) 

In each ROIi,j, the velocity in each half-cycle q is computed by averaging Vx(k)i,j over all k, resulting in 

Vx(q)i,j. The average and standard deviation of the speed in each row, i, is then computed from the absolute 

value (to account for forward and backward motion) of Vx(q)i,j over all j and q, providing ( ) .
i xi

x x VV z V=   

2.4.3 Sinusoidal Velocity Image Analysis 

 For sinusoidally varying velocity experiments the driving velocity is no longer constant, so the 

approach above is extended to account for variable frame decimation in time, ( ) .ik k  The details of the 

decimation technique may be found in Appendix B. The frame decimation value for each frame and depth, 

( )ik k is then used to define each pair of images, 1 ,ROI( )i jI k=  and 2 ,ROI( ( ) )i i jI k k k= + , where k 

is now extended over all frames in the scan (unlike triangle data analyzed within each half-sweep). 

Analogous to Eq. (2.6), velocities 
,

( )

2

i
x

i j

k k
U k

 
+ 

 
 are computed by dividing ,( )shift i jx k  by ( ) ;ik k  

note that since the velocity is now varying in time, each velocity is assigned to a frame in the middle of the 

interval, located at 
( )

.
2

ik k
k


+  Finally, velocity in each row of ROIs is averaged, while preserving the 

time-dependence (k), to obtain an average velocity waveform at each depth: 
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 (1.8) 

and velocities are converted from units of pixels per frame to microns per second according to the distortion 

factors above.  
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 To extract velocity amplitude, frequency, and phase, velocity waveforms were fit by nonlinear least-

squares to a sinusoidal waveform. For rows with only one valid ROI, an unweighted fit was used; for rows 

with multiple valid ROIs, a weighted fit was used, where the standard deviations of the ,( )x i jU k  were used 

as the weights.  

2.5 Experimental Results 

2.5.1 MPPSIC Constant Velocity Performance on Newtonian Fluid 

In Figure 2.3(a), an example OCT B-Mode image frame shows the distribution of the microsphere 

tracer particles within a glycerol-water sample between the glass plates. To showcase the motion tracking 

capabilities of our method, in Figure 2.3(b) the average particle displacement versus time is plotted for a 

handful of depths for one of the experiments. The pattern of the particle displacement clearly follows the 

triangle waveform driving the bottom plate, and the amplitude of displacement gradually increases 

proportionally to distance from the stationary plate, consistent with theory. To extract a shear rate, the 

particle velocity versus depth (Fig. 2.3(c)) is plotted for this same experiment. The theoretical trend line for 

the shear rate is displayed and a weighted linear regression is set to the data. The slope of the weighted fit 

is extracted as the shear rate (Eq. (2.2)) to be 0.22 ± 0.004 s-1, compared to the theoretical shear rate of 0.21 

s-1, and the r-squared value of the weighted least squares regression is 0.996.  In Figure 2.3(d), the results 

of all 22 experimental shear rates, obtained by varying the velocity while keeping all other parameters 

constant, are compared to the theoretical shear rates via a Bland-Altmann plot. Different values are 

expressed as percentages to better represent the relationship between experimental and theoretical results. 

Results of the Bland-Altmann plot are summarized in Table 2.1. The bias is -8.4% (95% CI, -18 – 1.2 %) 

within the limits of agreement (LoA) range of -51% to 34% that is principally caused by the lower shear 

rate measurements. Above 0.05 s-1, the agreement range is less than 20%. 
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Figure 2.3: Newtonian fluid under constant shear rate in the MPPSIC. (a) OCT image of Sample 2, a 

glycerol:water solution of 294 mPa·s viscosity containing polystyrene microspheres as tracer particles 

between the glass plates of the MPPSIC separated by 292 µm. Image is cropped to 0.65 mm in the lateral 

direction (x)  for clarity. (b) Corresponding traces of lateral particle displacements in Sample 2 when driven 

by a triangle waveform at the bottom plate with peak velocity of 60 µm/s and frequency of 0.5 Hz. Traces 

are shown at multiple depths in the sample, offset by their depth position for clarity. Corresponding movie 

of B-Mode OCT images (1.4 mm  0.4 mm in x  z) displayed at 2 real-time (Video 1, MP4, 2.9MB). (c) 

Corresponding waveform-averaged tracked particle velocity vs. depth; the best-fit line is used to extract the 

shear rate, which is compared to theory. (d) Bland-Altmann plot comparing results of measured shear rates 

over all experiments (n = 22) compared to theoretical shear rates. The difference is expressed as a 

percentage on the y-axis. The limits of agreement are marked by (black dashed lines), the bias (solid line), 

and 95% confidence interval of the bias (red lines). Velocity was varied while all other parameters were 

held constant for each sample’s data collection. 

2.5.2 MPPSIC Sinusoidal Velocity Performance on Newtonian Fluid 

In Figure 2.4(a), an example OCT B-Mode image frame again shows the distribution of the 

microsphere tracer particles between the plates, now with a smaller separation distance. Taking a 

representative experiment, we see the sinusoidal pattern of the average particle displacement versus time in 

Figure 2.4(b) and note that the amplitude of displacement increases proportionally to distance from the 

stationary plate. In Figure 2.4(c) the fitted velocity amplitude for this experiment is plotted versus depth. 
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The theoretical trend line for the shear rate amplitude is displayed and a weighted linear regression is set to 

the data. The slope of the weighted fit is extracted as the shear rate amplitude (Eq 2.4) to be 4.84 ± 0.11 s-

1, compared to the theoretical shear rate amplitude of 4.92 s-1, and the weighted fit has an r-squared of 0.997. 

In Figure 2.4(d), the results of all 10 experimental shear rate amplitudes, obtained by varying the frequency 

while keeping all other parameters constant, are compared to the theoretical shear rate amplitudes (bias = 

1.6 %; 95% CI, -0.28 – 3.4 %; LoA, -3.5 – 6.7 %). Similarly, the experimentally extracted frequencies are 

compared to corresponding theoretical values for all ten experiments Figure 2.4(e), and the phase lag of 

each experiment, calculated by a weighted average, is shown in Figure 2.4(f).  
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Figure 2.4: Newtonian fluid under sinusoidal shear in the MPPSIC. (a) OCT image of a glycerol:water 

solution of 347 mPa·s viscosity containing tracer particles in the MPPSIC with a glass plate separation of 

154 µm. Image is cropped to 0.45 mm in the lateral direction (x)  for clarity. (b) Corresponding traces of 

lateral particle displacements when driven by a sinusoidal waveform at the bottom plate with peak-to-peak 

displacement of 24 µm and frequency of 10 Hz. Traces are shown at multiple depths in the sample, offset 

by their depth position for clarity (5 of 6 waveforms shown). Corresponding movie of B-Mode OCT images 

(1.06 mm  0.23 mm in x  z) displayed at 0.33 real-time (Video 2, MP4, 1 MB). Error bars are not visible 

due to their small size. (c) Example waveform-averaged tracked particle velocity amplitude vs. depth; the 

best-fit line is used to extract the shear rate amplitude, which is compared to theory. Error bars are not 

visible due to their small size. (d) Bland-Altmann plot comparing results of measured shear rate amplitudes 

over all experiments (n = 10) compared to theoretical shear rate amplitude. The difference is expressed as 
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a percentage on the y-axis. The limits of agreement are marked by (black dashed lines), the bias (solid line), 

and 95% confidence interval of the bias (red lines).  Frequency was varied while all other parameters were 

held constant for each sample’s data collection. (e) Bland-Altmann plot comparing results of measured 

frequency over all experiments (n = 10) compared to theoretical frequency. The difference is expressed as 

a percentage on the y-axis. (f) Corresponding results of measured weighted average phase lag compared to 

theory (ϕ = 0). 

2.5.3 MPPSIC Sinusoidal Velocity Performance on Mucus 

In Figure 2.5(a), an example OCT B-Mode image frame shows the dispersion of the polystyrene 

microspheres within the 1.5 wt% mucus sample, where additional scatterers endogenous to the mucus are 

also evident in the image. For one experiment, we see the sinusoidal pattern of the average particle 

displacement versus time in Figure 2.5(b) and similar to the results for the glycerol-water solutions, we find 

that the amplitude of displacement increases proportionally to distance from the stationary plate. In Figure 

2.5(c) the fitted velocity amplitude for this experiment is plotted versus depth. To assess if there is a 

difference from Newtonian behavior, the Newtonian theoretical trend line for the shear rate amplitude is 

displayed and a weighted linear regression is set to the data. The slope of the weighted fit is extracted as 

the shear rate amplitude (Eq. (2.4)) to be 3.00 ± 0.08 s-1, compared to a theoretical shear rate amplitude (if 

Newtonian) of 3.16 s-1, and the weighted fit has a r-squared of 0.991. Finally, the experimentally extracted 

shear rate amplitudes are compared to (Newtonian) theoretical shear rate amplitudes (bias = -4.9 %; 95% 

CI, -7.2 – -2.6 %; LoA, -13 – 3.6 %), as well as the experimental derived frequencies compared to 

corresponding theoretical values, for all 16 experiments Figure 2.5(d – e). The phase lag of each experiment 

was also calculated and shown in Figure 2.5(f). The phase lag of each row was minimal (less than 20 

degrees) and considered negligible.  
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Figure 2.5: 1.5 wt% mucus under sinusoidal shear in the MPPSIC. (a) OCT image of a mucus sample 

containing polystyrene tracer particles in the MPPSIC with a glass plate separation of 242 µm. Image is 

cropped to 0.45 mm in the lateral direction (x) for clarity. (b) Corresponding traces of lateral particle 

displacements when driven by a sinusoidal waveform at the bottom plate with peak-to-peak displacement 

of 24 µm and frequency of 10 Hz. Traces are shown at multiple depths in the sample, offset by their depth 

position for clarity (5 of 6 waveforms shown). Corresponding movie of B-Mode OCT images (1.06 mm  

0.32 mm in x  z) displayed at 0.33 real-time (Video 3, MP4, 1 MB). (c) Example waveform-averaged 

tracked particle velocity amplitude vs. depth; the best-fit line is used to extract the shear rate amplitude, 

which is compared to Newtonian theory (noting that mucus is, in general, non-Newtonian). Error bars are 

not visible due to small size. (d) Bland-Altmann plot comparing results of measured shear rate amplitudes 

over all experiments (n = 16) compared to Newtonian theoretical shear rate amplitudes. The difference is 
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expressed as a percentage on the y-axis. The limits of agreement are marked by (black dashed lines), the 

bias (solid line), and 95% confidence interval of the bias (red lines).  Bland-Altmann plot comparing results 

of measured frequency over all experiments (n = 16) compared to theoretical frequency. The difference is 

expressed as a percentage on the y-axis. (f) Corresponding results of measured weighted average phase lag 

compared to theory (ϕ = 0). 

Table 2.1: Summary of key imaging parameters and results for all experiments.   

Constant Velocity Experiment Sinusoidal Velocity Experiments 

Frame Rate [Hz] 37.04 Frame Rate [Hz] 199 

Line Rate [kHz] 10 Line Rate [kHz] 69.252 

Number of A-Lines 250 A-Lines 208 

Lateral scan 

distance [mm] 
1.5 

Lateral scan 

distance [mm] 
1.2 

Dead Time [ms] 2 Dead Time [ms] 2 

Driving Frequency 

[Hz] 
0.5 

Peak-to-Peak Bottom Plate 

Displacement [µm] 
18; 24 

Aqueous Glycerol Sample Aqueous Glycerol Sample Mucus Sample 

Bottom Plate 

Speed [µm/s] 

Number of 

B-Mode Images 

Driving 

Frequency 

[Hz] 

Number of 

B-Mode 

Images 

Number of 

B-Mode Images 

5 800 3 396 396 

10 800 4 294 294 

15 600 5 240 240 

20 600 6 198 198 

25 400 7 168 168 

30 300 8 150 150 

35 300 9 132 132 

40 200 10 120 120 

45 200    

50 200    

55 200    

60 200    

  
Bias 

[%] 

Lower 

Confidence 

Interval [%] 

Upper 

Confidence 

Interval [%] 

Lower Limit 

of 

Agreement 

[%] 

Upper Limit 

of 

Agreement 

[%] 

Constant 

Velocity 

Aqueous 

Glycerol 

Sample 

-8.4 -18 1.2 -51 34 

Sinusoidal 

Velocity 

Aqueous 

Glycerol 

Sample 

1.6 -0.28 3.4 -3.5 6.7 

Mucus 

Sample 
-4.9 -7.2 -2.6 -13 3.6 
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2.6 Discussion 

In this study, two sets of experiments were conducted with Newtonian fluids to test the functionality 

of the MPPSIC and develop motion tracking methods. A third set of experiments was conducted to observe 

the motion tracking capabilities of our method in a biofluid consisting of 1.5 wt% bronchial mucus. As 

shown in Figure 2.3, our method can track particle displacement, allowing us to extract the velocity of 

particles at various known depths when under constant velocity conditions. The depth-resolved velocities 

are consistent with a linear trend line (Fig. 2.3(c), R2 = 0.996) as expected for a homogeneous, Newtonian 

fluid at low Reynolds number. The slope of the linear fitting for each depth-resolved experiment was used 

to experimentally determine the shear rate, which showed good correspondence (Fig. 2.3(d)) with the 

theoretical shear rate. However, the large limits of agreements range in Fig. 2.3 may be explained by the 

larger error our algorithm had in tracking shear rates lower than 0.05 s-1. Error in trials considered “valid” 

by the algorithm may be the result of autocorrelation artifacts in the OCT image that appear near the top 

plate resulting in false tracking, or a lack of significant motion with lower waveform velocities. In the case 

of a slow-moving bottom plate, even with up-sampling and frame decimation techniques there may not 

have been enough frame-to-frame motion for adequate tracking. Trials in the experiment were unreported 

if considered invalid by the algorithm, such as when the analysis method was unable to proceed due to 

either the presence of large autocorrelation artifacts, which fails to pass the cluster check, or when the 

microspheres migrated towards the top plate, which fails to have a valid ROI in each depth.    

As shown in Figure 2.4, the motion tracking algorithm performs well at quantifying shear rate 

amplitudes under sinusoidal shear in conditions close to those found in MCC (~1 – 10 s-1), which are 

obtained when using a small plate separation and high frequencies. The tracked motion of particles within 

the fluid follows an expected sinusoidal displacement in time and constant gradient in depth as expected 

for a homogeneous Newtonian fluid at low Reynolds number. Our analysis method extracts velocity 

amplitude, frequency, and phase by fitting the average velocity waveform at each ROI depth. Figure 2.4(c) 

provides an example of results of one experiment, in which we can see the experimentally captured shear 

rate amplitude of 4.84 ± 0.11 s-1 is consistent with the theoretical shear rate amplitude of 4.92 s-1. In Figure 
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2.4(d), we show that the MPPSIC algorithm can accurately extract shear rate amplitudes at up to 5 s-1, which 

is within the range typically induced by cilia in the MCC. The line of equality falls within the 95% 

confidence interval of the bias and the limits of agreements are a narrow range of less than 10%. However, 

the same potential for analysis errors exists in the oscillating velocity experiment under constant velocity 

conditions. In addition to the above-mentioned contributions to error, we also become limited by the 

available frame rate of our OCT system, which is ~200 Hz when capturing ~200 A-lines as in these 

experiments. This contributed to error in the higher frequency experiments (~8 Hz and above), as the 

number of frames per waveform cycle became too low for adequate particle tracking. A potential future 

solution to this frame rate limitation would be to employ line field optical coherence tomography (LF-OCT) 

to image at kilohertz frame rates [26 – 28], with the added benefit of avoiding lateral beam scanning that 

can confound the analysis of image frames of moving particles. 

Mucus samples were used for initial observations of MPPSIC particle tracking within a biofluid. 

Mucus concentrations are considered to be in a normal hydrated state at concentrations ~1.5 – 2 wt%. At a 

1.5 wt% concentration, our mucus can be considered a sample representing the mucus in a well hydrated 

state.15 Similar to the Newtonian fluid sinusoidal experiments, these experiments were conducted using 

shear rate amplitudes (up to 3 s-1) extending into the range expected in the respiratory epithelium. However, 

the plate separation was somewhat higher (~240 µm) than the typical height of the mucus layer in the 

respiratory epithelium (~20 – 100 µm). The experiment shown in Fig. 2.5(a – c) was selected for display as 

it was performed at the highest velocity amplitude and thus most challenging to the motion-tracking 

algorithm. It was found that the time-course of the mucus motion appears to be sinusoidal at the fundamental 

frequency of actuation as well as in-phase with the actuation, suggestive of a linear elastic response of the 

mucus. A non-zero phase lag, particularly near the central depths of the sample, would be expected in the 

case of a non-linear depth profile, however the phase lag was negligible across all experiments. 

Furthermore, the mucus follows a linear velocity amplitude profile in depth (R2 = 0.991 for the experiment 

shown in Fig. 2.5(b)), similar to Newtonian samples. Using the sinusoidal analysis method, we again 

extracted velocity amplitude, frequency, and phase from the average velocity waveform at each ROI depth. 
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The example experimental data in Figure 2.5(c) indicates that the experimentally captured shear rate 

amplitude of 3.00 ± 0.08 s-1 is similar, but not entirely consistent, with the Newtonian theoretical shear rate 

amplitude of 3.16 s-1. Altogether, the data across all shear rate amplitudes (Fig. 2.5(d)) is consistently 

underestimated in comparison to Newtonian theory, with the line of equality falling outside of the bias 95% 

confidence interval (-7.2 – -2.6 %).  

 Our observations of the mucus velocity waveforms suggest that the shear strain amplitude applied 

to the mucus was not large enough to induce a nonlinear viscoelastic response, such as shear-thinning that 

might be expected for mucus. At a peak-to-peak displacement amplitude of 24 µm and plate separation of 

~240 µm, there is ~10% shear strain on the sample, which is on the boundary between small amplitude 

oscillation shears (SAOS) and large amplitude oscillation shears (LAOS) [41], which may be required to 

measure non-linear responses in mucus. In addition, our observations of linear velocity amplitude profiles 

of mucus in depth are consistent with that expected for non-Newtonian fluids within the gap-loading limit, 

i.e., when the plate separation is too small to support bidirectional shear waves. The maximum plate 

separation that lies within the gap-loading limit increases with the bulk shear modulus of the fluid and 

decreases with the frequency of actuation. Thus, even though mucus is generally a non-Newtonian fluid, 

the velocity amplitude depth profiles would be identical to that of a Newtonian fluid if experiments were 

conducted within the gap-loading limit [41]. 

 These first observations in biofluids indicate we can track the depth dependence of flow in mucus 

samples under conditions that mimic the frequency and shear amplitude of the airway epithelium. With the 

capability to tune each of these parameters individually, the MPPSIC is ideal for exploration of fluid flow 

in physiologic conditions. Here we have shown our algorithm can track mucus flow across a relatively large 

dynamic range of flow velocities (5 – 700 μm/s) and over hundreds of microns in depth. In future 

experiments we can employ plate separations as low as 80 µm and deformation amplitudes as high as 100 

µm, potentially quantifying how the viscoelastic and shear-thinning properties of mucus alter flow patterns 

in regimes that have not yet been observed. Another potential future application of the MPPSIC is to 

perform quantitative rheology on biofluids, which may be possible via the methods described in Mitran et 
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al. [49]. In the case of bronchial mucus as studied here, quantitative rheology may be feasible using larger 

plate separations and/or larger frequencies than those used in this study in order to move outside of the gap-

loading limit. The ability to use OCT with the MPPSIC to actuate and depth-resolve biofluid flow, and 

subsequently to analyze the flow patterns with an extension of the Ferry shear wave model at a finite depth 

[49], presents a new opportunity to quantify the viscoelastic properties of fluids. Ultimately this can provide 

a new platform to investigate how changes in mucus concentration, layer height, and ciliary activity in the 

respiratory epithelium led to changes in fluid flow and the loss of MCC.  

2.7 Conclusions 

 In summary, we propose a micro-parallel plate strain induction chamber for conducting particle 

tracking experiments in Newtonian and non-Newtonian fluid under dynamic shear while imaging with 

OCT. Our sinusoidal shear experiments in Newtonian fluid provide a depth-dependent velocity amplitude 

profile that is consistent with theory, demonstrating the functionality of the MPPSIC and motion tracking 

method. Furthermore, our results in mucus indicate the MPPSIC provides a new capability to study 

biofluids, such as mucus, to assess shear-dependent properties in a regime that is relevant to the mucus 

layer in lung epithelium. 
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CHAPTER THREE 

IN SITU PULMONARY MUCUS HYDRATION ASSAY USING ROTATIONAL AND 

TRANSLATIONAL DIFFUSION OF GOLD NANORODS WITH PS-OCT 

 

Mucus can be an expensive and time-consuming resource to harvest. To test new techniques for 

assessing mucus concentration, researchers can turn to our biopolymeric substances as mucus mimetic 

substitutes. This chapter presents experiments conducted in hyaluronic acid solutions (HA), agarose gels 

(AG), polyethylene oxide solutions (PEO) due to their usefulness in mimicking various pulmonary mucus 

properties [42 – 45]. We first quantify translational (DT) and rotational (DR) diffusion coefficients of 

plasmonic gold nanorods (GNRs) in HA, AG, and PEO solutions. We then extend our experiments to 

human bronchial epithelium (hBE) mucus, measuring DT and DR over a dynamic range of concentrations 

from hydrated and deemed 'healthy' state (< 2 wt%) to very dehydrated 'diseased-like' states (2 – 6.4 wt%). 

Importantly, as we demonstrate, the additional computation of DR allows one to extend the dynamic range 

of available mucus concentrations to 6.4 wt%. Finally, using a model developed from the hBE experiment 

results, we estimate the concentration change over depth and time in air-liquid interface (ALI) hBEC 

cultures treated with hypertonic saline. 

3.1 Why do we need both translational and rotational diffusion quantification in biomaterials? 

Scanning electron microscopy (SEM), transmission electron microscopy (TEM), and confocal 

microscopy are commonly used to assess nanopore size due to their high resolution [30 – 34]. However, 

these techniques require segmentation for pore size measurements, generally require staining and, for 

electron microscopy, additional sample preparation. In comparison, an emerging technique involves 

measuring the diffusion rate of nanoparticles added to an aqueous macromolecular medium where they are 

weakly constrained due to intermittent and non-adherent collisions with the macromolecules [59]. This 

technique offers a promising alternative to traditional imaging methods, as it allows for minimally-invasive 
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measurement of the nanopore size distribution and subsequent estimation of the concentration of solids 

without the need for staining or segmentation. Plasmonic gold nanorods are particularly amenable to this 

technique because their optical resonance provides a large optical signal from particles that are sufficiently 

small (<100 nm) to access pores within a macromolecular medium that is well above the overlap 

concentration, as relevant to biomaterials.  

The diffusion of GNRs have been assessed via using dynamic light scattering  (DLS) and found to 

have predictable rotational and translational diffusion rates in water and aqueous glycerol solutions [36, 

37], and diffusion of GNRs or related rod-like particles have been proposed for material characterization 

of polymer solutions [38, 39]. However, none of these studies have exploited the plasmonic resonance of 

GNRs to increase detectability within optically dense materials. Furthermore, an imaging platform such as 

optical coherence tomography (OCT) is particularly advantageous for performing depth-resolved DLS in 

biomaterials due to its increased depth penetration and small sample volume requirement [40, 41]. Chhetri 

et al.’s prior efforts have combined these two concepts, demonstrating DLS-OCT at the longitudinal surface 

plasmon resonance of GNRs to spatially resolve rotational [66] and translational [59] diffusion rates. In 

addition, the rapid speckle fluctuation rates exhibited by GNRs (with autocorrelation decay times typically 

< 10 ms) enable real-time imaging of GNR diffusion via DLS-OCT. This method is dubbed diffusion 

sensitive optical coherence tomography (DS-OCT) and has been shown to reveal temporally- and spatially- 

resolved changes in the nanostructure of polymer solutions, collagen, extracellular matrices, and well-

hydrated ex vivo pulmonary mucus [35, 43, 44].  

 DS-OCT requires the collection of both co- (HH) and cross- (HV) polarized light scattering from 

the sample in order to compute both translational (DT) and rotational (DR) diffusion rates of GNRs. Chhetri 

et al. and Blackmon et al.’s previous work in pulmonary mucus focused only on computation of DT as an 

indirect measure of mucus solids concentration (wt%) [58, 66]. By collecting DT in stationary mucus 

samples, an interpolation curve relating DT to wt% was exploited to depth- and time-resolve wt% within 

the mucus layer of an in vitro hBEC model during treatment by hypertonic and isotonic salines [67]. 

However, their methods were unable to extend to severely dehydrated, disease-like mucus concentrations 



32 

(> 3.5 wt%). In this chapter, we address this limitation by monitoring both DT and DR together, showing the 

interplay of how these two types of diffusion change as a function of sample concentration.  

3.2 Diffusion Sensitive Optical Coherence Tomography Background  

3.2.1 Polarization Sensitive OCT System 

 To track both translational and rotational diffusion, a key component of the experimental setup is 

the polarization sensitive signal collection of the OCT system. A detailed description of our custom 

polarization sensitive spectral domain OCT (PS-OCT) system can be found in previous literature [66], but 

here we provide a brief overview. The system utilizes an 800 nm center wavelength Ti:Sapphire laser 

(Griffin; KM Labs) with a 120 nm bandwidth as its light source, as shown in Figure 3.1.  

 A single mode fiber with polarization control directs the beam to a polarizing beam splitter, which 

ensures the polarization into the Michelson interferometer is horizontally (with respect to the optical table) 

polarized. A 50:50 beam splitter splits the beam into two paths: the reference arm and the sample arm. The 

stationary reference arm consists of a quarter wave plate and a retroreflector and the sample arm consists 

of two galvanometer scanning mirrors, typically with a 30 mm focal length lens is positioned below. The 

incident beam on the sample is horizontally polarized, while the returning reference beam as it returns from 

the retroreflector is linearly polarized at 45 (equal parts horizontal and vertical components). Light 

scattered from the sample interferes with the reference beam and the resulting co-polarized (HH – horizontal 

in and horizontal out) and cross-polarized (HV – horizontal in and vertical out) components are separated 

by a polarizing beam splitter and directed to a custom spectrometer. The spectral components of both 

polarization channels are dispersed by a diffraction grating and simultaneously imaged onto each half of a 

4096-pixel line scan camera. The OCT system has an axial resolution of 3 μm and a transverse resolution 

of 12 μm in air, and the power directed on the samples was approximately 3.0 mW. Aline rates were either 

25 kHz or 62.5 kHz as indicated in each experiment below. 



33 

 
Figure 3.1: PS-OCT system schematic. A Ti:Sapphire laser source with a center wavelength of 800nm and 

a bandwidth of 120 nm is used. A 50:50 beam splitter splits the linearly and horizontally polarized beam 

between the reference arm and sample arm. The reference arm has a quarter wave plate fixed at 45 degrees. 

The interference signal is split by a polarizing beam splitter splits the co-polarized (HH) and cross-polarized 

(HV) signals to be recorded by the line-scan camera. 

3.2.2  Gold Nanorods 

 Gold nanoparticles (GNPs) exhibit a significant enhancement of the electromagnetic field near their 

surface when illuminated with an oscillating magnetic field [69]. This enhancement arises from the 

collective coherent oscillation of free electrons within the positive metallic lattice where the frequency of 

the oscillation matches that of the electromagnetic field, forming a resonance known as localized surface 

plasmon resonance (SPR) [70]. Among the noble metals, gold is particularly advantageous due to its stable 

chemical properties [71], excellent biocompatibility [72], and strong SPR responses. GNPs possess strong 

optical scattering and absorption cross sections [73], making them ideal contrast agents for biomedical 

optical imaging. However, the limited adjustability of GNPs' SPR has led researchers to explore anisotropic 

gold particles to increase the SPR response in the near-infrared (NIR) range [74]. 
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 By adjusting the aspect ratio of gold nanorods (GNRs) [75], it is possible to achieve a robust 

localized surface plasmon resonance (SPR) response at near-infrared (NIR) wavelength, which is 

significant as the "biological window” for enhanced light transport in tissue also lies in the NIR [52, 53]. 

GNRs possess two distinct localized SPR modes: the transverse mode along the two short axes and the 

longitudinal mode along the long axis [78]. The longitudinal mode is particularly crucial for tuning the SPR 

into the NIR range. Additionally, it has been observed that light scattering from GNRs at the longitudinal 

SPR exhibits strong polarization parallel to the orientation of their long axis [79]. The scattering intensity 

of the localized longitudinal surface plasmon resonance (LSPR) is maximized when the incident 

polarization of the light beam aligns with the long axis of the GNR. Conversely, the LSPR becomes 

negligible when the incident polarization aligns with the short axis of the GNR.  

 There has been wide success with using GNPs and GNRs for contrast enhancement in OCT imaging 

[73 – 80]. Our OCT system’s polarization sensitivity makes it a particularly advantageous imaging 

technique for quantifying nanoparticle diffusion in biofluids and biomaterials, alongside its depth-

dependent imaging capabilities and small sample volume requirement [52, 81]. The small size of gold 

nanorods renders them highly permeable to biopolymer meshwork and tissues [89]. In this Chapter, four 

batches of GNRs were used in the experiments reported. The mean core sizes of each batch were: 68  19 

nm for batch 1, 70  22 nm for batch 2, 80  22 nm for batch 3, and 84  24 nm for batch 4. Gold nanorods 

are synthesized by stabilizing cetyltrimethylammonium bromide according to a protocol defined in 

reference [90]. The gold nanorods are coated with a 1 k-Da molecular weight polyethylene glycol (PEG) 

methyl ether thiol (Sigma Aldrich) to keep the rods from adhering to polymer and mucin macromolecules. 

Transmission electron microscopy (TEM) was performed on all batches to measure their gold core size 

distributions and PEG coating thicknesses. The PEG coating thickness was ~0.48 nm for all batches. Our 

GNR sizes are chosen to be on the same scale as the nanopore size of mucus (~0.2 – 1 μm [91]), therefore 

their Brownian motion is expected to be hindered by the mucus macromolecules and corresponding 

diffusion rates are expected to depend on the mucus concentration.  
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 The reason for this behavior is that a particle typically exhibits diffusion if it is smaller than the 

correlation length of the polymer, while it experiences hindered movement if it exceeds the correlation 

length [92]. The hydrodynamic radius of GNRs refers to their effective size within a fluid environment. 

The correlation length (ξ) of a polymer relies on factors such as the polymer's concentration, overlap 

concentration (c*), and radius of gyration [92]. The radius of gyration is dependent on the molecular weight 

of the polymer, whereas the overlap concentration depends on both the molecular weight and the radius of 

gyration of the sample. The hydrodynamic radius (RH) of GNRs in each of the batches, ~19 nm, 22 nm, 24 

nm, and 24 nm, respectively, are calculated using GNR length (L) and width (W) according to [59]: 
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3.2.3 DS-OCT and Diffusion Coefficients Calculations 

 As a brief review of DS-OCT analysis methods, as previously described by Chettri et al. [59], DS-

OCT consists of collecting M-mode OCT images of a GNR-laden sample to depth-resolve (z) translational 

(DT) and rotational (DR) diffusion coefficients. M-mode OCT images can then be collected at varying lateral 

positions (x) or at successive times (t) to construct a cross-sectional (x-z) or dynamic (t-z) image of DT and 

DR; in this study we perform cross-sectional imaging on stationary samples (PEO, mucus) and dynamic 

imaging on the mucus layer of in vitro ALI hBEC cultures.  

 For each M-mode OCT image, comprised of A-lines sampled at times ts, the co- (HH) and cross- 

(HV) polarized complex analytic OCT signals, ( );HH sS t z  and ( );HV sS t z  respectively, are computed from 

raw OCT data by standard methods. At each z position the time averages are subtracted, then the normalized 

temporal autocorrelations ( ) ( )( ); , ;HH HVg z g z  are computed. To suppress noise, the autocorrelations 

are then averaged in depth windows of 20 pixels or less; each window is considered an ROI (region of 

interest). By the Siegert relation these second-order autocorrelations are equated to first-order 



36 

autocorrelations ( )(1) ;g z  which, for GNRs at their longitudinal resonance, are related to DT and DR as 

follows (33): 

 
( ) ( ) ( )( ) ( )( )1 2 25 4

; exp exp 6
9 9

HH T Rg z q D z q D z = −  + −    (3.2) 

 
( ) ( ) ( ) ( )( )1 2; exp 6HV R Tg z D z q D z = − − , (3.3) 

where 
04 /q n=   , n is the refractive index of the medium, and λ0 is the central wavelength of the PS-

OCT system. From a linear combination of Eq. 3.2 and Eq. 3.3, we calculate the isotropic autocorrelation, 

( ; )ISOg z , which isolates the DT term as follows: 

 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )1 1 1 29 4

; ; ; exp
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ISO HH HV Tg z g z g z q D z =  −  = −   (3.4) 

Under our experimental conditions, the 1/e decay time associated with DT is much longer than that 

associated with DR, which simplifies Eq. 3 to isolate the DR term as: 

 
( ) ( ) ( )( )1

; exp 6HV Rg z D z  −   (3.5) 

Decay times 
ISO  and 

HV  are extracted by fitting Eq. 3.4 for 
1/e    and Eq. 3.5 for 21/e

   , where 
1/e  

and 21/e
   are the delay times at which (1)g  falls below 1/ e  and 

21/ e , respectively; this excludes noisy 

tails in the autocorrelations from the analysis. One exception to this rule was PEO solutions with 

concentrations > 1.5%, for which a fit range for Eq. 3.5 only up to 
1/e  was used. For in vitro hBEC cultures, 

a dynamic ISO  threshold was applied such that a fit range of 21/e
    was used if fittings had fewer than 

4 data points. For all fittings, if fewer than 4 data points were available, the ROI was excluded from further 

analysis. Also, the zero-delay point ( )g  =   was excluded from all fittings to avoid the contribution of 

shot noise.  
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Several criteria were used to determine which ROIs were valid for analysis. First, we use a top 

surface detection method to exclude ROIs above the sample or too close to the top surface which exhibits 

a strong specular reflection. For PEO and stationary mucus samples, valid ROIs start 15 pixels below the 

top surface detected, and 5 pixels below for the hBEC cultures. ROIs are 20 pixels in depth for stationary 

mucus and 3 pixels in depth for hBEC cultures. Second, we exclude ROIs that are below an average co-

polarization (HH) signal threshold above the background noise. Third, we excluded ROIs that do not meet 

our criteria for valid decay times discussed in [68]. Briefly, we reject ROIs where the decay anisotropy 

/ 1.5ISO HV   , because dynamic scattering from GNRs exhibits higher decay anisotropy. Additionally, 

ISO  and 
HV  must lie within the dynamic range of the OCT system (significantly longer than the sampling 

time and shorter than the total acquisition time). Fourth, we applied a threshold for autocorrelation fits 

based on the coefficient of determination (R2). For PEO solutions R2 > 0.88, and for stationary mucus R2 > 

0.90.  Fifth, for PEO and stationary mucus samples, all diffusion coefficients more than five standard 

deviations from the mean were assessed visually for air bubbles and other imaging artifacts and manually 

excluded if appropriate. The fourth and fifth methods were not applied to in vitro hBEC culture studies 

because mucus hydration was expected to be heterogeneous and dynamically changing.  

The same data collection protocol was used for all HA, AG, PEO, and stationary mucus samples. 

cross-sectional (x-z) B+M-mode images (3 mm  1.5 mm in x  z in the sample) comprised of 30 M-mode 

images with 30,000 A-lines each were collected sequentially at a line rate of 62.5 kHz. Samples were 

imaged sequentially under the same room temperature conditions. Each sample was imaged in two 

elevationally displaced (y) locations for greater spatial averaging. 

3.3 Diffusion of Gold Nanorods in Hyaluronic Acid 

 Hyaluronic acid (Sigma Aldrich) solutions were prepared from a 4.5 wt% stock solution. To prepare 

the stock solution, HA was stirred in room temperature distilled water. From the stock solution, samples 

were serially diluted to achieve a range of concentrations, with imaging performed at each 0.5 wt% 

increment until reaching a final concentration of 1 wt%. Gold nanorods from batch 4 (84  24 nm) were 
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added to each sample at 1% solids by volume. HA samples were imaged in polystyrene microwells with 

the PS-OCT system.  

 The translational diffusion of GNRs in solvent (distilled water) is approximately 6.5 μm2/sec and 

decreases rapidly with increasing concentration. When HA is initially diluted to a concentration of 1 wt%, 

DT decreases further to less than 1 μm2/sec. Figure 3.2(B) illustrates the rotational diffusion rate of GNRs 

measured within the same samples as the translational diffusion. In the lower concentration samples, DR 

shows a similar dependence on concentration as DT, indicating hindered diffusion with increasing 

concentration. However, contrary to our findings for DT, DR continues to decrease across all concentrations. 

The initial DR in solvent exceeds 3500 rad2/sec and slows down by a factor of 10 at the highest reported 

sample concentration (4.5 wt%). 

 
Figure 3.2: Gold nanorod diffusion in hyaluronic acid solutions. DT and DR are plotted as a function of HA 

concentration. In many cases error bars are not visible due to small standard deviation size. Zero 

concentration represents GNR diffusion in solvent (distilled water). A Kruskal Wallis test confirmed all 

values all have statistically significantly difference from each other. 

3.4 Diffusion of Gold Nanorods in Agarose Gels 

 Agarose gels (Sigma Aldrich) were prepared from a 3 wt% stock solution, which was subsequently 

diluted to obtain individual samples with solids ranging from 0 to 2.77 wt%. To prepare the stock solution, 
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distilled water and low gelling temperature agarose powder were mixed and stirred at room temperature. 

The mixture was then heated in a microwave to warm it up, and any evaporated water was replenished. For 

DS-OCT imaging, we need to add gold nanorods (batch 1: 68  19 nm) to each sample at a concentration 

of 1% by volume. To effectively disperse GNRs into agarose, the agarose must be warmed up to 30°C to 

be in a liquid state. Having to warm up the sample to disperse GNRs raises three primary concerns: the 

maximum duration for which the GNRs can be heated without any alterations to their properties, the rate at 

which the sample transitions to a gel state (i.e., the cooling time required before imaging), and how long 

the gels stay hydrated. We must determine the appropriate cooling duration for the sample and the feasibility 

of reheating previous samples for additional experiments. 

 Regarding the impact of temperature on the durability of GNRs, we investigated the absorption 

spectrum of GNRs using transmission spectroscopy. We heated the sample, comprised of 1% total volume 

GNRs in distilled water, in a 90°C water bath for two specific time intervals. Four separate samples were 

prepared for analysis: one without any GNR heating, one heated for 15 minutes in the water bath, one 

heated for 30 minutes, and one heated for 60 minutes. Transmission spectroscopy measurements were 

immediately performed on each sample after removal from the water bath. The optical depth versus 

wavelength was plotted for all four samples in Figure 3.3(A). There is a noticeable difference in the peak 

wavelengths between the heated GNRs and those that were not heated, pointing to a potential change in the 

aspect ratio of the GNRs due to their degradation. Based on this experiment, we can conclude the shortest 

possible heating duration should be used to minimize degradation of the GNRs. 

 To address the remaining concerns regarding cooling time and sample hydration, we imaged the 

same sample at three specific time points. The first DS-OCT images were collected approximately 3 

minutes after sample creation which was the amount of time it took to set up the sample for imaging with 

the PS-OCT system. Subsequent imaging took place at the 30-minute and 60-minute marks post-creation. 

To prepare the sample, we initially warmed a 3% stock solution in an 80°C water bath. An aliquot of the 

sample was then transferred into a centrifuge tube to be mixed with distilled water and GNRs to achieve 

the desired concentration. To ensure thorough mixing, the sample was further warmed for 15 minutes in 
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the water bath, followed by rigorous agitation. Finally, the sample was transferred to a polystyrene well for 

imaging with the PS-OCT system. To ensure repeatability, this experimental procedure was replicated at 

multiple concentrations across a concentration range of 0-2.77 wt%. The sample was left exposed in the 

microwell without any additional measures being taken to maintain its hydration. 

 The objective of this second experiment was twofold: to measure DT and DR  of GNRs across various 

concentrations of agarose gels, and to investigate the impact of sample cooldown time and handling time 

on the obtained results. Figure 3.3(C) illustrates DT in distilled water, which is approximately 6.5 μm2/sec, 

decreasing rapidly as the agarose gel concentration increases. Across all timestamps, DT slows down to less 

than 1.5 μm2/sec at concentrations higher than 1 wt%. Figure 3.3(D) displays DR measured within the same 

samples used for the translational diffusion analysis. In lower concentration samples, DR exhibits a similar 

dependence on concentration as DT, indicating hindered diffusion with increasing agarose concentration. 

The results from the 3-minute timestamp demonstrate faster diffusion compared to those given time to cool 

and gel. Furthermore, for the 30-minute and 60-minute timestamps, DR reaches a plateau at 1.75 wt% 

concentration. The disparity in diffusion rates between the lowest and highest concentration samples is 

more pronounced in the 3-minute timestamp experiments than in the 30-minute and 60-minute timestamps. 

Although the samples may appear gel-like to the naked eye, the agarose gels require sufficient time to fully 

gel and should not be imaged too quickly after removal from the water bath. Moreover, for all 

concentrations, DT and DR results obtained in the 30-minute and 60-minute timeframe show minimal 

changes, indicating that our gels are usable for at least an hour.  
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Figure 3.3: Gold nanorod diffusion in agarose gels. In panel A, the absorption spectra of GNRs heated at 

four different time intervals are shown. In panels (B) and (C), DT and DR are plotted as a function of agarose 

solids concentration. Zero concentration represents GNR diffusion in solvent (distilled water). 

3.5 Diffusion of Gold Nanorods in Polyethylene Oxide Solution Samples 

 Polyethylene oxide (PEO) of molecular weight (MW) 4 MDa was prepared into 5 wt% stock 

solutions. To prepare a stock solution, PEO powder was stirred constantly in 80○C distilled water for one 

week. From the stock solution, samples ranging from 0 – 3 wt% solids were prepared. GNRs (batch 1: 68 

 19 nm) were added to each sample to a final concentration of 1% solids by volume, which is low enough 

to avoid significant contributions from particle-particle collisions. Polymer solutions were imaged in 

polystyrene microwells with the PS-OCT system. 

 The following experiments involved measuring GNR diffusion rates in PEO solutions because they 

are easily accessible, and at Megadalton molecular weights their nanostructure can closely resemble that of 

mucus [53]. Figure 3.4 summarizes these measurements, which were spatially resolved within x-z cross-

sections of PEO solutions of varying concentrations, then averaged as described above to provide a single 

value of DT and DR for each concentration. The top panel of Figure 3.4(A) illustrates the concentration-
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dependence of the DT of GNRs in 1 MDa and 4 MDa PEO, which exhibits a similar trend as in , Chhetri et 

al.’s previous report using 1 MDa PEO samples with differently sized GNRs [59]: DT in solvent (distilled 

water) is ~8.5 μm2/sec and decreases rapidly as concentration increases. At concentrations higher than 1 

wt%, DT slows down to less than 1 μm2/sec. The middle panel of Figure 3.4(A) shows the rotational 

diffusion rate of GNRs measured within the same samples as translational diffusion. The concentration 

dependence of DR in 4 MDa PEO exhibits the same trend observed in DT such that diffusion is hindered by 

increasing concentration. However, in contrast with the DT results, the decay of DR with concentration is 

less rapid, and DR continues to decrease across all higher concentrations. DR is greater than 5000 rad2/sec 

in solvent and is reduced by a factor of 10 at our highest sample concentration reported (3 wt%). As shown 

in the lower panel of Figure 3.4(A), in lower concentration samples (< 1 wt%), the variability (or precision) 

of DT and DR is < 10%. At higher concentrations the variability of the DT measurements increases well over 

10%, while DR measurements maintain low variability across all samples. Figures 3.4(B) and 3.4(C) display 

examples of spatially-resolved diffusion measurements at low and high concentrations of PEO. Both DT 

and DR diffusion maps appear to be homogeneous with no spatially-varying noise, which is consistent with 

PEO samples being well-mixed. However, in the higher concentration sample of Figure 3.4(C), DR is 

defined in nearly twice the number of ROIs defined by DT. 
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Figure 3.4: GNR diffusion in aqueous 1MDa and 4 MDa PEO solutions. In the top panels of A, DT and DR 

are plotted as a function of PEO solids concentration. In many cases error bars are not visible due to small 

standard deviation size. Zero concentration represents GNR diffusion in solvent (distilled water). In the 

bottom panel, intra-sample variability is presented as the percent ratio of the standard deviation to the mean 

for both DT and DR. In panels B and C, co-polarized (HH) and cross-polarized (HV) B-mode images of the 

0.25 wt% and 2.5 wt% PEO solutions are displayed along with corresponding DT and DR values within each 

ROI derived from B+M-mode images; excluded ROIs based on thresholding criteria described in the 

methods are displayed as the background color. 

 The magnitude of the reduction in GNR diffusion in PEO solutions compared to solvent depends on 

the degree to which the GNRs are confined by the PEO meshwork. The relative degree of confinement may 

be thought of in terms the size of the hydrodynamic radius of the GNRs, RH, compared to the correlation 

length of the polymer solution, ξ. In prior work, , Chhetri et al. defined a weakly-constrained regime as one 

where DT was reduced by less than a factor of 10 from that of solvent, and found that this occurred when 

/ 2.2HR    in 1 MDa PEO [59]. In these experiments in 4 MDa PEO, we observe a reduction in DT by a 



44 

factor of 10 at PEO concentrations  1.1 wt%, which, given an RH of 19 nm for this nanorods batch, and ξ 

of 14 nm for 4 MDa PEO at 1.1. wt%, corresponds to a weakly constrained regime defined by 𝑅𝐻/𝜉 < 1.4. 

For concentrations above 1.1 wt%, which we will consider to be strongly constrained, DT was no longer 

monotonically decreasing, and could not be extracted at the highest concentration of 3.0 wt%. In 

comparison, DR continued to monotonically decrease for increasing concentration in the strongly 

constrained regime, which effectively extends the dynamic range of measurable PEO concentrations to 3.0 

wt% and possibly further. Added support for the ability to extend the dynamic range is seen by assessing 

the intra-sample variability, where fine DT and DR precision is evident in the weakly constrained regime, 

while only DR precision is fine in the strongly constrained regime.  

 There are several potential explanations for the varying responses of DT and DR versus PEO 

concentration. First, DT measurements tended to exhibit lower R2 values from autocorrelation fittings; this 

caused many ROIs to be rejected via criterion 4 above where the R2 threshold was applied, as observed in 

Fig. 3.4(C) at 2.5 wt%; it is also the reason DT could not be extracted at the highest concentration measured 

(3.0 wt%). We believe the lower R2 for DT is either due to the longer 
ISO values at high concentrations 

which become a significant fraction of the measurement time, causing noise artifacts in the autocorrelation 

traces, or possibly because the strongly constrained GNR motion no longer fits a model that can be 

described by simple diffusion. In comparison, DR depends only upon 
HV , which is always shorter than 

ISO  for the GNRs in our experiments due to decay anisotropy [68]; as GNR confinement increases and 

decay times increase, the smaller 
HV  better remains within the dynamic range of the measurement 

compared to 
ISO . The fact that DR is more easily measurable may also suggest a fundamental difference 

in how diffusive prolate particles rotate versus translate during strong confinement in polymeric solutions, 

an area of active research [93]. 

3.6 Diffusion of Gold Nanorods in Human Bronchial Epithelial Mucus Samples  

 The stock mucus samples were harvested from hBEC cultures and diluted to concentrations ranging 

from 1 – 6.5 wt% with 1X DPBS (Distilled Phosphate Buffered Saline). GNRs were mixed into individual 
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mucus samples to a final concentration of 1% volume fraction. GNR batch 2 (70  22 nm) was used in both 

Trials 1 and 2. Samples were imaged in polystyrene microwells with the PS-OCT system. 

 In previous publications [35, 43], Chhetri et al. and Blackmon et al. reported that DT is sensitive to 

hBE mucus concentrations ≤ 2.5 wt%, both stationary and in vitro. Mucus ≤ 2 wt% is considered well-

hydrated and would be expected during a state of ‘healthy’ pulmonary mucus production. To extend the 

capability of DS-OCT to measure the lower mucus hydration levels associated with pulmonary disease-like 

states, we must perform diffusion experiments on more heavily dehydrated mucus samples (> 2 wt%). Here, 

we expand our investigation of GNR diffusion to a broader range of mucus concentration, up to 6.4 wt%, 

and report values of DR in hBE mucus for the first time. 

 As shown in Fig. 3.5(A), while Trial 2 tended to exhibit higher DT and DR values at all mucus 

concentrations relative to Trial 1, similar concentration-dependent trends were observed overall. In mucus 

samples below 2 wt%, DT quickly decreases with respect to concentration while remaining above 2 μm2/sec. 

For GNRs in dehydrated mucus (> 2 wt%) we observe a general trend that DT slows at smaller increments 

with increasing concentration and plateaus at ~0.5 μm2/sec (Fig. 3.5(A)). In well-hydrated samples, DR  

retains a significant fraction of its value in solvent, above ~3000 rad2/s, then gradually decreases with 

further increases in mucus sample concentration. At the highest reported wt%, DR is calculated to be ~ 1000 

and ~1500 rad2/s in Trials 1 and 2 respectively. Across all reported sample concentrations, outside of the 

solvent data, the variance in DR is less than half of that observed in DT. DT intra-sample variability is over 

10% in all reported concentrations over 1 wt%, while DR variability remains under 10%. 
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Figure 3.6: GNR diffusion in hBE mucus sample. In the top panels of A, DT and DR are plotted as a function 

of mucus solids concentration. In many cases error bars are not visible due to small standard deviation size. 

Zero concentration represents GNR diffusion in solvent (distilled water). In the bottom panel, intra-sample 

variability is presented as the percent ratio of the standard deviation to the mean for both DT and DR. In 

panels B and C, co-polarized (HH) and cross-polarized (HV) B-mode images of the 0.5 wt% and 6.4 wt% 

hBE samples are displayed along with corresponding DT and DR values within each ROI derived from B+M-

mode images; excluded ROIs based on thresholding criteria described in the methods are displayed as the 

background color. In panel C, multiple ROIs are rejected due to air bubbles (indicated by blue arrows) in 

the 6.4 wt% sample. 

 Overall, the trends in DT and DR versus mucus concentration closely mirror those observed in PEO 

solutions. If we define, as for the PEO experiments above, a weakly constrained regime of GNR diffusion 

as that when DT is  1/10 the value in solvent, GNRs transition to being strongly constrained when mucus 

concentration exceeds ~4.5 wt%. However, DR continues to be sensitive to mucus concentration in this 

strongly constrained regime. Also, similar to results in PEO, diffusion colormaps of the highest wt% sample 

in Fig. 3.5(C) show that there are multiple ROIs where DR is defined while DT is not (criterion 4). We 
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note that samples in trials 1 and 2 were mixed under slightly different temperatures, potentially contributing 

to the observed differences in DT and DR. The higher wt% samples are prone to air bubbles during the 

mixing process, an example of which can be seen in Fig 3.5(C). Large areas of rejected ROIs are due to air 

bubbles. 

 
Figure 3.6: Gold nanorod translational and rotational diffusion in HA, AG, PEO, and mucus. 

 In Figure 3.6, we compare GNR diffusion in pulmonary mucus to three previously discussed samples 

(HA, AG, 1 and 4 MDa PEO) and find that mucus exhibits a similar concentration-dependence. As the 

concentration increases, both translational and rotational diffusion decrease. Notably, the translational 

diffusion of a dehydrated mucus sample (6.4 wt%) closely resembles the diffusion observed in HA, AG, 

and PEO samples ranging from approximately 1.5-2.75 wt%. Similarly, for rotational diffusion, a 6.4 wt% 

mucus sample demonstrates a comparable rotational diffusion rate to other concentrations between 1.5-2 

wt%. The observation that the diffusion rates of HA, AG, and PEO samples in the 1.5-2.75 wt% range are 

comparable to mucus diffusions holds significant practical implications. This finding suggests that when 

designing experiments involving similar nanostructures to those found in pulmonary mucus, we can utilize 

these materials as viable alternatives.  
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3.7 Implementation of Diffusion to Concentration Mapping as a Pulmonary  

 Mucus Hydration Assay 

3.7.1 Mapping Diffusion Coefficients to Mucus Concentration 

 While DT measurements are a valid tool for assessing the nanostructure of well-hydrated mucus 

samples, these results with mucus point to DR being more sensitive to the concentration of dehydrated 

mucus samples. Incorporating our previously published translational diffusion in hBE mucus results in [59] 

and the above reported hBE experiments, we can define an assay for estimating the concentration of mucus 

given diffusion coefficient measurements. We first normalized all diffusion coefficients with respect to the 

diffusion coefficient in solvent measured on the same day, Dnorm = D / Dsolvent. A linear regression was then 

taken of DT,norm  vs wt% over a well-hydrated range (0 – 2 wt%), resulting in: 

 % 2.75 2.53
normTwt D= − +  (3.6) 

with R2 = 0.86. Similarly, a linear regression of DR,norm over all concentrations (0 – 6.4 wt%) was found to 

be: 

 % 8.62 8.14
normRwt D= − +  (3.7) 

with R2 = 0.95.  

 To apply this assay, we collect DT and DR measurements in a mucus sample and solvent (saline), 

then compute weight percents from Eq. 3.6 and Eq. 3.7. If the wt% falls between -0.5 and 2% for DT, or 

between 1 and 8% for DR (extrapolating somewhat from the maximum measured value of 6.4 wt%), we 

consider it valid and exclude values that fall outside these ranges. In the case where we have valid wt% 

values from both DT and DR, we take the average. One limitation of this method is the potential variation in 

RH values among different batches of gold nanorods. To help account for potential nanorod size variability 

in DT measurements, we incorporated three GNR batches with distinct sizes when calculating the DT 

trendlines. The GNR batch used in this experiment has a size of 70  22 nm with a corresponding RH of 22 

nm. The additional two batches of GNRs incorporated from our previous publication [59], sized 83  22 

nm and 62  10 nm, had corresponding RH  of 24 nm and 19 nm.  
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3.7.2 ALI Culture Data Set Background 

 Calu-3 cells were cultured under air liquid interface (ALI) conditions [60, 61]. After ten days, when 

there was adequate lumenal mucus accumulation, cells were maintained at ~37ºC in HEPES-buffered HBSS 

based solution (basolateral solution) for imaging. A 10 μL isotonic saline and GNR mixture was pre-mixed 

to contain ~1% by volume batch 3 GNRs (80  22 nm) and deposited 6 hours before OCT imaging. After 

initial images, a 10 μL hypertonic saline and batch 3 GNR mixture, ~1% by volume, was deposited on top 

of the cell culture. Cell cultures were imaged near the well wall at a 10-to-20-degree angle to avoid imaging 

the meniscus. The image collected of this data set was performed by previous lab member Richard 

Blackmon. 99 total M-mode images comprised of 4,000 A-lines were collected at a line rate of 25 kHz all 

at the same transverse location in the sample. The dynamic (t-z) M-mode images were collected every 3.3 

seconds for 4.5 minutes, and then every 13.3 seconds for an additional 4 minutes.  

3.7.3 Results and Discussion 

 To mimic the airway epithelium physiology, Calu-3 cells were cultured under ALI conditions. The 

cell cultures were imaged with PS-OCT immediately before and over the course of 8.5 minutes after 

treatment with hypertonic saline (HTS). The mucus layer, which already contained GNRs introduced 6 

hours prior, was ~400 μm thick before saline introduction. After topically introducing HTS with additional 

GNRs, the layer was ~600 μm thick. In Figure 3.7(A), we observe DT of GNRs in the mucus layer of the 

ALI culture over depth and time. We define a depth of zero as the top of the epithelium where mucus is 

secreted from mucus goblets. Initially DT is rapid, with rates much higher than 7 μm2/s during HTS 

introduction. After 1 minute, DT is measurable in ROIs close to the air-liquid interface but exhibits an 

increasing number of invalid ROIs in regions below, closer to the epithelium, likely due to high wt% that 

is outside the measurement range for DT.  Interestingly, at depths closer to the epithelium, DT starts to 

increase after 3 minutes, while it decreases near the top surface, resulting in a more homogenized value of 

DT over depth at 8.5 minutes. 
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Figure 3.7: DT and DR in ALI cultures with HTS introduced are color mapped in panels A and B. In panel 

C, the diffusion coefficients are mapped to mucus concentration using trendlines produced from stationary 

mucus experiments. If an ROI had a valid measurement of both DT and DR, the calculated concentrations 

were averaged for a final reported value. 

 Figure 3.7(B) reveals the corresponding DR of GNRs in the mucus layer of the ALI culture. Over the 

first minute DR is largely undefined in between the air-liquid interface and the epithelium. The regions of 

interest that are quantified have high DR, greater than 3500 rad2/s. Beyond 2 minutes, DR in ROIs close to 

the surface remain consistently high. Underneath this area, a tall mass of high concentration mucus is 

revealed by DR measurements in which the diffusion is hindered more than those at the air-liquid interface. 

Comparing Figures 3.7(A) and 3.7(B), we see the complimentary nature of DT and DR, with DT having 

fewer invalid ROIs in regions of lower wt% and DR accessing higher wt% regions; while at the same time, 

the overlapping ROIs of the two appear to follow the same depth- and time-resolved trends. 

 Using the trendlines defined in Eq. 3.6 and Eq. 3.7 for relating DT and DR measurements to mucus 

concentration, in Figure 3.7(C) we mapped the concentration of the mucus within the ALI cell culture in 

depth and time. By employing the new calibration method which exploits the complimentary nature of the 

two diffusion coefficients, we produce a more spatially and temporally contiguous plot. Before HTS is 

introduced (at time periods <~20 s), mucus appears hard-packed within a 400 m layer. Immediately after 

HTS is introduced, we observe a ~500 m layer of liquid that appears to be mostly solvent, then a thin, 

highly concentrated layer of mucus near the air-liquid interface. Over time, high wt% mucus also appears 
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lower down near the epithelium, while the depth-dependent wt% is generally heterogeneous. Between 4 

and 8.5 minutes the mucus appears to continue to mix and homogenize, likely as a result of ciliary activity 

on the epithelium, which we have found is more active in response to HTS than to isotonic saline [67]. 

Bearing in mind that “healthy” mucus is considered to be ~2 wt%, we see that the mucus layer is nearing, 

but has not quite reached, this value by the end of the experiment. In previous publication [67], Blackmon 

et al. observed the re-initiation of the MCC in time-lapse OCT images during HTS treatment on hBEC. 

These results suggest the promising advantages of incorporating a combination of our advanced DS-OCT-

based assay with regular OCT imaging for a comprehensive evaluation of the HTS treatment process in 

future applications. 

3.8 Conclusions 

 The mucociliary clearance system is the respiratory system’s main defense mechanism to inhaled 

pathogens. Pulmonary diseases, such as CF and COPD, cause mucus to become severely dehydrated and 

leaves individuals prone to infection. Hypertonic saline is commonly used to hydrate the mucus to promote 

better function of the MCC. In this article we present, for the first time, a method of using translational and 

rotational diffusion rates of GNRs introduced into the HTS to develop an in situ assay of mucus hydration 

levels. Because mucus is a limited resource, we first quantified diffusion rates in polyethylene oxide 

solutions. The rotational diffusion was less hindered than translational diffusion in strongly confining PEO 

concentrations. A similar effect was observed in stationary hBE mucus samples. From the measurements 

in stationary mucus samples, we were able to fit a model to calculate precent weight concentration given 

DT and DR. Applying this model to an hBEC cell culture treated with HTS, we demonstrated that rotational 

diffusion could provide information of mucus hydration levels up to 6.4 wt% and may estimate even more 

highly concentrated mucus as evidenced by extrapolating the regression line out to 8.0 wt%.  

 It is noteworthy that GNRs can be biocompatible [96]. GNRs have the potential to be nebulized and 

administered to the lungs via inhalation. Upon delivery, we would expect them to disperse throughout a 

highly concentrated mucus layer within minutes. Importantly, GNRs are not expected to penetrate the lung 
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epithelium based upon their size and the exclusion properties of the airway barrier [3], and should 

eventually cleared by the MCC. Future applications of measuring both translational and rotational diffusion 

of gold nanorods can lie in vast biomedical research areas as biopolymeric meshes are ubiquitous. Overall 

changes in nanopore size or anisotropy are related to a host of medically relevant processes and diseases. 

In particular, anisotropic nanostructure may arise from cilia inducing shear on the macromolecular 

meshwork of mucus, or from ECM-altering cells during ECM remodeling processes. For this purpose, 

Marks et al. has previously curated a new technique called diffusion tensor OCT (DT-OCT) to determine 

the anisotropy of a macromolecular pore size using our DS-OCT methods [97]. The initial steps for 

implementing this technique’s will be discussed in chapter 4. 

 In summary, quantifying the rotational diffusion of GNRs in conjunction with translational diffusion 

can provide reasonable estimates of mucus hydration levels, applicable to therapeutic treatment monitoring. 

By incorporating rotational diffusion measurements, the dynamic range of sample concentration expands 

to include dehydrated mucus concentrations. This enhanced sensitivity allowed for the development of a 

real-time assay to study mucus hydration in situ. 
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CHAPTER FOUR 

EXPLORING DIRECTIONAL DIFFUSIVITY OF GOLD NANORODS 

IN BIOMATERIALS USING DIFFUSION TENSOR OCT 

 

4.1 Motivation for Sensing Sample Anisotropy 

We put forward the hypothesis that mechanical strain exerted by cilia on mucus in the bronchial 

epithelium leads to alterations in the nanopore shape of the mucin meshwork. However, as highlighted in 

section 3.1, conventional imaging techniques such as SEM and TEM have inherent limitations in assessing 

nanostructures. These methods often involve destructive sample preparation [30 – 34]. To address the need 

for improved imaging techniques for evaluating the structural anisotropy of biomaterials, we can leverage 

the techniques discussed earlier in this dissertation. In Chapter 3, we demonstrated the usefulness of OCT 

for quantifying the translational and rotational diffusion of gold nanorods and showed the relation between 

diffusion rates to sample concentration. With this in mind, we extend our hypothesis to suggest that the 

applied strain by the MCC on the macromolecular meshwork will result in elongated pores along the axis 

of strain while constricting the pores along the perpendicular axis. We expect to observe faster diffusion 

along the elongated side of the nanopores and slower diffusion perpendicular to the axis of strain. Therefore, 

by measuring the diffusion of gold nanorods under the induced strain we may be able to quantify the extent 

of changes in the nanostructure. Currently, our DS-OCT technique has limitations as it does not enable the 

assessment of diffusion directionality other than along the axis of the beam. To address this limitation, we 

propose an advancement of the DS-OCT imaging technique known as Diffusion Tensor OCT (DT-OCT) 

[97]; one proposed implementation of DT-OCT involves measuring GNR diffusion along six unique 

illumination directions to quantify the six independent components of the diffusion tensor. In this chapter, 

we develop the necessary hardware to facilitate these measurements. 
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4.2 Diffusion Tensor OCT Theory  

The investigation of anisotropy in tissue or biopolymers at a cellular scale can be achieved through 

the application of the Diffusion Tensor OCT (DT-OCT) technique. A description of the DT-OCT methods 

can be found in a publication by Marks et al. ([97]). In this overview, we present the key principles of DT-

OCT, drawing inspiration from Diffusion Tensor Magnetic Resonance Imaging (DT-MRI).  

DT-MRI is a closely related technology that leverages the Brownian motion of water molecules to 

evaluate the organization of axons in the brain [75 – 79]. The anisotropic diffusion of water is observed, 

such that faster rates along the long axis of the axonal fascicle and slower rates along the short axis. By 

measuring anisotropic diffusion, the orientation and connectivity of axonal fibers can be assessed. Unlike 

DT-MRI, our proposed DT-OCT method is limited to measuring diffusion of particles with sufficient light 

scattering for detection by OCT.  However, our OCT method has the advantage of potentially cellular-level 

resolution.  

Diffusion Tensor Optical Coherence Tomography is a technique used to study the diffusion of 

particles within an arbitrary sample using an arbitrary coordinate system. The diffusion process is 

characterized by the diffusion tensor, which is Hermitian and comprises 6 unique elements (Figure 4.1(A)). 

Diffusion is assessed along at least 6 unique directions, coinciding with the directions of the light beam as 

it enters the sample. While a minimum of 6 measurements are necessary, more measurement directions are 

preferred for enhanced accuracy. To collect these measurements, a periscope is employed to redirect the 

beam to the outer edge of a lens such that it enters the sample from an oblique angle of light incidence, ,S  

for angular diversity.  

The recorded diffusion tensor elements are expressed in the laboratory's coordinate system. The 6 

unique diffusion tensor elements are estimated solving a linear system of equations and subsequently 

diagonalizing the tensor. The rotation operations that diagonalize the tensor represent the angle of the 

sample's coordinate system (its principal axes) relative to the measurement coordinate system. The 3 unique 

elements along the diagonal represent the diffusion values (Dxx, Dyy, Dzz) along the principal axes. In cases 
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where the diffusion exhibits certain types of symmetry, such as axisymmetry, the number of unique 

elements can be further reduced, for instance, by setting Dyy equal to Dzz and defining anisotropy 𝑅 =
𝐷𝑥𝑥

𝐷𝑧𝑧
. 

In this Chapter, we propose utilizing GNRs translational diffusion  measurements, leveraging the 

prior data obtained in Chapter 3.  We hypothesize that GNRs will diffuse faster along the direction of stretch 

and diffuse slower perpendicular to it, due to the alignment of fibers in the stretched system. A periscope 

will be used to direct the light beam with an incidence angle, S , and a rotation angle of 30 .R =  We 

will collect 12 measurements while simultaneously stretching the sample within the plane transverse to the 

central axis of the lens, as depicted in Figure 4.1(D). The 12 measurements will be collected by rotating the 

periscope between 0 to 360 degrees at R  increments. These measurements will later be used to compute 

the diffusion tensor. However, the first crucial step is to validate that the measurements collected with this 

DT-OCT hardware will remain constant over periscope scanning in an isotropic sample to ensure accurate 

and reliable results. 

 
Figure 4.1: Panel A displays the diffusion tensor. Panel B is the diffusion tensor example for an isotropic 

sample. In the axisymmetric case, the off-diagonal components become zero, and only two unique 

measurements, D|| and D⊥, are required to characterize the tensor. Panel C is a schematic to clarify how we 

define our principal axes. With our original DS-OCT method, the incident OCT beam is co-aligned with 

Dzz. Here we instead show the incident beam at an angle, which is desired for DT-OCT. Panel D depicts an 

illustrative example of an elongated pore containing gold nanorods immersed in the sample, demonstrating 

the experimental setup and our definitions of D|| and D⊥ for the known-strain example given in this section. 
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4.3 Design of DT-OCT Hardware 

4.3.1 Hardware Design Constraints and Parameters 

We can accomplish DT-OCT measurements by introducing the beam into a sample from different 

directional positions while maintaining a fixed focal spot. A simple approach for achieving this positional 

beam redirection is to utilize the combination of a periscope and an aspherical focal lens. A periscope can 

be added into the sample arm’s beam path such that when the periscope rotates it will be redirecting the 

beam to equally spaced locations along the outer edge of the focal lens.  By introducing the beam along the 

outer edge of the lens, the outcoming beam will have both a fixed focal spot and fixed incident angle into 

the sample, as shown in Figure 4.2(B).  

 When choosing a focal lens, the outgoing angle should be carefully considered to ensure our 

measurements in an anisotropic sample (R > 1) can be distinguished from measurement in an isotropic 

sample (R = 1). To avoid indistinguishable measurements, we can calculate the minimum angle of incidence 

( S ) required based on a maximum tolerated anisotropy measurement standard error ( R ) according to: 

 1 1
tan ,

2

S

R R
f

−

 
 
 

   
   

−        

 (3.8) 

where f is the expected fractional error of the diffusion measurements. For this calculation we can base the 

fractional error on the average standard error in our prior DS-OCT measurements, which gives  f  = 0.6.  If 

our goal is to sense even a small change in anisotropy, such as 2 0.5R =   or 3 1.5R =  , this would 

correspond to a minimum S  ranging from 14.5° – 26.9°.  

 There are two parameters to consider when designing the periscope: timing and distance. First, the 

periscope needs to be motorized for fast image acquisition across a minimum of twelve M-Mode images. 

A quick data collection time, on the scale of seconds, is typically targeted to account for fluid relaxation or 

to prevent sample dehydration. The second consideration is the available path length in the sample arm. 



57 

While our OCT system is custom built, we must consider that there is a limit to which the reference arm 

path length can be extended. This limits us to ~80 mm of path length in the sample arm, which limits the 

gap size between the periscope mirrors. 

Finally, to facilitate precise alignment the hardware design should provide multiple degrees of 

freedom. For optimal alignment the hardware design should accommodate three degrees of freedom for 

lateral translation and an additional two degrees of freedom for tilt adjustment. We additionally aimed to 

incorporate a design that allows the OCT system to return to its normal configuration by rotating the 

periscope away about the sample arm, which introduces an additional rotational degree of freedom. In total, 

a desirable design would provide a total of six degrees of freedom to enable adjustable alignment. 

4.3.2 Hardware Set-Up and Control Configurations  

A custom compact periscope was designed to be introduced into the sample arm of the DT-OCT 

setup. The design is illustrated in Figure 4.2 and comprises five main components: two galvanometer 

mirrors, a motorized rotational stage (ThorLabs, Inc.), a custom compact periscope, a quarter waveplate, 

and an aspherical focal lens. The galvo mirrors serve as folding mirrors and direct the beam downward. 

The remaining components are all connected within a single cage system, as shown in Figure 4.2(C). The 

periscope is mounted onto the underside of the rotational stage. Beneath the periscope, there is a quarter 

waveplate held in a manual rotational mount which allows us to set the waveplate to a desired fixed position. 

The quarter waveplate compensates for any polarization changes induced by the periscope's mirrors before 

reaching the edge of the focal lens. This will be discussed in more detail in section 4.3.4 
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Figure 4.2: DT-OCT Hardware Design. Panel A displays a SolidWorks CAD model of the design. A 

schematic of the design and principle are shown in panel B. Panel C shows a photograph of the DT-OCT 

cage system rotated out of the PS-OCT sample arm.  

A suitable focal lens that allows us to achieve the desired targeted angle ( S ) can be found by 

considering a lens's numerical aperture (NA), effective focal length (EFL), periscope gap distance (Dp), and 

clear aperture (CA) diameter, following the equation: 

1tan .
p

S

CA D

EFL

−
− 

 =  
 

                        (3.9) 

For pD  = 4 mm, we chose an aspherical focal lens (Edmunds Optics) with a clear aperture of 12.7 mm, an 

EFL of 9 mm such that the beam exits the lens at an angle of approximately 27.6° degrees with a working 

distance of ~5 mm. The control protocol for DT-OCT is described in Appendix C, while the alignment 

procedure is outlined in Appendix D. 
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4.3.3 Custom Compact Periscope Design 

To accommodate the short working distance and compact size requirements of the DT-OCT 

hardware design, a highly compact periscope was essential. The periscope mirrors are positioned 

approximately 4 mm apart to redirect the beam along the outer edge of the lens. For alignment purposes, 

each periscope mirror required two degrees of freedom, specifically left-right tilt and up-down tilt. A 

custom periscope and mirror holders were designed to work within the path length space constraints. Using 

SolidWorks, we developed a design to fabricate mirror holders using aluminum, as shown in Figure 4.3. 

The mirror holders were designed with two rotational degrees of freedom. Two 5 mm diameter silver 

mirrors (Edmund Optics) were securely fixed into the mirror holders. 

Moreover, the periscope design was machined to be compatible with a commercially available 

motorized rotational stage. We specifically chose the DDR25 rotational stage (Thorlabs, Inc.) due to its 

speed, ability to be aligned as an optical alignment cage system with a lens holder, and the presence of a 

hole in the center of the stage allowing the beam to pass through to the first periscope mirror. The rotational 

stage is controlled through the OCT system's LabVIEW software, enabling the user input to control the 

velocity and angular step size prior to image acquisition. A custom plate was machined to connect the 

mirror holders to a rotational stage. 

 
Figure 4.3: Compact periscope design. Panels A and B illustrate a side and front view schematic of the 

periscope design, showcasing the aluminum mirror holder with a padded screw securing the mirror at 

approximately a 45º angle. A rod is attached to the mirror holder, extending vertically and connected to 

another aluminum block. The aluminum block features a horizontally protruding rod. Both rods are 

mounted in bushings, allowing for rotational freedom of the mirror holder. Panel C displays a SolidWorks 

computer-aided design (CAD) image, featuring the labeled adapter plate for attachment to the rotational 

stage. 
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4.3.4 Mitigating Mirror Rotation Polarization Effects  

As discussed in section 4.3.2, the inclusion of a quarter waveplate between the periscope and focal 

lens was necessary. Prior to the introduction of the periscope, the sample arm had a linearly and horizontally 

polarized beam for incidence on the sample (Figure 4.4, ‘Before Galvo’ and ‘After Galvo’). However, the 

presence of the silver mirrors in the periscope altered the polarization, resulting in an elliptical polarization 

state. The degree of ellipticity was dependent on the directional position of the periscope but given the 

significant reliance of our measurements on polarization, it was crucial to achieve a polarization state as 

close to linear as possible for incidence on the sample. A simulation was performed to determine the optimal 

position for the quarter waveplate and aimed to minimize the impact of the ellipticity. We considered 0° to 

be the position of the pole on the optics table holding the galvos and cage system mounting clamps. The 

optimal position for the quarter waveplate was 13° counterclockwise from that position. In Figure 4.4, we 

assess the percentage ellipticity in the sample arm at 12 periscope positions. Without the quarter waveplate, 

multiple periscope positions had ellipticity higher than 20%. The addition of the quarter waveplate greatly 

mitigates the ellipticity introduced by the pericope mirrors, lowering the percentage to below 10% across 

all twelve periscope positions.  

 
Figure 4.4: Sample arm incident beam ellipticity at different periscope directional positions 30º apart from 

0-360 degrees. The beam is initially linear before and after the galvanometer mirrors. Without a quarter 

waveplate added after the periscope, a significant variation in ellipticity is observed across periscope 



61 

positions, ranging from 5% to 40%. However, upon the addition of the quarter waveplate, the ellipticity is 

minimized, consistently remaining below 10%. 

4.4 Validation of Diffusion Coefficients Dependence on Concentration  

4.4.1 Sample Preparation and Experimental Procedure  

 Agarose gels were created from low gelling temperature agarose powder (Sigma Aldrich). A 3 wt% 

stock solution was created by diluting agarose with distilled water according to the protocol provided. From 

the stock solution, 400 μL samples were created at concentrations ranging from 0.5 wt% - 2.75 wt% by 

warming up agarose in an 80°C water bath for 15 minutes, diluting with distilled water, and mixing in 

GNRs (70  22 nm) for a number density of 6.8  107 GNRs/μL. Agarose gels were cooled to room 

temperature over the course of 30 minutes before imaging commenced.  

Collagen samples were prepared using 4 mg/mL rat tail collagen I (Corning, Tewksbury, MA). 

Two stock solutions were created at concentrations 1 mg/mL and 2 mg/mL. Collagen was neutralized by 

adding 0.02 mL 1N NaOH for each mL of collagen used in the stock. Diluted phosphate buffered saline 

was added to be 10% of the stock volume, and ice-cold deionized water was added to dilute the sample to 

a volume of 1 mL. A volume of 400 μL of each sample was mixed with GNRs (70  22 nm), for a number 

density of 6.8  107 GNRs/μL and pipetted onto individual petri dishes. The samples were incubated at 

37°C in a high-humidity atmosphere containing 5% CO2 for two hours. After incubation, samples were 

allowed to warm to room temperature over the course of 30 minutes before imaging commenced.  

For each agarose gel and collagen gel sample, 12 M-Mode images comprised of 10,000 A-lines 

each were collected sequentially at a line rate of 62.5 kHz. Each M-Mode was collected from a unique 

periscope position, with all 12 positions being 30° apart. Samples were imaged in two locations to have 

spatially averaged results. 

4.4.2 System Calibration 

Although the polarization effects of the silver mirrors were greatly mitigated by the introduction of 

a quarter wave plate, there were still some effects observed in our results. For an isotropic sample, we 

expect the diffusion coefficients to be the same across all periscope directional positions. However, the 
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results did not match this expectation when assessing samples comprised of water, agarose gel, or collagen 

gel. In the translational diffusion coefficients, we noticed a repeatable trend in the diffusion versus periscope 

directional position over all experiments. Diffusion is calculated to be fastest at positions 0° and 180° and 

slowest at positions 90° and 270°. We attribute this trend to the small amount of elliptical polarization that 

we could not correct for. Given that this trend is apparent and consistent across all sample types, we can 

establish calibration factors for correcting the result at each position.  

We typically collect data from 3 transverse spatially separate locations to calculate our calibration 

factors. We average the translational diffusion across all periscope positions for each location and then 

divide each periscope position’s diffusion by the average diffusion. The fractional values are averaged 

across all locations to define a final calibration value for each periscope directional position. This process 

was completed in four separate experiments on three separate days and the calibration values remain the 

same with a small standard error (Fig 4.6).  

 
Figure 4.5: Average calibration factors for each periscope position. A calibration factor is the ratio of the 

periscope angular position’s DT value divided by the average DT value of all periscope angular positions.  

To calculate the average calibration factor (y-axis), we average calibration factors from multiple samples 

and multiple locations within each sample 

 

4.4.3 Results and Discussion  

The objective of this validation experiment was to investigate the performance of our diffusion 

tensor hardware in measuring translational diffusion in isotropic samples. To be deemed validated, the 

experimental results should first show that measurements in a single sample are independent of periscope 
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position. Second, the measurements of multiple samples, of varying concentrations, should result in a 

diffusion rate with dependence on concentration, just as we observed in our Chapter 3 DS-OCT results. For 

these experiments, the final translational diffusion values were obtained by averaging measurements from 

all periscope positions. Figure 4.6A displays the results of translational diffusion in agarose gels, comparing 

them with the values reported in section 3.4 of this dissertation. Our DT-OCT measurements exhibit a small 

standard error (SE < 1 µm/s), indicating low variability across periscope positions, and demonstrate good 

agreement with the quantified values obtained from DS-OCT. In the collagen experiments (Figure 4.6B), 

the DT-OCT results are displayed alongside previously published collagen gel DS-OCT results [59]. The 

obtained results show a concentration dependent trend consistent with the previous findings. The standard 

error of the DT measurements in collagen is also small (SE < 0.3 µm/s), further indicating the reliability 

and precision of our diffusion tensor hardware. 

Based on these results, our diffusion tensor hardware effectively measures DT in isotropic samples. 

The measurements, after correction by a calibration factor, are found to be independent of periscope 

position and exhibit a clear dependence on sample concentration. The consistency of DT-OCT 

measurements across different periscope positions demonstrates the robustness of our hardware setup. 

Overall, these findings validate the accuracy and reliability of our diffusion tensor hardware for measuring 

translational diffusion in two different isotropic samples. These findings provide a promising perspective 

on the measurement of angle-dependent properties due to the low standard error of ≤ 0.2 in the 

measurements. This suggests that our measurement method holds the potential to detect even subtle 

instances of anisotropy, as small as R = 2.  
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Figure 4.6: Gold nanorod translational diffusion in agarose and collagen gels. In panel A, DT is plotted as a 

function of agarose solids concentration. Data collected with DT-OCT hardware is compared to our DS-

OCT results presented in Chapter 3. In panel B, DT is plotted as a function of collagen solids concentration. 

Data collected with DT-OCT hardware is compared to results published in [59]. Zero concentration 

represents GNR diffusion in solvent (distilled water). Error bars may not be visible due to small standard 

deviation size. 

4.5 Conclusions 

In conclusion, the anisotropy of the meshwork of tissue or biopolymers at a cellular scale has 

potential to be assessed through the application of the Diffusion Tensor OCT (DT-OCT) technique. This 

chapter provided a hardware design for the DT-OCT system and addressed design constraints and 

parameters, highlighting the need for a custom periscope. Although the periscope mirrors introduced 

polarization effects, we were able to mitigate them effectively with a quarter waveplate. Through 

experiments with agarose gels and collagen samples, we validated the hardware by showing translational 

diffusion measurements in isotropic samples are independent of the periscope position and dependent on 

sample concentration. Overall, the findings imply that DT-OCT hardware is promising for characterizing 

anisotropy in biopolymers, offering a foundation for non-destructive experiments investigating 

nanostructure. We additionally note that advanced imaging techniques for nanostructure assessment can be 

additionally valuable for a variety of biomaterials outside of pulmonary mucus. For instance, tissue 
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engineers are particularly interested in characterizing the nanostructure of biomimetic scaffolds, as it 

provides mechanical cues for cellular behavior and function [24]. Monitoring alterations in pore size, which 

occur when the nanostructure of the extracellular matrix (ECM) is remodeled during disease progression 

or regression [20, 21], can aid in tracking treatment efficacy [27]. Future studies should aim to create a 

suitable anisotropic control to validate the DT-OCT technique and confirm its applicability. 
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CHAPTER FIVE 

CONCLUSIONS 

 

5.1 Thesis Contributions Conclusions 

In this dissertation, the use of optical coherence tomography (OCT) to develop assessment tools 

for studying the properties of pulmonary mucus at both bulk and nanoscopic levels is explored. In Chapter 

2, the micro-parallel plate strain induction chamber (MPPSIC) is introduced as a valuable tool for 

conducting particle tracking experiments in Newtonian and non-Newtonian fluids with OCT. Sinusoidal 

shear experiments conducted using the MPPSIC in Newtonian fluid demonstrate its functionality and ability 

to provide depth-dependent velocity profiles consistent with theoretical expectations. When applied to 

mucus, the MPPSIC shows promise in assessing shear-dependent properties of biofluids, particularly at 

shear rates relevant to the lung epithelium. However, it is suggested that larger shear amplitudes may be 

needed to measure non-linear responses in mucus. The observations also reveal that under certain plate 

separation conditions, such as within the gap-loading limit, the velocity amplitude profiles of mucus 

resemble those of a Newtonian fluid, even though mucus is generally non-Newtonian. 

In Chapter 3, a method utilizing translational and rotational diffusion rates of gold nanorods 

(GNRs) is introduced as an in situ assay for mucus hydration levels. The diffusion rates of GNRs are 

quantified in three mucus mimetic biopolymers polyethylene oxide solutions, agarose gels, and hyaluronic 

acid, showing that rotational diffusion is less hindered than translational diffusion in all four biopolymers 

at strongly confining concentrations. This effect is then observed in human bronchial epithelial (hBE) 

mucus samples, where rotational diffusion measurements expand the dynamic range of sample 

concentrations and enable the study of dehydrated mucus concentrations. By measuring diffusion rates in 

stationary mucus samples and fitting a model based on translational and rotational diffusion, we showed 

the percentage weight concentration of mucus can be estimated. The application of this model to an hBE 
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cell culture treated with HTS demonstrates that rotational diffusion can provide information on mucus 

hydration levels up to 6.4 wt%. This enhanced sensitivity enables the development of a real-time assay for 

in situ assessment of mucus hydration, with potential applications in therapeutic treatment monitoring and 

further biomedical research. The measurement of both translational and rotational diffusion of GNRs holds 

promise for various biomedical research areas and offers a means to estimate mucus hydration levels and 

monitor therapeutic treatments. 

In Chapter 4, we proposed a new hardware design with potential for sensing nanopore size 

anisotropy, which is relevant to tracking disease progression or therapeutic treatments. Diffusion Tensor 

OCT (DT-OCT) holds potential for assessing anisotropy in tissue or biopolymers with cellular level 

resolution. This chapter presented a hardware design for the DT-OCT system and experimentally validated 

the dependence of diffusion coefficients on concentration in collagen and agarose gels. The results 

confirmed the accuracy and reliability of the diffusion tensor hardware in measuring translational diffusion 

in isotropic samples, regardless of periscope position. Overall, DT-OCT hardware shows promise for the 

future application of characterizing anisotropy in biopolymers.  

5.2 Future Directions 

 The MPPSIC and custom cross correlation analysis presented in Chapter 2 can be a valuable tool 

for conducting fluid flow studies on diverse biomaterials. Future research can focus on polymer modeling 

to help determine the optimal frequency, displacement amplitude, and plate separation distance required to 

obtain observable viscoelastic responses from biomaterials. Such experiment can begin to quantify the onset 

of shear thinning in pulmonary mucus and its correlation with beat frequency and concentration. Exploring 

these relationships, specifically the conditions under which shear thinning occurs in mucus samples, will 

aid in designing more efficient drug delivery systems and contribute to our knowledge of mucus 

biomechanics. There is also the possibility of combining GNR diffusion quantification experiments with 

fluid flow experiments in the MPPSIC, utilizing the same sample volume to perform multiple experiments 

sequentially. This integrated approach can further enrich our understanding of fluid flow and concentration 

dependencies. 
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We investigated the applicability of GNR translational and rotational diffusion measurements in 

five biomaterials as well as during an hBEC culture hydration study. Based on the 6.4 wt% data results, we 

successfully demonstrated that rotational diffusion quantification can expand the dynamic range of 

concentration dependence for GNR translational and rotational diffusion. To further enhance these findings, 

future studies can extend this concentration range to include more dehydrated levels well past 6.4 wt%. 

Furthermore, our investigations can be advanced by delving into the heterogeneity observed in high wt% 

samples. By refining the regions of interest in our analysis, we have the potential to assess the heterogenous 

nature of dehydrated pulmonary mucus samples more accurately. Additionally, our research highlights the 

potential of GNR diffusion as a hydration assay. Applying this assay to more HBEC culture experiments 

can offer valuable insights. By exploring different percentages of hypertonic and isotonic saline solutions, 

we can gain a deeper understanding of hydration dynamics and the persistence of mucus hydration at 

various depths.  

Lastly, in order to evaluate the performance of the diffusion tensor hardware it is necessary to 

construct an anisotropic sample with an ideal fibrous structure. Generating such a sample presents a 

challenge, making it an intriguing prospect for future research focused on the detection of anisotropy in 

biomaterials. It should be noted that a challenge arises in finding a controlled phantom with a known 

structural anisotropy to validate the implementation of DT-OCT. Numerous techniques have been explored 

for creating structurally anisotropic hydrogels and scaffolds. These techniques include directional freeze-

casting [103], magnetic fields [66, 67], electrospinning [68, 69], mechanical force [70 – 73], and 3D 

bioprinting [112]. However, all these methods require specialized instrumentation that may not be readily 

available. Moreover, freeze-casting and electrospinning impose limitations on the use of the biomaterial 

because the fabrication conditions can be too harsh. A recent promising approach creates alignment in 

collagen by applying strain [57]. The authors add collagen to a pre-strained polydimethylsiloxane (PDMS) 

mold prior to the complete collagen self-assembly to generate homogeneous alignment of the fibrils. As 

commercially available structurally anisotropic samples that accurately represent the nanostructure size of 
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pulmonary mucus are lacking, the recreation of this phantom could serve as a valuable control for validating 

the developed DT-OCT hardware.  

Once the DT-OCT hardware is confirmed through validation with a controlled anisotropic sample, 

numerous potential studies open up through this method. One such avenue involves assessing the anisotropy 

of nanopores in the ECM during experiments investigating the impact of toxins or cancer treatment. By 

examining the anisotropic properties of these nanopores, it becomes possible to observe how cells respond 

and remodel during disease treatment. Furthermore, tissue engineers hold a keen interest in exploring the 

nanostructure of their engineered scaffolds using this technology. In the future, this technique can be 

utilized to evaluate a wide range of biomaterials and play a crucial role in informing drug delivery designs 

for various diseases, not limited to respiratory diseases. 
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APPENDIX A 

MPPSIC USE PROTOCOL   

 

1.) Turn on the three axis nanopositioner’s power supply and the power supply above the 3-axis 

power supply. The top power supply changes the spacing between plates. Every 1 V = an 

additional 10 um. Set this to zero initially and make sure the output is on. 

2.) Unscrew the four screws holding the bridge plate (the top microscope slide holder). Add your 

sample. Put the top plate back on. 

3.) Put the MPPSIC underneath the focal lens and position using the large Z-axis translational stage. 

4.) In OCT 1.5 (LabView), click the MPPR tab (top left panel of Figure A1).  

5.) The ‘MMOCT Mode’ will change which waveform is output from the DAQ. ‘Placeholder 3’ will 

output a pulse function with amplitude ‘Max Voltage’ and frequency based on ‘Images per 

Cycle’. The frequency will be calculated in the ‘Frequency’ bar based on your chosen imaging 

parameters. ‘Placeholder 4’ will output a sinusoidal function.  

6.) Before image acquisition, ensure BNC cables from the brown power supply are connected to the 

“z” axis of the 3-axis nanopositioner power supply. If the DAQ is connected to the “x” axis 

position, the MPPSIC will strain the sample in the y imaging axis. The “y” axis will strain the 

sample in the x imaging axis. 

7.) Acquire images. 
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Figure A1: MPPSIC Control in LabView 
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APPENDIX B 

MPPSIC CUSTOM PARTICLE TRACKING VELOCIMETRY CODE  

DECIMATION TECHNIQUE 

In this appendix, we provide a more detailed explanation of the tilt adjustment method and decimation 

techniques used in the image analysis algorithm described in Chapter 2.  

B.1 Tilt Adjustment Method 

 For the tilt adjustment method, the user initially marks approximate locations of the top and bottom 

surfaces of the fluid. For each surface, a line is extrapolated through the user-defined points, then a 10-pixel 

vertical window searched to locate pixels in each column with maximum intensity. Then, new lines are fit 

through the intensity maxima, which are used to define the top and bottom of the sample region as well as 

the angles of the top and bottom plates relative to horizontal. The tilt angle of each plate from a horizontal 

position is calculated. To check how parallel the plates are, we assess the difference of the two plate tilt 

angles. The separation distance H between the top and bottom surfaces is measured at the center of the 

image. Distortion, Daxial and Dtransverse, is accounted for in the height calculation. The surfaces are only 

segmented for one frame in each stack as there is negligible movement of the plates between frames. 

B.2 Decimation Technique 

 Decimation is used to exaggerate motion in regions of low velocity, such as near the top plate, where 

displacements between successive frames can be less than a single pixel.  

B.2.1 Constant Velocity 

 Frames corresponding to turn around points in velocity (velocity extrema) are identified by an initial 

sweep of xshift (using Eqn. (2.5)) over successive frames of an ROI in the bottom row (ROIN,j) and by 

subsequently plotting the cumulative displacement. The chosen number of 2 frames padding the extrema 

was based on the mechanical turn-around time of the nano-positioner. 

 Because we expect the velocity to decrease linearly between the bottom and top plates, we determine 

a row (i) dependent decimation value, ki, based upon an initial estimate of the velocity within that row, vi 

(in pixels / frame). Initial velocity is computed by linear regression of the depth and velocity of the bottom 
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ROIN,j and the top of the sample region, where we expect a velocity of zero. To target a displacement of at 

least 3 pixels, we define ki as 
3

𝑉𝑖
 or 1, whichever is larger. In high velocity regions ki will equal 1 (no 

decimation) and displacements will typically be much larger than 3 pixels. In very low velocity regions, if 

ki is larger than F, the number of frames in one sweep, it is set to F-1 to enable at least one measurement 

per sweep. 

B.2.2 Sinusoidal Velocity 

 We define frame decimation vector as: 

  𝛥𝑘(𝑘)𝑖 =
𝑥𝑖𝑑𝑒𝑎𝑙

𝑥𝑡ℎ𝑒𝑜(𝑘)𝑖
, (S1) 

where xshift(k)i is the theoretical pixel displacements over frames 𝑘 in ROIi,j. The maximum frame 

decimation number is capped at a user defined number based on a maximum phase angle of the waveform 

to search over: 𝜃𝑚𝑎𝑥  =
2π

10
, so that the velocity is not changing significantly over the decimation range. 

 Note that the velocity of a time point must be calculated as the average velocity between two equally 

distant frames. We perform normalized cross correlations using the decimation frame pairs of each row and 

store the 𝑥𝑠ℎ𝑖𝑓𝑡 values in a master (NMQ) matrix. The velocity is calculated by dividing each 𝑥𝑠ℎ𝑖𝑓𝑡 by 

total number of frames between the two time points. 

  𝑈(𝑘)𝑖,𝑗 =
𝑥𝑠ℎ𝑖𝑓𝑡(𝑘)𝑖,𝑗 

1+ 2∗𝛥𝑘(𝑘)𝑖,𝑗
 . (S2) 

The outcome velocities have units of pixels per frame. The results of the decimation technique are displayed 

in Figure S1. 
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Figure B1: (a) Pre-decimation traces of lateral particle displacements in a Newtonian sample driven by a 

sinusoidal waveform. (b) Pre- decimation traces of lateral particle displacements in a mucus sample driven 

by a sinusoidal waveform. : (c) Post-decimation traces of lateral particle displacements in a Newtonian 

sample driven by a sinusoidal waveform. (d) Post-decimation traces of lateral particle displacements in a 

mucus sample driven by a sinusoidal waveform. Traces are shown at multiple depths in the sample, offset 

by their depth position for clarity (5 of 6 waveforms shown). For visual purposes, not all ROI depths were 

plotted. 
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APPENDIX C 

DT-OCT ALIGNMENT PROTOCOL 

To begin at this point, the DT-OCT should be set up but swung out of the way of the sample arm. 

If you need to start from scratch alignment, perform step 1-4 and then refer to second set of steps in this 

appendix. 

1.) Remove the 30 mm focal lens from the sample arm. 

2.) Ensure the galvos are reflecting straight down onto the optics table. Make an offset if need-

be: X: 0.19 Y:0.04. Make sure both galvos scan ‘within’. 

3.) Note the position of the lens in the DT-OCT system lens holder. Take note that the Thor Labs 

label is face up, and how far it is screwed in. This will help you with adjusting the reference 

arm later. 

4.) Move the reference arm to the end of the track. Leave a bit of room to be able to adjust both 

translational arms.  

5.) Take the lens out of the DT-OCT system. 

6.) Use LabView “DT-OCT 1.7”, click acquisition set-up, click rotational stage (by galvo 

settings), and HOME the rotational stage.  

7.) Swing the DT-OCT system into the beam path. The black clamp should line up with the 

galvo’s black clamp. 

8.) Before locking in the black clamp, look at the sticker on the optics table. Make sure the beam 

is not clipped. Remember the beam is bouncing through a periscope, so it will not hit the 

center mark. It should be roughly 4mm from the center mark. If the user is facing the 

interferometer from the bench side of the room, the beam will land on the mark closest to 

them. (In the X galvo direction, away from the interferometer). Lock the clamp into place.  

9.) Block the reference beam. Set X galvo scan to 0.8mm. Check the power into HH and HV 

channels with the Lambertian phantom. They will not have equal power at all periscope 

positions but try to get a good amount in at least 6 unique angles. Please don’t try looking at 
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the beaded phantom – the working distance is too short to reach the sample deep in the dish. 

Note: you can set relative step size to any degrees – such as type 30 degrees and then click set 

step size – and then manually click MOVE RELATIVE STEP SIZE not jog. 

10.)  Unblock the reference arm and block the sample arm. Adjust the retroreflector as needed. 

 

Figure C1: LabView motorized rotational stage GUI for DT-OCT hardware control. 

 

To begin at this point, the set-up should have the rotational stage at the top of the cage system and the 

lens holder (NON-KINEMATIC) at the bottom of the four-rod cage system.  

1. Ensure the galvos are reflecting straight down onto the optics table. Make an offset if need-be: X: 

0.19 Y:0.04 
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2. Lower the system slightly away from the galvo mirrors (use the middle black clamp to the large 

pole holding the entire DT-OCT setup – do NOT touch the top black clamp that holds the galvos). 

Add an iris to the top of the rotational stage and an iris to the bottom of the lens holder.  

3. Set up the beam profiler to adjust rotational stage position in x and y plane (use as a power meter 

and beam profiler). 

4. Once the rotational stage iris (THE TOP IRIS) is aligned in x and y, adjust the tilt of the 

rotational stage in y. Then adjust for tilt in x. Do this by partially closing the top iris and then 

closing and opening the bottom iris to correct for tilt.  

5. Now we need to move the system up toward the galvos - take out the top iris to do that. Use the 

bottom iris (partially closed) to realign the swing of the cage system while moving DT-OCT’s 

clamp up the pole to be flush with the galvo clamp.  

6. Put in the quarter wave plate and take out the bottom iris.  

7. Put in the periscope. You will need to align the periscope such that the circling beam does not 

converge or diverge. Go to the rotational stage GUI in LabView. Click settings, and set to 

continuous motion (press-release). Click the jog button. This should make the rotational stage 

circle continuously, giving an easier visual assessment. The circle should be centered around the 

beam’s original path (where the beam hits when the periscope is not in the system’s alignment 

redirecting it). The periscope mirrors have a gap of 4 mm apart. Check that the circle maintains 

an 8mm diameter all the way down to the optics table. 

8. Put in lens (Thorlabs label facing up). 

9. Use the Lambertian phantom to set the reference arm position (may need to move the 

retroreflector back on its track). 

10. Align HH and HV Channels to equalize signal at all periscope positions as much as possible. 

11. Swap out the Lambertian for a sample. 
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APPENDIX D 

DT-OCT USE PROTOCOL 

The version of LabView that runs DT-OCT is 1.7. The rotational stage control is currently set up 

to the DAQ’s channel 4 output. The rotational stage is on top of the main OCT system to the left of the 

GALVO power supply. Make sure it is turned on. 

DT-OCT is very similar to running DS-OCT. However, we do not scan in any direction – purely M-

Modes are taken.  

1.) Set line rate to 25 kHz and ALines to 1000. Set X scan to 0.8mm. This is the easiest setting to set 

up your sample. 

2.) Set up line rate to 62.5kHz and keep A-Lines at 1000. Adjust reference power as needed. 

3.) If your sample is in a good position, let’s return to M-mode settings. Set A-Lines to 10000. Set X 

scan to 0 mm. Take 1 reference image. 

4.) Go to acquisition settings and click rotational stage. Home the stage. Set Trigger mode on. Set the 

number of images to 12. 

5.) Acquire data – the first round takes a minute to load up, so don’t let the lag worry you.  

6.) Please check the rotational stage GUI for the periscope position. It should always end on 30 

degrees. Sometimes it does not. You should HOME the stage and then retake the data.  

7.) Use step 2 to move to a new location if you want to take data in a new spot of the sample and 

then 3-6. Always remember to HOME the stage before taking new image sets. 

Troubleshooting: 

1.) The rotational stage will bug out on LabView occasionally. Turn off and click out of 

LabView completely. Power down the rotational stage. Wait 1 minute. Turn it back on. 

Restart LabView. Do not touch any rotational stage buttons until the GUI lights up with the 

periscope position.  
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Figure D1: The image acquisition and rotational stage trigger timing. The LabView node controls 

the output similar to how MMOCT is triggered in the original LabView OCT version. 
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