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Epidemiologic methods have advanced tremendously in the last several decades. As important as they are,
even the most sophisticated approaches are unable to provide meaningful answers when the user lacks a
clear study question. Yet, instructors have more and more resources on how to conduct studies and analyze
data but few resources on how to ask clearly defined study questions that will guide those methods. Training
programs have limited time for coursework, and if novel statistical estimation methods become the focus of
instruction, programs that go this route may end up underemphasizing the process of asking good study questions,
designing robust studies, considering potential biases in the collected data, and appropriately interpreting the
results of the analysis. Given the demands for space in curricula, now is an appropriate time to reevaluate what
we teach epidemiology doctoral students. We advocate that programs place a renewed focus on asking good
study questions and following a comprehensive approach to study design and data analysis in which questions
guide the choice of appropriate methods, helping us avoid methods for methods’ sake and highlighting when
application of a new method can provide the opportunity to answer questions that were intractable with traditional
approaches.
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To gain important and actionable insights into the health
of populations, epidemiologists must start with clearly
defined study questions. There is no doubt that important
insights have been identified through simple observation
outside the formal scientific process; however, rigorous
evaluations require clearly defined questions that can be
answered and rigorous hypotheses that can be tested. Such
questions are best when they are of importance to advancing
knowledge that will improve the human condition (i.e.,
they are questions of importance), but they must also be
specified in such a way that we know what the results are
telling us about the world we inhabit. For this to work, the
methods we use must follow logically from the question
we ask and not the other way around. And yet, at least in
some programs, instructors have focused more and more
resources on how to conduct studies and analyze data but
few resources on how to ask clearly defined study questions
that will guide those methods. Given the demands for space
in curricula, now is an appropriate time to reevaluate what
we teach epidemiology doctoral students (1–4). Specifically,
we advocate that programs place a renewed focus on asking
good study questions.

THE CRITICAL IMPORTANCE OF ASKING GOOD STUDY
QUESTIONS

Good study questions come from a clear statement of
the problem at hand and tend to focus on problems that
can lead to knowledge of relevance to the population. For
the same exposure outcome pair, epidemiologists tend to
ask 3 main types of questions: descriptive, predictive, and
causal (5). All are critical to solving public health prob-
lems, all should be valued within epidemiologic training
programs, and students should be taught how to ask each
and the differences between them. For example, suppose
we are interested in a treatment for individuals diagnosed
with a particular condition. We might want to ask whether
persons who were exposed had survival rates different from
those in persons who were not. We might also want to
ask whether we can predict the probability of survival as
a function of baseline factors including the exposure and
other covariates. Finally, we might ask, would patients have
longer survival, on average, if they received the exposure
compared with not receiving it? Note that only the last
question can be thought of as a causal question, seeking to



answer what the outcome would have been if the conditions
had changed and, therefore, provides guidance on clinical or
policy decisions. The first question might be confused for
a causal question, but it is a descriptive question because it
simply asks to compare outcomes for those who received
treatment and those who did not, rather than aiming to
learn what would have happened if all patients had received
treatment or not. In the first case, we would not be con-
cerned about controlling confounding, among other poten-
tial biases. In other words, the descriptive question only
compares what actually happened to different groups of peo-
ple, whereas the causal question seeks to understand what
would have happened to the same people under different
interventions.

In all cases, explicit training on asking good study ques-
tions becomes critical. For causal research questions, spec-
ifying a target trial (6–10) or using the causal roadmap
(11–15) are helpful approaches to ensure study design and
analytic approaches follow appropriately from those well-
specified questions (16, 17) and can help ensure the sci-
entific question is driving the analysis. For descriptive and
predictive questions, an analogous roadmap could also be
developed to guide the development of the study and the
resulting analyses and interpretation. Whatever approach is
used, the methods should follow from the question and not
the other way around.

WHAT TO EMPHASIZE IN DOCTORAL TRAINING
PROGRAMS

Asking good study questions and choosing appropriate
statistical estimation methods to answer these questions are
difficult endeavors and require appropriate training. Early
training tends to emphasize regression modeling and may
leave students with the impression that statistical methods
come before basic principles of study design or that answer-
ing questions is about deciding which method to use for a
particular type of data. In addition, we, as trainers, often
assume students entering doctoral programs already have
sufficient training in how to ask a study question, especially
if they come to programs with some work experience; yet,
this may not always be the case. Explicit training is needed to
translate an interesting idea that arises in a work environment
to a study question.

Novel statistical estimation methods provide the promise
of estimating causal effects in ways that we never could
before, getting better prediction and improving descriptive
epidemiology, and this is useful for improving public health.
In some cases, failure to use novel methods will give us
biased results. In some cases, novel methods allow us to
answer more useful or policy-relevant questions. Therefore,
it is essential that we teach these tools to our trainees along-
side study design and implementation. At the same time,
novel statistical estimation methods must help ensure our
scientific question drives the analysis and not the other way
around. Furthermore, we need to ensure that use of causal
methods does not drive overinterpretation of study results,
where the presence of strong, uncontrolled biases leads us
to draw conclusions that are not justified from the data, even
after application of causal methods.

TIME FOR A RETHINK OF TRAINING PROGRAMS?

What are potential solutions to these competing demands
on training time? First, we propose that following a com-
prehensive approach to study design and data analysis is
essential. For causal questions, this may be accomplished by
following a causal roadmap approach (11, 12), which advo-
cates for ensuring etiologic study questions are translated
into well-defined causal effects; our knowledge of the study
design is expressed into a causal model; the assumptions
needed to answer that causal question with the observed data
are explicitly stated and transparently assessed; the resulting
statistical analysis implemented is the best choice to answer
that underlying scientific question while avoiding introduc-
ing new assumptions; and the resulting point estimates are
correctly interpreted (and not overinterpreted). Or it may
involve focusing students on using target trials (6–10), in
which, when possible, students conducting observational
studies first design the hypothetical randomized trial they
would do if they could, then design their observational
studies to mimic the hypothetical trial as closely as possible.
Such approaches are logical ways of defining a clear study
question and allowing the methods to follow from the ques-
tion proposed. These approaches also clarify how limitations
in the available data may require us to refine our scientific
question, collect new data, and temper our interpretations. It
also makes clear that multiple questions can be asked of the
same data set, and forces the investigators to be clear about
what question they wish to answer. For description and pre-
diction questions, a roadmap approach may be just as valu-
able because it forces us to specify a clear question, identify
how the parameters will be used, identify a clear target
population, guard against sources of bias like selection bias,
and identify an appropriate estimand and estimation method.

It is important to note that such a rethink may or may
not come at the expense of teaching some novel statistical
estimation methods. In fact, not all programs have this issue
of overemphasizing novel statistical estimation methods,
and such programs may need to increase their training
in methods. At the same time, we would encourage such
programs to revisit how they currently teach asking good
study questions and ensure that deficits are addressed and
any changes to curriculum to emphasize novel methods
do not come at the expense of training in asking good
study questions. Some programs that go through this process
may identify that once students are oriented to a questions-
first approach, they require more training in such methods
to be able to answer the relevant questions. Thus, such a
reevaluation of doctoral training programs could logically
lead to an increase in methods training. In contrast, some
programs that go through this process may realize that carv-
ing out time to train students to ask good questions requires
sacrificing some training in some novel statistical estimation
techniques. Furthermore, we note that this tension is not a
new problem or one that will go away in the future. Programs
should be in a state of constant refinement in this regard,
aiming to maintain balance while managing ever-increasing
methods development.

Second, we encourage the use of case-based teaching, where
a study design and data analysis approach are discussed



generation. This might mean that some well-loved statis-
tical estimation methods (new and old ones) receive less
emphasis. Whatever the approach, focusing on questions
first will guide the choice of appropriate methods, helping
us avoid methods for methods’ sake and highlighting when
application of a new method can provide the opportunity to
answer questions that were intractable with traditional epi-
demiologic approaches.
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CONCLUSIONS
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