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ABSTRACT 

Xiaokang Yan: Histone methyltransferases contribution to heterochromatin formation process 

and kinetics 

(Under the direction of Nathaniel Hathaway) 

 

The eukaryotic genome is meticulously stored inside the cell to control gene expression, 

protect the genome integrity, and facilitate cell division. The storage of genome is often achieved 

through epigenetic modifications. These modifications divide the genome into euchromatin and 

heterochromatin, each associated with gene expression and gene repression, respectively. 

Epigenetic modifications are often covalent modifications onto histone proteins or methylated 

DNA. On their own, some modifications can alter chromatin states, but most require specific 

epigenetic machinery that often termed epigenetic reader proteins. The epigenetic reader protein 

recognizes a specific epigenetic modification to alter chromatin states. For heterochromatin, these 

modifications often require heterochromatin protein 1 (HP1) to function. Heterochromatin 

represents a highly condensed form of chromatin that is often devoid of any transcriptional 

activities. Trimethylation of histone 3 lysine 9 (H3K9me3) and the presence of HP1 are the 

hallmarks and core players in heterochromatin formation. H3K9me3 recruits HP1, which when 

bound, can serve as a scaffold protein for more heterochromatin machinery. One key group of 

proteins HP1 recruits are the histone methyltransferases, the enzymes that catalyze the methylation 

of H3K9. The recruitment of HP1 often results in more H3K9me3 modifications, which can induce 

a positive feedback loop that results in a heterochromatin state. This group of histone 

methyltransferases all belong to the SET-domain family of proteins and demonstrate overlapping 
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roles in heterochromatin formation. The redundancy within this group of enzymes calls for a better 

understanding in differentiating individual H3K9 methyltransferases. Does the redundancy 

suggest overlap in functionality or individual methyltransferases contribute to heterochromatin 

formation differently. The central hypothesis for this project is that different H3K9 

methyltransferases can have different impacts on heterochromatin formation. By combining CiA-

Oct4 cell line and Molecular biosystem, we have studied the intricacy of heterochromatin 

formation. Our SETDB1 knockdown cell lines show that SETDB1 contributes heavily to 

heterochromatin formation. SETDB1 knockdown cell lines have also shown reductions in 

H3K9me3 accumulation and impaired heterochromatin formation kinetics.  
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CHAPTER 1 INTRODUCTION 

1.1 Epigenetic: regulation of genetic material 

Eukaryotic genome complexity has evolved over time with the increasing complexity of 

multicellular eukaryotic organisms. The eukaryotic genome contains the genetic blueprints for 

every single cell and noncoding information such as vestigial sequences from evolutionary events 

in the past. This level of complexity requires systematic organization of the genome for storage 

and gene expression control. In the eukaryotic cell, epigenetic modifications regulate genomic 

storage and transcription. Epigenetic traits are defined as changes that are heritable but not in the 

form of changes to the DNA sequence1–3. We now know that these heritable changes often come 

in the form of modifications on DNA and histone proteins. DNA modifications are typically 

methylation marks made on cytosine bases within CpG islands and these marks are often 

associated with gene repression4,5. Histone modifications on the other hand are more diverse, with 

various modifications occurring on different histone tail positions6. Histone modifications can be 

associated with gene repression or activation. These epigenetic modifications work together to 

regulate the compaction of chromosomes and the accessibility of the genome to transcriptional 

machinery. Euchromatin is an open genome state associated with gene expression, and 

heterochromatin is a compacted genome state associated with gene silencing7–11. Similar to 

mistakes in genetic sequences, mistakes or aberrant epigenetic modifications are associated with 

various diseases12–14. 
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Epigenetic regulation of genome accessibility adds a layer of elastic information to an 

otherwise rigid genetic sequence. Epigenetic modifications are often dynamic as epigenetic 

modifications can be deposited and removed15. In this dynamic system, epigenetic modifications 

are deposited by specific “writer” proteins and recognized by specific epigenetic “reader” proteins 

to change the chromatin state. There are also “eraser” proteins that remove epigenetic 

modifications. Many of these epigenetic proteins are highly conserved throughout evolution and 

certain mutations and knockouts (KO) would result in lethality, suggesting the importance of such 

epigenetic proteins. The epigenetic “readers”, “writers”, and “erasers” together can paint an 

“epigenetic landscape” that is composed of various epigenetic modifications and chromatin states3. 

In this epigenetic landscape, epigenetic modifications are the mountains and valleys that can 

separate and guide cells into different cellular identities.  

During the process of cellular differentiation, stem cells can grow and differentiate into 

various types of cells. The stem cells lose pluripotency and gain cellular identities which require a 

complex system of gene repression combined with the activation of other specific sets of genes. 

Based on the cellular contexts, epigenetic modifiers, transcription factors, and other cellular 

mechanisms work together to change the gene expression profiles2,4,15.  For example the genome 

of a stem cell is often more open and has more euchromatin marks compared to differentiated 

cells15,16. In differentiated cells, certain lineage-specific genes are decorated with euchromatin 

modifications, while pluripotency and other lineage-specific genes are decorated with 

heterochromatin modifications. Epigenetic modifications represent the mountains and valleys that 

separate stem cells from differentiated cells as well as differentiated cells from each other. During 

cellular replication, these mountains and valleys are faithfully passed on to progeny to ensure the 

maintenance of cell identity. During cellular replication, epigenetic modifications are often 
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removed and redeposited during the replication of DNA strands. To correctly do so during every 

cellular replication, cells require an intricate system to correctly establish epigenetic modifications.  

Here we aim to study the mechanism of heterochromatin formation using mouse embryonic 

stem cells (ESCs). ESCs are a better tool to study the epigenetic process compared to differentiated 

cells. In a differentiated cell, epigenetic modifications have already been established and will resist 

changes while stem cell epigenetic landscapes are more open to epigenetic changes17–19. Also, 

epigenetic regulation plays a significant role in cellular differentiation and proper stem cell 

functions. Through the use of the Chromatin in vivo Assay system (CiA) in mouse ESCs, we have 

examined the individual contributions of H3K9 histone methyltransferases (HMTs) in 

heterochromatin formation through a combined in vivo and in silico approach. 

1.2 Chromatin and Heterochromatin 

 Genetic material is stored as a complex of DNA, histone proteins and other nonhistone 

proteins called chromatin. Chromatin helps to organize the genome inside the nucleus20. 

Chromatin is composed of individual nucleosomes, which contain 145 base pairs (bps) of DNA 

wrapped around an octamer of histone proteins with a linker DNA connecting each nucleosome20–

22. Chromatin can be viewed as a “beads on a string” model that can be further folded and 

condensed inside the nucleus20. DNA wraps around the octamer histone proteins with the 3.1 Å 

histone core on the inside, with the histone N-terminal tails sticking out of the nucleosomes21,22. 

The histone octamers consist of four histones proteins: H3, H4, H2A, H2B21. Histone proteins are 

evolutionarily conserved and clustered together within the genome. Each variant of the histone 

proteins are associated with distinct cellular function or specific cellular lineage23. For example, 

in the centromere region CenH3, a variant of H3, is essential for the formation of the kinetochore24. 

Unlike the stable histone cores, histone N-terminal tails are highly flexible peptide chains. These 
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histone tails can also be covalently modified with different groups on different peptide positions 

of the histone tails1,6,25. The unique combinations of positions and types of modifications are often 

associated with either euchromatin or heterochromatin states26.  

 These covalent modifications on histone tails include methylation, phosphorylation, 

acetylation, and ubiquitination. These modifications are often referred to as histone post translation 

modifications (PTMs). Histone PTMs can either change chromatin state on their own or through 

recruitment of other epigenetic reader proteins. Histone tails are composed mostly of basic amino 

acids, favoring electrostatic interactions with DNA double strands and fitting between the DNA 

gyration grooves27. Acetylation can be placed on histone tails to reduce the overall positive charges 

on histone tails and the interactions between histone tails and DNA backbone1,25. The bulky acetyl 

groups can also increase the physical distance between nucleosome units. Based on these 

characteristics, histone acetylation is often associated with open chromatin and euchromatin state. 

Histone acetyltransferases are often complexed with DNA transcriptional machinery28. Histone 

methylation, on the other hand, is a small modification and does not alter the overall charge of the 

histone tails. Instead, histone methylation functions as the binding sites for epigenetic reader 

proteins. Depending on the position and number of methyl groups added, methylation can be 

associated with either euchromatin or heterochromatin. This dissertation will focus on histone 3 

lysine 9 trimethylation (H3K9me3) and its role in heterochromatin formation.  

Heterochromatin is a condensed and silenced region of the chromosome and initially has 

been discovered as distinct dark segments of chromosomes in DNA staining experiments9. We 

now know, heterochromatin is associated with epigenetic modifications such as H3K9me3 and 

epigenetic reader proteins such as Heterochromatin Protein 1 (HP1). H3K9me3 is recognized by 

the chromodomain of HP1 and once present, HP1 can initiate the heterochromatin formation 
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process29–33. Inside the cells, heterochromatin contributes to gene repression, genome integrity, 

centromere assembly, and cell identity determination34. Within our genome, heterochromatin 

mediated repression of non-coding genes and deleterious genes contributes to the protection of the 

genome35,36. These harmful genes often are transposable elements (TEs) which are DNA sequences 

that can move around within the genome37. This mobility can increase genome instability and 

contribute to genome diversification and evolution. However, this mobility can also cause 

deleterious effects if TEs are inserted into gene coding regions. Heterochromatin modifications 

such as DNA methylation and H3K9me3 decorate TE genomic regions to keep them stagnant and 

away from any transcriptional activity38,39. Heterochromatin repression of coding genes plays an 

important function in cell development and differentiation. In lineage committed cells, 

pluripotency genes are decorated with heterochromatin modifications to maintain cellular identity. 

Depending on the duration, location and context of heterochromatin formation, there are two types 

of heterochromatins: constitutive and facultative heterochromatin. Constitutive heterochromatin is 

always condensed throughout a cell’s lifetime and often observed around the centromere and 

telomere region40. Facultative heterochromatin, on the other hand, is dynamic and found within 

the chromosomal body, allowing for shifts between euchromatin and heterochromatin during 

development and response to environmental stimuli.  

Constitutive heterochromatin is observed around the pericentric and telomeric regions of 

chromosomes. At the pericentric regions, heterochromatin plays an important role in the formation 

of kinetochores and provides a location for microtubule tethering24,41. At telomeric regions of 

chromosomes, heterochromatin plays an important role in the maintenance of telomere length39,42. 

In both regions, there are many repetitive sequences that are decorated with various 

heterochromatin marks, such as H3K9me3, histone 3 lysine 27 trimethylation (H3K27me3) and 
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DNA methylation. The α satellites, 171 bps monomers, are enriched within the human centromere 

regions43,44. The formation of the centromere requires heterochromatin formation at the α satellite 

and CENP-A, a histone 3 variant. In the telomeric regions, there are tandem repeats of short GT-

rich sequences that are enriched with H3K9me3 modifications42,45,46. During every cell replication, 

bits and pieces of telomeric DNA sequences are lost and telomerase can add repetitive sequences 

to protect gene coding regions from deterioration47. H3K9me3 marks along with H3K9 HMTs 

contribute to proper maintenance of telomere length45,46,48. The H3K9me3 modifications within 

the pericentric and telomeric regions of chromosomes are mainly catalyzed by H3K9 HMTs 

SUV39H1/H2. SUV39H1/H2 knockout experiments resulted in loss of H3K9me3 marks and 

improper formation within the centromere and telomere regions45,48–50. 

Facultative heterochromatin is more dynamic and observed in the chromosomal body. 

Unlike the pericentric and telomeric regions, these regions of chromosomes encompass protein-

coding genes. Heterochromatin formation at the protein-coding regions often occurs during the 

cellular differentiation process17,18,51. In the stem cell genome, genes are often decorated with 

bivalent marks, containing both euchromatin and heterochromatin marks18,52–55. These bivalent 

modifications prepare genes for the differentiation process, ready for either upregulation or 

downregulation based on the differentiation signals. The epigenetic regulation of tissues specific 

genes requires interaction with specific transcriptional factors. H3K27me3 is the predominate 

heterochromatin modification in the facultative heterochromatin and this modification recruits 

specific epigenetic reader protein Polycomb-repressive complex 2 (PRC2)51.  The embryonic 

ectoderm development of PRC2 complex recognizes and binds to H3K27me3. The EZH1/H2 of 

PRC2 are the corresponding lysine methyltransferases (writers) that methylate H3K27. An 

example of facultative heterochromatin is the inactivation of X-chromosome through the formation 
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of Barr body which is heavily decorated with H3K27me3 marks56. The non-coding RNA Xist 

initiates facultative heterochromatin formation and results a silenced X-chromosome in females57.  

H3K9me3 and H3K27me3 modifications are not exclusive to a particular type of 

heterochromatin state, rather each type of modification can be seen in both types of 

heterochromatin states and the corresponding epigenetic proteins and modifications can function 

in both types. HP1’s contribution is predominately in constitutive heterochromatin, however H3K9 

HMTs and HP1 have been often implicated in both constitutive and facultative heterochromatin 

formation58. The loss of SUV39, as an H3K9 writer, has resulted the loss of both H3K9 and H3K27 

modifications59, and the loss of HP1 has altered constitutive as well as facultative heterochromatin 

modifications60. SETDB1, a H3K9 HMT is often observed in the chromosomal body and 

contributes to the bivalent formation in stem cells61,62. Instead of discerning between the two types 

of the heterochromatin states, this project will focus on the contribution of H3K9 HMTs (writers) 

and HP1s (readers) in the heterochromatin formation process and gene repression kinetics. 

1.3 Heterochromatin Protein 1 and H3K9 methyltransferases  

Heterochromatin formation is often observed in the pericentric and telomeric regions, with 

a few locations in the chromosomal body that form under cellular cues33,63,64. Heterochromatin 

formation often requires the interactions between histone 3 lysine 9 trimethylation (H3K9me3) 

and Heterochromatin Protein 1 (HP1). Both H3K9me3 and HP1 are synonymous with 

heterochromatin states. H3K9me3 modifications are small PTMs in comparison to other histone 

PTMs such as acetylation or SUMOlyation. The functions of H3K9me3 require interactions with 

specific reader protein, HP1. HP1 binds to H3K9me3 through its chromo-domain and acts as a 

scaffold protein to recruit other chromatin effector proteins to form heterochromatin31,65. One 

distinct type of the recruited proteins is H3K9 methyltransferases which deposits more mono-, di- 
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and trimethylation to neighboring H3K9, which in turn recruits more HP166. This positive feedback 

loop between H3K9me3, HP1 and H3K9 methyltransferases results in heterochromatin formation 

and spread (Figure 1.1). The spread of heterochromatin is best exemplified by the discovery of 

positional effect variation (PEV) by Dr. Muller, where euchromatin genes are silenced when they 

are translocated into a heterochromatin region67,68. The newly formed heterochromatin is 

maintained in subsequent cell divisions. Since the initial PEV discovery, many proteins involved 

in heterochromatin formation have been discovered through a genetic screen for PEV suppressors. 

Here we will focus on HP1 and the H3K9 methyltransferases.  

The H3K9me3 reader, HP1, is crucial for the heterochromatin formation. HP1 has been 

identified in Drosophila first and is often found in the centric heterochromatin region29,69. HP1 is 

highly conserved throughout evolution with three isoforms: HP1α, HP1β, and HP1γ32,70–73. HP1α 

and HP1β are often found within constitutive heterochromatin, while HP1γ is found in facultative 

heterochromaitn32,68,74. The HP1 isoforms all contain chromo and chromoshadow domains with 

little to no genetic differences, while the connecting hinge regions between the two domains are 

varied between the HP1 isofroms65,75–78. The chromo domains in HP1 contribute to the binding of 

methylated H3K9, while the chromoshadow domains recruit various PXVXL, a protein motif with 

conserved amino acids interrupted with different amino acids, including various H3K9 

methyltransferases77–79. The chromodomain of HP1 has a hydrophobic cage that binds to 

methylated H3K9 with weak but highly specific binding, and the binding affinity increases with 

more methylation present78. The chromoshadow domain of HP1 recognizes and binds protein 

containing PXVXL motif which enable HP1 to form a homodimer with itself or heterodimer with 

H3K9 HMT77,79–81. HP1 homodimerization can form a “nucleosome bridge” with neighboring 

nucleosomes and contributes to the phase-separation of heterochromatin, a region within the 
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nucleus containing high concentration of HP1, H3K9me3 decorated chromatin76,80–82. When the 

concentration of HP1α reaches a threshold, HP1 dimerization will condense chromatin further and 

eventually form a liquid droplet, a membrane-less compartment within the nucleus30,38,76. In this 

compartment, HP1, H3K9 methyltransferases and other heterochromatin modifiers can be freely 

interchanged, while euchromatin modifiers are kept away. The formation of a phase separate 

heterochromatin region helps cells to maintain gene silencing while allowing dynamic exchange 

of HP138. The chromoshadow domain also contributes to localization of HP1 during the DNA 

double stranded breakage83,84. HP1 binding to double strand breakage sites helps to prevent 

incorrect end joining during the DNA repair process and also prevents further degradation of a 

broken DNA strand34,38,39. 

The hinge regions between each HP1 isoforms are varied and contribute to individual 

isoform specific functions32. The hinge regions have been implicated in interactions with RNA 

and these interactions are crucial for the binding of HP1 to heterochromatin as methylated H3K9 

tails85. For example, PIWI-interacting RNA (piRNA) which can be found in Drosophila’s 

telomeric regions of chromosomes contribute to the recruitments of HP1 and H3K9me342,86. The 

piRNAs can also repress transposon elements as well87,88. There are also sites for PTMs within the 

hinge regions as well, for example SUMOlyation of HP1α increases HP1α binding in pericentric 

regions of chromosomes, while phosphorylation of HP1γ contributes to the HP1γ binding within 

the chromosomal body74,89–92. 

In addition to H3K9me3 and RNA, HP1 interactions with other epigenetic modifiers 

through the chromoshadow domain are crucial for the sequence specific regulation of genes. The 

interactions between chromoshadow domains of HP1 and PXVXL containing proteins are crucial 

for the proper function of HP1. Particularly the recruitments of H3K9 HMTs to HP1 are key 
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components of heterochromatin formation and gene silencing. KRAB associated protein 1 (KAP1), 

a PXVXL containing protein, interacts with chromoshadow domain of HP1 to couple H3K9 HMTs 

(writers) with HP1. The H3K9 HMTs belong to the SET superfamily of proteins. This family of 

HMT is defined by the presence of a conical SET domain, which transfers a methyl group onto the 

lysine position in a stepwise fashion, using the cofactor S-adenosyl-L- methionine (SAM)49,65,93–

96.  

Within the SET superfamily, there is a SUV39 subfamily of HMTs that specifically 

methylates H3K9. Each member of the SUV39 family contains the conical SET domain, but also 

contains domains that are unique and contribute to individual SUV39 HMTs specific functions 

and interactions. In human and mice, H3K9 methylations are catalyzed by G9a, SUV39H1/H2, 

SETDB1, and its corresponding proteins in mice66,94,97,98. G9a mainly catalyzes monomethylation 

of H3K9. SUV39H1/H2 catalyze di- and trimethylation. SETDB1 has been suggested to catalyze 

all methylation, but shows a stronger catalytic activity towards higher methylation level. HP1 also 

has stronger binding affinity towards more methylated H3K9 tails99. Since the H3K9me3 can be 

catalyzed by SUV39H1/H2 and SETDB1, the question arises, are SUV39H1/H2 and SETDB1 

interchangeable and contribute equally in heterochromatin formations. In the subsequent sections 

I will focus on the functions of SUV39H1/H2 and SETDB1 individually. I will also be discussing 

the specific interactions of each HMT based on its structure and domains.  

1.31 SUV39H1/H2 

Suppressor Of Variegation 3-9 (SUV39) proteins were initially discovered as a repressor 

of PEV in drosophila98. The human homolog versions, SUV39H1/H2, were discovered in human 

shortly after66,97. SUV39H1 and SUV39H2 are paralogs of each other; both share a lot of 

similarities in structures and in functions, and they play significant roles in constitutive 
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heterochromatin formation100. Cells often tolerate individual KOs, however double KO of 

SUV39H1/H2 would impaired cell survival and growth, suggesting redundancy within66,97,101. As 

part of the SUV39 family, both SUV39H1 and SUV39H2 contained a conserved chromo domain 

and SET domain. The chromo and SET domain enabled SUV39H1/H2 to recognize methylated 

H3K9 within the constitutive heterochromatin and induced heterochromatin formation through di 

and trimethylated H3K948,64,102. Recent discoveries also suggested SUV39H1/H2 could regulate 

cell differentiation process and methylate non-histone proteins100,103–106. The SUV39H1/H2 

sequences specific silencing often required interactions with proteins or RNA49. SUV39H1/H2 

dysregulation were observed in diseases state such as cancer14,100,106.  

Within the SUV39 protein family, only SUV39H1/H2 HMTs contain the conserved 

chromodomains which enable SUV39H1/H2 to anchor onto methylated H3K9 without HP1107–109. 

The unique chromodomain of SUV39H1/H2 provides important binding interactions that 

contribute to the functions specifically for SUV39H1/H2. The chromodomain of SUV39H1 can 

also allosterically activate SUV39H1’s methylase activity, which produce a stronger silencing 

effect within the heterochromatin regions109–111. The chromodomain can also interact with RNA 

for sequence specific silencing103,112,113. For example, Oct4 pseudogenes can guide SUV39H1 to 

the Oct4 promoter to inhibit Oct4 production and pluripotency during differentiation103,105. RNA 

complexes also recruit both SUV39H1/H2 to the pericentric and telomeric regions of 

chromosomes to deposit H3K9me3 modifications103,113.  

The SET domains of SUV39H1/H2 are highly conserved and responsible for the di- and 

trimethylation of monomethylated H3K9 tails. SUV39H1/H2 HMTs predominantly mediate 

constitutive heterochromatin formation within the pericentric and telomeric regions of 

chromosomes. SUV39H1/H2 are also responsible for the repression of L1 transposable elements114. 
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In the pericentric regions, SUV39H1/H2 KOs are associated with reduction in H3K9me3 

accumulation, improper formation of centromere and improper separation of sister chromatids101. 

In the telomeric regions, SUV39H1/H2 KO cells have abnormally long telomeres with 

accumulation of H3K9me and reduced H3K9me3 modifications45,48. Outside the constitutive 

heterochromatin regions, recent studies have suggested SUV39H1/H2 methylation also 

contributes to T cell lineage determination and maintenance104. During the T cell differentiation 

process, SUV39H1 mediated H3K9me3 is required for the repression of pluripotency genes to 

correctly differentiate into T effector cells104,105. SUV39H1/H2 have also been implicated in the 

methylation of non-histone proteins such as RAG2, SET8 and DOT1L. The methylation of SET8 

can allosterically activate its methylation ability which resulted in accumulation of another 

heterochromatin mark, H4K20me3115. The presence of both H3K9me3 and H4K20me3 are often 

seen together88,103.  

 SUV39H1/H2 often work with other heterochromatin proteins during the heterochromatin 

formation process. For example, SUV39H1, HP1, and other HMTs have been shown to form a 

multimeric complex that works together to deposit H3K9me3 marks and compact chromatin43,95. 

The deposition of pericentric H3K9me3 is a result of collaboration between the SUV39 family of 

HMTs, where the HP1α-CAF1-SETDB1 are responsible for the monomethylation and 

SUV39H1/H2 complete the trimethylation event49. The KO of SUV39H1/H2 resulted in a 

H3K9me3 reduction but an accumulation of H3K9me and SETDB1 binding43,49. This suggests a 

division of labor between the SUV39H1/H2 and SETDB1, despite the fact they all are capable of 

di and trimethylation of H3K9 tails.  

As paralogs SUV39H1/H2 have demonstrated similar effects in binding and functional 

studies, but differences that separate SUV39H1/H2 have been observed. For example, SUV39H1 
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conditional knockout (cKO) demonstrate a stronger H3K9me3 loss in the pericentric and telomere 

regions of chromosomes when it is compared to SUV39H2 cKO92,116,117. SUV39H2’s SET domain 

recognizes a more specific tail motif compared to SUV39H1115,118. Although SUV39H1/H2 are 

expressed ubiquitously in all somatic cells, SUV39H1 is associated with enrichment in 

hematopoietic stem cells and SUV39H2 showed enrichment in cerebellum and testis100. SUV39H2 

mutations can impair brain development and have been identified in autism-spectrum disorder106. 

SUV39H1/H2 both are implicated in cancer development, while SUV39H1 mutations are 

associated a loss of tumor suppressive effects and SUV39H2 mutations function as an 

oncogene100,119.  

1.32 SETDB1 

 Another SUV39 family HMT, SET Domain Bifurcated Histone Lysine Methyltransferase 

1 (SETDB1), was discovered after SUV39H1/H2 as one of the few euchromatic HMTs49,61,94,120. 

Both SUV39H1/H2 and SETDB1 catalyzed the di-and trimethylation of H3K9, but SETDB1 also 

catalyzed monomethylation on H3K949,94,121–124. Inside the cells, SETDB1 mediated H3K9me3 

had been linked with telomere maintenance46, TE repression87 and pluripotency gene regulation125. 

To carry out such functions inside the cells, SETDB1 HMTs often formed complexes with other 

epigenetic modifiers or transcriptional factors such as Chromatin assembly factor (CAF-1), HP1, 

HUSH complex, KAP-1, and histone deacetylase NuRD 43,49,62,74,126–129. Interestingly, these 

SETDB1 binding partners also interacted with SUV39H1/H2 HMTs as well. For example, the 

centromere formation required the coordinated contributions of both SETDB1 and SUV39H149.  

The specific function of SETDB1 often depends on the domains within the protein. 

SETDB1 consists of triple Tudor domains, a methyl-CpG-binding domain (MBD), and a 

bifurcated SET domain94,123,124,130,131. The Tudor domains, with similarities to chromodomains, 
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bind to methylated H3K9 and the binding interactions are strengthened by the neighboring H3K14 

acetylation modifications132–134. The long interspersed nuclear element (LINE), a type of TE, is 

repressed by SETDB1 to protect genome integrity and both H3K9me3 and H3K14 acetylation133. 

SETDB1 also binds to methylated CpG islands through the MBDs which suggests the connection 

between DNA methylation and H3K9me3, two heterochromatin modifications that often seen 

together. Studies have shown that a reduction in SETDB1 leads to DNA methylation and 

H3K9me3 reduction87,88. SETDB1’s SET domain is unique with its large 347 amino acid long 

insert region (SET-I), resulting a bifurcated SET domain. This SET-I can serve as a regulator for 

SETDB1 methylation, where ubiquitination at the lysine 867 position within the SET-I is crucial 

for SETDB1 methylation135,136. SETDB1’s SET domain can also catalyze monomethylation, 

unlike SUV39H1/H2. SETDB1 through interactions with HP1α and CAF1 deposits H3K9me at 

pericentric locations for SUV39H1/H249,137. Outside of the SET domain’s traditional methylation 

of histone proteins, SETDB1 can also methylate P53 at the K372 position to inhibit P53 function 

and serine/threonine kinase Akt in the cytoplasm both which contribute to tumorigenesis12,138.  

In stem cells, SETDB1 has demonstrated greater importance where SETDB1 KO led to 

early lethality in developing embryos during transgenic mice generation where SUV39H1/H2 

double KOs only impaired growth87,139. This importance can be due to SETDB1’s functions in 

stem cells which included TE repression, stem cell maintenance, and cellular differentiation52,87,88. 

DNA methylation and SETDB1 mediated H3K9me3 modifications are the main contributors to 

TE repression in stem cells, to prevent unwarranted expression and insertion into coding 

regions37,140,141. However, despite presence of both of these repressive modifications, DNA 

methylation and SETDB1 mediated TE repression belong to two separated pathways and 

individual KOs of DNA methyltransferases (DNMTs) and SETDB1 have produced upregulation 
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of different TE genes with small overlap140. SETDB1 mediated TE repression is not as important 

in differentiated cells, where SETDB1 KO only results in a small subgroup of TE expression in 

specific tissues87,88,120,142,143. In addition to TE repression, SETDB1 also contributes to stem cell 

maintenance and cell differentiation, based on cellular cues and interactions with different 

transcription factors to act in such opposite fashion. SETDB1 contributes to stem cell maintenance 

by forming a complex with pluripotency factor, OCT4, to suppress differentiation genes53,61,125. 

SETDB1 contributes to differentiation by regulating tissues specific gene expression. These genes 

often contain bivalent modifications, containing both euchromatin and heterochromatin 

modifications and SETDB1 HMTs have been found to localize in these region along with PRC 

complex18,52–55. These bivalent genes prepare stem cells for differentiation by getting ready to 

repress or activate tissues specific genes based on cellular context. For example, experiments have 

shown SETDB1 contributes to adipogenesis and neurogenesis. SETDB1 helps to regulate adipose 

tissues development by depositing H3K9me3 at key adipose transcription factor genes Cebpa and 

Pparg along with DNA methylation62,144. SETDB1 mediated H3K9me3 modifications around the 

neuron CTCF1 binding motifs are crucial for the neuronal cells’ chromatin structures, the cKO of 

SETDB1 has resulted an increased CTCF binding and disruption of topologically associated 

domains (TADs) formation, and eventually in a chromatin collapse on a megabase scale145. 

Aberrant SETDB1 expression profiles have been implicated in various diseases states. 

SETDB1 upregulation is associated with various cancer types and it has been suggested as a 

theraputic cancer target131,146–148. For example, SETDB1 overexpression is observed in liver 

cancer148–150, melanoma127,147,151, lung152,153 and breast154,155 cancer. Inside the nucleus, SETDB1 

repression of tumor suppressor genes encourage cancer formation.  SETDB1 can also methylate 

and activate Protein Kinase B (Akt) which results in cancer cell growth138,156. SETDB1 can 
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methylate cytosolic and nuclear targets during cancer formation due to the presences of both export 

signals (NES) and two nuclear localization signals (NLS)152,157,158. The contribution of SETDB1 

in cancer growth is often done as a helper instead of a direct cause. In the case of lung cancer, 

SETDB1 upregulation helps cancer resistance and recurrence by silencing p53 and activating Akt 

pathways12,152,153. Also in melanoma cancers with BRAF mutations, SETDB1 upregulation is 

associated with high cancer growth. In breast cancers, SETDB1 upregulation is associated with 

upregulation of c-MYC and alternative lengthening of telomeres which both enable cancer 

survival46,52,127,147,151. Small molecules and siRNA targeting SETDB1 have decreased cancer 

survival in above mentioned studies, further validating SETDB1 as a cancer target131,146–148,152,159. 

Outside of a contribution to cancer formation, SETDB1 also has been implicated in 

neuropsychiatric disorders such as Rett syndrome, an autism spectrum disorder which is also 

affected by SUV39H2 mutations160.  

Since its discovery, SETDB1 showed significant roles in various aspects of cellular 

functions, most importantly through the heterochromatin formation ability. Many of these 

functions often overlapped with SUV39H1/H2 and even required coordinated collaboration 

between these SUV39 HMTs. SUV39H1/H2, SETDB1, and HP1 often worked collaboratively, 

achieving different cellular functions together. This thesis work aims to identify the individual 

contributions of SUV39H1/H2 and SETDB1 in HP1α induced heterochromatin formation 

1.4 Chromatin in vivo Assay system and CRISPR mediated gene alteration 

 In order to examine the contributions of SUV39H1/H2 and SETDB1, we used two 

technologies. First, we used chromatin in vivo Assay (CiA) system to examine heterochromatin 

formation in live cells. Second, we used dCas9-Krab repression system to alter individual HMTs 
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expression profiles in order to study individual HMTs’ contributions to heterochromatin formation 

and gene repression.  

1.41 Chromatin in vivo Assay (CiA) system  

The Chromatin in vivo Assay (CiA) system was developed by Dr. Nate Hathaway to 

examine heterochromatin formation in live cells11. To better study epigenetic mechanisms, a CiA-

Oct4 cell line was created in a mouse embryonic stem cell line using the CiA system. Using the 

concept of chemical induced proximity (CIP), we could recruit a part of HP1 complex to a reporter 

locus to examine heterochromatin formation over time. The read out of heterochromatin was based 

on the expression of a nuclear enhanced green fluorescent protein (eGFP) that has been placed in 

one Oct4 locus. By tracking the eGFP expression using flow cytometry, we could detect the 

heterochromatin process and kinetics. This system had been used by others to examine different 

aspects of heterochromatin formation such as Oct4 reactivation, DNA methylation, and 

heterochromatin inhibitor discovery161–163. 

Within the CiA-Oct4 cell line, one allele of Oct4 loci is replaced by an eGFP expression 

cassette as a reporter gene. Oct4 protein is haplosufficient and the removal of Oct4 in one allele 

does not affect normal stem cell function11. Oct4 along with other pluripotency factors, such as 

Sox2 and Nanog, are highly expressed in stem cells to maintain pluripotency and self-

renewal11,161,164–166. The endogenous Oct4 promoter is still intact in front of the eGFP expression 

cassette; under normal embryonic stem cell conditions, the Oct4 promoter would drive the eGFP 

expression. Thus, the readout of eGFP is used as an indicator for healthy stem cell condition and 

euchromatin state. In addition to the endogenous Oct4 promoter, there are two DNA binding sites, 

a Zinc Finger homeodomain (ZFHD) binding site and a GAL4 Upstream Activation Sequence 
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binding site (UAS), placed in front of eGFP expression cassette. Each DNA binding site interacts 

with a set of chimeric proteins to change chromatin states.  

One set of chimeric proteins were based on interaction between FK506, Rapamycin and 

FK506 binding proteins (FKBPs) to recruit the chimeric protein containing the chromoshadow 

domain of HP1α (csHP1α) (Figure 1.2). FK506 (Tacrolimus) and rapamycin were identified from 

Streptomyces tsukubaenis as immunosuppressants167,168. FK506 and rapamycin would bind to 

FK506 binding proteins (FKBPs) to carry out their immunosuppressive effects. FKBPs are 

cytosolic proteins that were involved in various cellular functions and collectively named for their 

binding affinity towards FK506 and Rapamycin169,170. FKBP12 was the first FKBP identified and 

carry out the immunosuppressant activity by inhibiting the target of rapamycin (TOR) 

kinases169,171. Rapamycin does not directly bind to TOR, instead Rapamycin first forms a complex 

with FKBP12, then as a complex binds to the FKBP and rapamycin binding (FRB) domain of 

TOR170. The binding with FRB required the presence of both rapamycin and FKBP, which enabled 

us to control the binding interactions by dosing rapamycin. One of the chimeric proteins combined 

the zinc finger binding protein (ZFBP) with FKBP12, while the other chimeric protein combined 

the chromoshadow domain of HP1α (csHP1α) with FRB. Rapamycin would control the binding 

between the two chimeric proteins through CIP172,173. When we treated the cells with rapamycin, 

csHP1α-FRB chimeric protein would be recruited to ZFHD in front of the eGFP expression 

cassette. The presence of csHP1α would initiate endogenous heterochromatin formation and 

silence the eGFP expression11,161–163,174. The csHP1α-FRB induced heterochromatin contained all 

the characteristics of heterochromatin, the accumulation of H3K9me3, DNA methylation and 

depletion of euchromatin modifications such as H3K4me311,161–163.  
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The other set of chimeric proteins were based on abscisic acid (ABA) induced dimerization 

between pyrabactin resistance 1 like (PYL1) receptor and Protein phosphatase 2C 56 (ABI1) PYL1 

receptor was discovered as a part of START domain protein family175 (Figure 1.2). ABA binding 

to PYL1 induced a conformation change and mediated the binding to ABI1 to inhibits ABI1 

phosphatase activity176. Similarly to the rapamycin system described earlier, ABA could control 

the binding interaction of ABI1 and PYL1 proteins. Based on this, a gene activation system was 

developed opposite of rapamycin induced heterochromatin for the CiA system. A chimeric protein 

combining PYL1 and VP16, transcriptional activator, was created, meanwhile another chimeric 

protein combining GAL4 and ABI1 was also created. With the introduction of ABA, VP16 would 

be recruited to the GAL4 UAS in front of the eGFP expression cassette and upregulate eGFP 

expression11,177. 

The CiA system is a great tool to examine the process of epigenetic changes. This system 

can be updated with different chimeric proteins. Since the initial discovery, various versions based 

on the original CiA system have been developed and used to study heterochromatin formation, for 

example the updated version was used to study the contribution of DNA methylation in epigenetic 

memory, while another used the CiA system to study the process of induced pluripotency stem 

cell (iPSC) generation161,163. For this work we used the CiA system to study the contribution of 

individual H3K9 methyltransferases to heterochromatin formation. 

1.42 dCas9-Krab repression system 

With the discovery of clustered regularly interspaced short palindromic repeats (CRISPR-

Cas9), gene editing has been made simple and accessible178–180. CRISPR-Cas9 technology is based 

on bacteria immune system against bacteriophage infection181–183. The CRISPR-Cas9 is a complex 

of DNA endonuclease (Cas9) and a 20nmer guide RNA (gRNA). The 20nmer gRNA can identify 
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complementary sequence within the genome and recruit Cas9 to make double stranded breaks. 

When utilized in mammalian cell lines, CRISPR-Cas9 enables sequence specific double-strand 

breakage (DSB). When provided with a donor plasmid containing homology arms around the DSB 

site, CRISPR-Cas9 can be used for gene insertion. Without a donor plasmid, the DSB can undergo 

the nonhomologous end joining (NHEJ) process to repair the DSB. The NHEJ process is error 

prone and can result insertion or deletion mutations which is used to generate K/O phenotypes. 

In addition to genetic sequence changes, Cas9 protein binding can also physically impair 

the transcription process and knockdown (KD) protein production184. This protein expression 

modulation can be further improved by combing a deactivated or dead Cas9 (dCas9) with a 

repressive effector protein. The fusion of Krüppel-associated box (KRAB) domain to dCas9 has 

significantly improved the overall KD ability185–188. The dCas9 is a mutant Cas9 protein with 

D10A and H840A mutations in the nuclease domain with a nuclease null and gene binding 

characteristics. The KRAB domain is a commonly used repressor which through the recruitment 

of KRAB-associated protein KAP1(KAP-1) induces gene silencing through heterochromatin 

formation189,190 (Figure 1.3). The dCas9-KRAB repression system is cheaper, simpler and has less 

off-target effects compared to current technologies178,184,191. In addition to gene silencing, dCas9 

fusion proteins can also be used to upregulate gene expression by fusion with gene activators. The 

dCas9-VP64 and dCas9-Suntag both can have demonstrated gene upregulation192,193. Increasing 

gRNA amount can have mixed results, but overall the increased number of gRNA are associated 

with improved effects187,194. 
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1.5 Figures and Tables 

 

Figure 1.1 HP1 and H3K9 HMTs positive feedback loop 

A cartoon representation of the positive feedback between HP1 and H3K9 HMTs.  

A. HP1 with its chromo domain (maroon color) recognizes and binds to a H3K9me3 

modification. B. Once present, HP1 through its chromoshadow domain (pink color) recruits 

H3K9 HMTs to deposit more H3K9me3 modifications. C. The newly deposited H3K9me3 

can start the process again.  

A 

B 

C 
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Figure 1.2 CiA system 

A cartoon representation of CiA-Oct4 cell line with two sets of chimeric proteins for 

chemical induced proximity. With the addition of ABA, VP16 can be recruited upstream 

of the eGFP expression cassette and the addition of Rapamycin can recruit csHP1α to 

the upstream of the eGFP expression cassette.  
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Figure 1.3 dCas9-KRAB repression 

A cartoon representation of dCas9-KRAB fusion protein with gRNA complex 

inhibiting a target gene  
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CHAPTER 2 EXAMINE THE KINETICS OF HP1 DRIVEN HETEROCHROMATIN 

FORMATION 

2.1 Individual contribution  

2.11 Introduction 

Epigenetic traits are defined as inheritable information without changes in genetic 

sequences1. These changes in phenotypes are often due to epigenetic regulation of gene 

expression2–4. Epigenetic regulation of gene expression is achieved by changing the compaction 

of chromatin where euchromatin is correlated with an open chromatin and gene activation, while 

heterochromatin is correlated with compacted chromatin and gene repression. Heterochromatin 

formation is essential for various cellular ranging from centromere formation to cellular 

differeniation5–14. Incorrect heterochromatin formations have also been identified in various 

diseases states9,15. 

Since the discovery of heterochromatin, many components of heterochromatin formation 

have been identified. Histone 3 lysine 9 trimethylation (H3K9me3) and heterochromatin protein 1 

(HP1) are some of the key components in heterochromatin formation16. H3K9me3 are often 

observed in heterochromatin regions and recruits protein containing chromodomains17,18. HP1 

recognizes H3K9me3 through its chromodomain and serves as a scaffold protein to recruit various 

protein containing PXVXL motif19–23. HP1 often recruit H3K9 methyltransferases which can 

create more H3K9me3 to the neighboring nucleosome17,24. The newly deposited H3K9me3 can 

recruit more HP1 which results a powerful positive feedback loop. This positive feedback loop can 

produce a physically more compact and silenced chromatin25.  
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In heterochromatin state, HP1 binds to H3K9me3 on one end and can forms homodimer 

with the neighboring HP1 protein. HP1 mediated nucleosome bridges can further compact 

chromatin. When the concentrations of HP1 protein and chromatin reach high enough density, 

heterochromatin can form phase separate droplet similar to an oil droplet in water26–30. The 

phosphorylation on the N-terminal extension (NTE) of HP1α can increase dimerization between 

HP1α proteins which increases the local concentration of HP1α, and directly contributes to the 

phase separation of chromatin27. With the increasing concentration of HP1α, PXVXL motif 

containing proteins and H3K9me3 nucleosomes binding are favored while the euchromatin 

regulatory machines interactions are limited27,30.  

There are ongoing efforts to study the process of heterochromatin ranging from molecular 

biology to computational biology31–34. With the limitations on technologies, we are limited on our 

ability to visualize heterochromatin formation. Here we combined a biological and simulation 

approach to study the heterochromatin formation kinetics. We were able to envision the 

entanglement of chromatin fiber based on in vivo cellular data.  

2.12 In vivo characterization of Heterochromatin formation 

In this project, I was responsible for the in vivo characterizations of HP1α induced 

heterochromatin formation. We used the chromatin in vivo assay (CiA) system to examine 

heterochromatin in mouse embryonic stem cells. The Cia-Oct4 cell line contained an eGFP 

expression cassette that replaced the Oct4 gene in one allele that was under the control of 

endogenous Oct4 promoter and two DNA binding domains. One of the DNA binding domains 

(DBDs) could be used to recruit a set of chimeric proteins with one containing a chromoshadow 

subunit of HP1α (csHP1α). The presence of csHP1α initiated the endogenous heterochromatin 

formation process and silenced the eGFP locus downstream. One of the chimeric protein contained 
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a FKBP12 fused with Gal4 which can bind to the Gal4 Upstream Activation Sequence (Gal4 UAS) 

within one of the DBDs. The other chimeric protein contained an FRB fused with csHP1α. Based 

on the interactions between FK506 binding proteins (FKBPs) and FKBP and Rapamycin Binding 

(FRB) complex, the treatment of rapamycin could be used to control the binding between the FRB 

and FKBP, and the subsequent chimeric proteins. We used this chemical induce proximity concept 

to recruit csHP1α to the CiA-Oct4 locus to induce heterochromatin formation.   

First, I regenerated the Cia-Oct4 cell lines with lower passaged CiA mouse ESCs to ensure 

the quality of the data. Older generation of mouse ESCs would differentiate on their own and 

silence the eGFP expression due to the decreased Oct4 transcription factors during differentiation 

process. I introduced two plasmids containing the FKBP and FRB chimeric proteins separately 

through lentiviral infections. Plasmid N163 (addgene# 44195) contained the csHP1α component, 

FRB fused with csHP1α while the plasmid N118 (addgene# 44245) contained the DNA binding 

component, FKBP fused with Gal4. Both plasmids had a different antibiotic resistance cassette, 

N163 with puromycin and N118 with blasticidin. Cells were selected with puromycin (1.5 ug/ml) 

and blasticidin (7.5 ug/ml) after lentiviral infection of two chimeric protein plasmids. 

After the establishment of Cia-Oct4 cell line, I performed a five-day reverse treatment 

experiment to track the heterochromatin formation. Cia-Oct4 cells were treated with 3 nM 

rapamycin and after 5 days cells were collected and analyzed using flow cytometry. We tracked 

the repression of eGFP production over 5 days and found that there was a drastic increase in 

repression at the 2-day treatment time. Together with the in vivo data and computer simulation 

data, we published a manuscript in iScience in 2022.  

Williams, M. R., Xiaokang, Y., Hathaway, N. A., & Kireev, D. (2022). A simulation model 

of heterochromatin formation at submolecular detail. Iscience, 25(7), 104590. 
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2.2 A simulation model of heterochromatin formation at submolecular detail1 

2.21 Summary 

Heterochromatin is a physical state of the chromatin fiber that maintains gene repression 

during cell development. Although evidence exists on molecular mechanisms involved in 

heterochromatin formation, a detailed structural mechanism of heterochromatin formation needs a 

better understanding. We made use of a simple Monte Carlo simulation model with explicit 

representation of key molecular events to observe molecular self-organization leading to 

heterochromatin formation. Our simulation data provide a structural interpretation of several 

important traits of the heterochromatinization process. In particular, this study provides a depiction 

of how small amounts of HP1 are able to induce a highly condensed chromatin state through HP1 

dimerization and bridging of sequence-remote nucleosomes. It also elucidates structural roots of a 

yet poorly understood phenomenon of a nondeterministic nature of heterochromatin formation and 

subsequent gene repression. Experimental chromatin in vivo assay provides an unbiased estimate 

of time scale of repressive response to a heterochromatin-triggering event. 

2.22 Introduction 

Heterochromatin gene repression plays a central role in cell development and 

differentiation through intricately timed targeted gene repression 8,35. In particular, 

heterochromatin formed on regulatory regions of transcription factors (TF) Oct4, Sox2, and Klf4 

locks newly differentiated cells in their specialized states. Conversely, in regenerative medicine 

applications de-repression of Oct4 transcription is a key trigger to cell reprogramming into induced 

pluripotent stem cells (iPSC). Because of the importance of heterochromatin for normal 

 
1 This chapter previously appeared as an article in iScience, the citation is as follows: Williams, 

M. R., Xiaokang, Y., Hathaway, N. A. & Kireev, D. “A Simulation Model of Heterochromatin 

Formation at Submolecular Detail”. iScience 25, 104590 (2022). 
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development and cell state maintenance, disruption of this pathway represents a key role in 

multiple human diseases including hard to treat cancers 36–38.  

Multiple facets of heterochromatin gene repression have been revealed. In the late 1930s, 

heterochromatin, which was then seen as densely stained stripes in chromosome bodies, was linked 

to the regulation of gene activity 39. In the early 2000s, heterochromatin was comprehensively 

characterized by molecular biologists as a chromatin region enriched in dimethylation and 

trimethylation of histone H3 at lysine 9 (H3K9me2/3), DNA methylation marks, and the binding 

of heterochromatin protein 1 (HP1) 40. Most recently, several groups have hypothesized that phase-

separated droplets displaying reduced diffusion could play a major role in driving heterochromatin 

assembly28,41 and that HP1 has an intrinsic propensity to form phase-separated droplets42. 

Molecular mechanisms of this liquid-liquid or polymer-polymer phase separation are yet to be 

understood43. On the one hand, formation of ordered and collapsed chromatin globules may be 

driven by HP1-mediated chromatin bridging44–46. On the other, heterochromatin formation and 

related phase separation may arise from the inherent propensity of HP1 to form phase-separated 

condensates27,47. Despite this overwhelming experimental evidence, the structural mechanisms 

underlying the heterochromatin formation process are yet to be fully understood. It was long 

believed that heterochromatin exists, at least partly, in the form of a 30 nm fiber 48, a periodic 

arrangement of nucleosomes. However, recent electron microscopy (EM) studies in live cells did 

not detect significant presence of 30 nm fiber structures 49. Unfortunately, the kilobase-scale 3D 

structure of heterochromatin at molecular resolution is currently in a blind spot of experimental 

structure determination techniques. It is too small for large-scale scale techniques, such as, 

ChromEMT 31, ChIA-PET 32,Hi-C 33 or 3D-FISH 33, but too large, flexible, and heterogeneous for 

atom scale or molecule-scale NMR, cryo-EM, or x-ray crystallography. 
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There is an ongoing effort to computationally and theoretically comprehend molecular 

structure, function, and properties of the chromatin50–55. A number of simulation studies 

demonstrated that high concentrations of multivalent DNA-binding particles, representing generic 

transcription factors or epigenetic effectors, drive chromatin condensation, and phase separation56–

61. Several other studies focused on the "glassiness" of the condensed chromatin fiber62,63. More 

generally, ad hoc particle-based simulations proved successful in modeling various aspects of the 

chromatin structural transformations5,52,53,59,64–67. Worm-like chain is a typical model used to 

represent the chromatin fiber59,60,62,63,68. It enables a straightforward implementation using 

standard algorithms and force fields. Most of the reported models56,59,60,63,69 were tuned to correctly 

reproduce the chromatin behavior at multi-megabase scale. Most models of protein-mediated 

heterochromatin formation represented chromatin-binding proteins implicitly as a nucleosome 

state modifier, turning such modified nucleosomes into multivalent attractors of other modified 

nucleosomes56,59,60,63. To enable chromosome-scale simulations, the fiber is often composed of 

particles embedding multiple nucleosomes 61,63,69 with persistence length longer than nucleosome 

spacing59,70. 

We developed a model to simulate the HP1-mediated chromatin compaction to a greater 

detail than previous models to incorporate previously unaccounted factors affecting the dynamics 

of the process. To more accurately reflect the entropic burden of the HP1-mediated compaction, 

the model explicitly represents molecular and submolecular entities involved in the process. For 

instance, HP1 is represented by chromo-domains and chromo-shadow-domains of HP1 separated 

by a disordered linker or disordered histone tails. The model parameters were derived from 

experimental data for protein-protein binding and particle diffusion in the cellular environment, 

enabling higher spatial and temporal resolution. Although our model displays a comparable to 
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previously reported models’ degree of coarse-graining 56,59,60,63,69, we introduced four independent 

reversible events – binding of two nucleosomes by HP1 chromodomains, a close encounter of 

HP1-bound nucleosomes, and a CSD-mediated dimerization of the nucleosome-bound HP1 

proteins – to better reflect the entropic cost of the fiber condensation. Furthermore, compared to 

previous work, our fiber model allows a higher degree of compaction consistent with the evidence 

of kilobase-scale heterochromatinization on gene promoter regions22 and compact nucleosome 

clusters visible in single-cell ChromEMT images31. On the whole, this simple model provides a 

surprisingly complete interpretation of what we know about heterochromatin. 

The new model was applied to better understand the structural mechanism of 

heterochromatin formation on short regulatory regions, such as an approximately 10kb-long Oct4 

promoter. In particular, we investigated whether it would allow a bridge-mediated mechanism of 

fiber condensation. It is still an open question whether the formation of compact heterochromatin 

domains is driven by a liquid-liquid phase separation (LLPS) because of an intrinsic propensity of 

HP1 to form separated droplets or by HP1-mediated bridging of sequence-remote 

nucleosomes27,30,44,46 (Erdel and Rippe, 2018). Since previous computational efforts have already 

explored the LLPS-driven compaction hypothesis59, in this study we focus on the possibility of 

bridging mechanism in a system with parameters derived from experimental data on interaction 

and diffusion of HP1 and H3K9me3-marked nucleosomes. The bridging hypothesis was recently 

supported by experimental data suggesting that heterochromatin can adopt compact states without 

showing hallmarks of HP1- driven LLPS71. Another question we examined here is a 

nondeterministic response of a 10kb region to conditions inducing heterochromatin formation, 

which is recruitment of HP1 and histone methyl- transferases to the locus of interest. As we show 

in the experimental section using the Chromatin in vivo Assay (CiA), the repressive response to a 
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triggering event may take hours to days. Owing to the limitations of single cell experimental 

detection of chromatin fibers, the structural roots of such a nondeterministic response were unclear. 

Here, our computational simulations provide insights into both the aforementioned questions. 

2.221 Model 

The simulated system consists of a pre-methylated chromatin fiber and multiple copies of 

HP1 protein at a putative cellular concentration level. Nucleosomes, the constitutive units of 

chromatin, and HP1 proteins are composed of particles and feature submolecular details essential 

for heterochromatin formation, as described in the following lines. Particles may represent objects 

as large as protein complexes and as small as individual residues. The submolecular features enable 

the system to have targeted pairwise interactions. Separation in this manner creates the ability to 

mimic specific multivalent interactions of multi-domain proteins and multi-protein epigenetic 

proteins. Particles may be tethered to one another to form a body or a chain of particles. A body is 

a set of particles in which particles do not move relative to each other. A chain is a set of particles 

in which each particle is constrained to be within a defined distance range from its chain neighbors. 

Each particle is characterized by its mass (a readily accessible and experimentally measurable 

property) (see Table 2.1 for the particles’ masses and radii). We assume that the particle/body 

volume and radius can be calculated from its mass through a collective estimate of the protein 

density72. The model was simulated by a Monte Carlo method where the displacement of a particle 

on each Cartesian coordinate was drawn from a respective zero-centered Gaussian distribution 

Gs(Δx), Gs(Δy) or Gs(Δz) with a variance s derived from Equations 1, 2, and 3. From Fick’s 2nd 

law, the root mean square displacement of a freely diffusing Brownian particle of type A can be 

represented as 

𝑠𝐴 = √2𝐷𝐴𝛥𝑡      (Equation 1) 
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where, Δt is the time step and DA is the diffusion coefficient, which, according to Stokes-Einstein 

relationship, can be written as 

𝐷𝐴 =
𝑘𝐵𝑇

6𝜋ƞ𝑟𝐴
     (Equation 2) 

where kB is the Boltzmann constant, T is temperature, ƞ is viscosity, and rA is the radius of the 

particle of type A, which, for a spherical particle, can be written as 

 𝑟𝐴 = √
3𝑚𝐴

4𝜋𝑑𝐴

3
     (Equation 3) 

where mA is mass and dA is density. Density was assumed to be the average protein density 

estimated as 1.35 g/cm372. The viscosity of the cell lysate was previously estimated to ~3 cP73,74. 

The generated new position of a particle must satisfy acceptance criteria intended to 

prevent the violation of distance constraints (see below) that tether members of a chain to each 

other. Whenever the new position causes a deviation from a canonical distance range, the 

displacement vector is damped exponentially as exp(-kΔd), where k is a spring-like constant for a 

given tether and Δd is the magnitude of the distance past the allowed tether length range. The 

tether-specific constants k were chosen to keep average tether lengths within the allowed range 

(see Table 2.2 for a full set of tether parameters) and avoid frequent over- stretching (as can be 

seen from the sampled tether lengths distributions in Figure 2.S5A) 

The time step in Equation 1 was set to 1 µs to maximize the sampling rate while keeping 

the particle displacements within the system’s resolution, which is by avoiding overstretching the 

particle-to-particle tethers. The dependence of the displacement magnitude on time step enables, 

in theory, assessment of a time scale for the events occurring in our simulations. We realize though, 

especially in the light of recent research on phase separation47,75, that the diffusion rates in a 
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cellular compartment of interest may differ from bulk measurements76,77 used to parameterize the 

diffusion in our simulations. Hence, the time intervals given throughout this report should be 

considered as reference values to compare the course of events between simulation runs (though 

orders of magnitude are consistent with the experimental time course visualized with CiA results). 

The time step of 1µs was validated by calculating diffusion parameters of the system’s molecules 

from the simulation data using Equations 1–3. For instance, a posterior estimate of the time step 

based on the mean square displacement of nucleosome particles (nucleosome-related experimental 

data were not used to parameterize the particles’ displacement), we found that the effective time 

step is 0.941 µs. Moreover, the HP1 diffusion coefficient is 0.550 µm2/s, which is in line with 0.6–

0.7 µM2/s determined by Schmiedeberg et al78 and close to 1.4 µm2/s by Muller et al79. 

2.222 chromatin fiber 

The chromatin fiber was simulated as a chain of 51 nucleosomes. A nucleosome was 

represented as a body composed of three particles. Two of these particles are histone H3 core 

domains and the third represents the remaining portion of the nucleosome core (see next section 

for the description of H3 and its interactions and Tables 2.1, 2.2, and 2.3 for the particles’ 

parameters). Nucleosomes were allowed to freely move within a distance range between 13 and 

17 nanometers (nm) from their adjacent neighbors with an exponential damping beyond these 

limits. The damping multiplier, applied to the distance Dd by which the allowed distance range 

would be violated in case of an undamped displacement was equal to exp(-kΔd) with k = 0.5 for 

nucleosome-nucleosome tethers. The distance constraints above were informed by a large body 

of experimental evidence on nucleosome spacing. Linker DNA varies broadly in length 

depending on species or cell types and can be as short as 20 base pairs (bp) (6 nm) and as long as 

90 bp (27 nm)80,81. However, in most human cells, the linker lengths are closely distributed 



49 

 

around an average of ~55 bp (~15 nm)82–84. Linker lengths may evolve in time because of 

nucleosome sliding, either spontaneous or mediated by ATP-dependent chromatin remodeling 

complexes85–88. Furthermore, at a constant linker length, distances between adjacent 

nucleosomes may vary because of a number of factors including bending, twisting, and other 

double-strand DNA fluctuations89, as well as possible kinks that putatively occur on the interface 

of DNA-protein interaction90,91. Over- all, the fiber configurations sampled by this Monte Carlo 

simulation model are consistent with the most recent experimental evidence suggesting a high 

degree of disorder of the chromatin fiber in live cells92–95, as well as with available EM im- ages 

of 10-nm chromatin fiber somewhat reminiscent of a freely jointed chain92,96,97. We verified that 

the nucleosome-to-nucleosome tether parameters are consistent with the time step of 1 µs in 

Equations 1 and that overstretched or over compressed tethers constitute only a minor 

population. In particular, the probability density function (PDF) for nucleosome-to-nucleosome 

distances (Figure 2.S5A) shows that over 90% of nucleosome particle displacements resulted in 

distances within the range of 13–17 nm with a median value of 15.4 nm. We also verified that 

our fiber model displays standard characteristics of a self-avoiding walk. First, the mean radius 

of gyration (Rg) over all trajectories of the non-methylated fiber (43.2 nm) exactly matches the 

mean Rg calculated from the formula < Rg >=(N*b2)1/2/6 = 43.3 nm, where N =50 and b = 15 nm. 

Second, to test the dynamic properties of the fiber, we compared relaxation times (ƬR) for the 

slowest mode calculated either directly from the simulation autocorrelation function or from the 

Rouse model, both ways resulting in comparable hundred-millisecond-scale relaxation times 

(i.e., ƬR equal to respectively 0.240 and 0.265 s; see details in supplemental information). 

An important example of a kilobase-scale heterochromatin represented by our model is 

the Oct4 promoter region, which, along with a group of similarly behaving regulatory elements, 
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is subject to a so-called self- bounded H3K9 methylation22. In particular, it features a nucleation 

site from which methylation spreads toward the boundaries where it decays because of a 

competition of opposing histone methyltransferase and demethylase activities. In such regions, 

the H3K9me3 PDF has a bell-like shape and is centered on the nucleation site22. The H3K9 

methylation process can stochastically occur rapidly but may take up to 5–6 days to reach an 

equilibrium H3K9me3 PDF22. Hence, to model the Oct4 promoter in the course of the 

methylation spread, three ensembles of methylated fiber in random 3D conformations were 

generated using a gaussian PDF centered on the central nucleosome: 1) an ensemble of 25 non-

methylated fibers (corresponding to day zero of the H3K9me3 spread), 2) an ensemble of 25 

approximately half-methylated fibers (corresponding to an average day-2 H3K9me3 PDF), and 

3) an ensemble of 25 almost fully methylated fiber (corresponding to an average day-5 

H3K9me3 PDF) (Figure 2.21A)22. Here and in the following sections, we use the terms 

"methylation" and "H3K9me3" interchangeably, although a methylated fiber may also feature 

populations of mono- and di-methylation marks to which HP1 chromodomain is able to bind98. 

Hence, in our model, only one collective methylation state is used; for the sake of convenience, 

we label it as H3K9me3. 

2.223 protein and protein-protein interactions 

Two types of proteins – HP1 and histone H3 – are explicitly represented in the model 

(see Tables 2.1, 2.2, and 2.3 for the protein particles’ parameters). There are 102 copies of HP1, 

each modeled as a chain of two particles – chromodomain (CD) and chromo-shadow domain 

(CSD). This number of copies in a 400 nm box corresponds to a concentration of 2.65 µM, 

which is within the experimentally determined range of 1–10 µM 79,99,100. The CD and CSD 

particles of HP1 were allowed to freely move within a distance range between RCD+RCSD and 
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Dstd, where RCD and RCSD (equal to 1 nm each) are radii of CD and CSD domains, respectively, 

and Dstd (equal to 4 nm) is the standard distance maintained by a disordered linker connecting 

CD and CSD with an exponential damping beyond Dstd. The damping multiplier k in exp(-kΔd) 

was set to 0.3. We made sure that the time step of 1 ms would not result in a systematic 

overstretching of the CD-CSD tether. PDF for CD-CSD distances over the ensemble of 

simulations (Figure S5B) is typical of a random polymer (as is the case for the actual CD-CSD 

linker). Histone H3 is modeled as a two-particle chain consisting of an H3 core (a part of the 

nucleosome body) and an H3K9 residue (that can be in either a non-methylated or a methylated 

state). The H3 core and H3K9 are maintained within a distance range of 1–4 nm with 

exponential damping outside that region exp(-kΔd), where k= 0.3. 

The protein-protein interactions in the simulated system include HP1 CSD 

homodimerization and binding of HP1 CD to H3K9me3. The association (pa) and dissociation 

(pd) probabilities were used to parameterize stochastic processes ‘‘carried’’ by interacting 

particles (see Tables 2.1, 2.2, and 2.3 for a full list of interaction parameters). Association of two 

particles into a body occurs when (i) one associable particle (e.g., HP1 CSD) finds itself in the 

same 10 nm cubic cell with another and (ii) stochastic process on one of the respective particles 

produces a value smaller than pa. After a new body is formed, in each time step, it may split into 

the two constituent particles if the stochastic process on one of them produces a value smaller 

than pd. Here, the pd parameters were determined as inverse residence times of HP1 on 

heterochromatin and HP1-dimer lifetimes that were experimentally determined to be on the order 

of minutes79,99–101. The pa values were estimated as pa = pd [F]kon/koff, where [F] is the 

concentration of free binding partner in the 10 nm reaction cube (~1500µM) and kon/koff is the 

ratio of experimentally determined association and dissociation rates (e.g., in one study102 kon and 



52 

 

koff for HP1a on heterochromatin were measured as 0.41 and 0.15, respectively). Eventually, 

given significant experimental error associated with these measurements, pa and pd values for 

both merge reactions were rounded to 10-5 and 10-8, respectively. To test the choice of the pa and 

pd values, we ran a series of simulations with only HP1 proteins STAR Methods and measured 

the equilibrium binding constant as KD =[HP1d]/[HP1m/2]2, where [HP1d] is concentration of 

HP1 dimers and [HP1m] is concentration of free HP1 monomers. KD values of 5.93 ± 2.08 µM 

were obtained, i.e., close to the respective experimental values of 1–5 µM29,100,103  

2.23 Results 

HP1 induces highly condensed chromatin fiber state 

We first sought to investigate how HP1 binding can influence chromatin fiber structure. 

Because the fiber composition is uniform, it putatively behaves as an ideal polymer chain. Hence, 

radius of gyration (Rg) (Figure 2.21B), a standard polymer metric, was used to monitor the fiber 

behavior. We also deemed plausible that CSD dimerization and HP1-H3K9me3 interaction may 

produce four distinct species of molecular complexes (Figure 2.21C): HP1 dimers (the number of 

such complexes will be referred to as NHP1-HP1), HP1 monomers bound to H3K9me3 (NHP1-nuc), 

HP1 dimers bound to H3K9me3 (NHP1-HP1-nuc), and HP1 dimers bridging two nucleosomes (Nbr). 

Therefore, metrics reflecting the numbers of HP1 proteins involved in all of the aforementioned 

complexes were analyzed to approximate medium and long-range chromatin fiber interactions. Of 

note, although Rg was monitored in all three ensembles of simulation runs (for unmethylated, 

partially methylated and fully methylated fiber), HP1-chromatin complexes cannot be formed by 

design in simulations with unmethylated fiber. Figure 2.21D shows an Rg time chart for one of the 

25 simulations with fully methylated fiber displaying, where the fiber displays a steady 

condensation toward a compact state with Rg between 16 and 21 nm. In this particular example, 
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HP1 molecules start bridging adjacent nucleosomes after ~30 s with the first bridge between 

sequence-remote nucleosomes formed shortly after 120 s. This first sequence-remote bridge brings 

all nucleosomes on the fiber closer together and hence facilitates encounters in 3D space for all 

other sequence-remote nucleosomes, thus further increasing the odds of forming more HP1-

mediated bridges. As bridging progresses, we observe a clear trend on decreasing Rg. In the 

beginning of the simulation (Figure 2.21D), Rg shows a moving average of ~45 nm, with individual 

Rg varying between 23 to 85 nm. These Rg values reflect with a high precision the behavior of an 

ideal polymer (a theoretically predicted mean Rg value is 44 nm104). At its minimum, by the end 

of the simulation, the Rg moving average decreases to ~18 nm corresponding to an approximately 

15-fold decrease in nucleosome density (varying as the cube of Rg). At this point, sixteen HP1-

mediated nucleosome-nucleosome bridges are formed with an average loop size varying between 

17 to 19. In addition, Figure 2.21 shows sampled conformations of the fiber along the trajectory. 

In conformations that do not feature loops longer than 15–20 nucleosomes and having Rg over 40 

nm, every single nucleosome is clearly accessible to interactions with any external entity such as 

transcription machinery. In contrast, fiber conformations displaying ten or more bridges, such as 

those in Figure 2.21E, do have significant numbers of sterically occluded nucleosomes. 

We also monitored the collective trends in molecular interactions leading to the fiber 

condensation. As can be seen in the time chart reflecting quantities of molecular complexes formed 

in the system with fully methylated fiber, HP1-mediated nucleosome-nucleosome bridges are 

largely the dominant type of molecular complexes. An average of 15 HP1-mediated bridges by the 

end of a typical trajectory; however, at the same time, up to 5 single HP1 molecules are bound to 

H3K9me3 and up to 3 HP1 free dimers are formed. On the whole, up to 35 HP1 molecules (or 34% 

of HP1 available in the simulation box) are immobilized on heterochromatin (see the Discussion 
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section for interpretation of these results in the context of putative mechanisms of heterochromatin 

formation). 

HP1-induced chromatin condensation obstructs the conformational mobility of the fiber  

Next, we studied how HP1-mediated nucleosome bridging affects the fiber’s 

conformational mobility. In particular, we examined how stable are the fiber conformations 

produced throughout the simulations in different fiber states (condensed or uncondensed). To this 

end, we calculated autocorrelation functions (AF) for simulations of the fully methylated, partially 

methylated, and unmethylated fiber. Pearson’s correlation coefficient (ra) values were calculated 

for sets of the end-to-end distances Re representing each trajectory (one snapshot out of 100,000 

was exported to this end) shifted by lag times multiple of 0.01 s up to 100 s. The ra values obtained 

were then averaged over the respective simulation ensembles. As can be seen in Figure 2.22A, the 

unmethylated fiber collectively behaves as an ideal chain showing zero autocorrelation after a lag 

time of approximately 2.5 s. The AF of the partially methylated fiber also falls sharply (within 

~2.5 s) to ~0.09 correlation that suggests no significant relationships between the lagged 

trajectories. However, further decay to zero correlations takes ~100 s (Figure 2.22A). This residual 

correlation must be because of a small number of HP1 bridges between the methylated 

nucleosomes adjacent to the center. Finally, the AF of the fully methylated fiber falls (within ~2.5 

s) to ~0.25 correlation (i.e., significantly higher than for the partially methylated fiber), suggesting 

a stronger relationship even between largely lagged trajectories; it does not decay to zero within 

the lag time of 100 s. Two AFs for individual end-to-end trajectories show even higher levels of 

lasting correlations (Figure 2.22A). The latter result suggests that multiple lasting HP1 bridges 

between sequence-remoted nucleosomes result in a slower-evolving disordered state of the fiber 

also observed in previous studies 62,63. A compelling way to see how conformational mobility of 
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the fiber evolves throughout the simulation is through averaging distance maps over an extended 

period of time (0.1 s), so that only long-lasting inter-nucleosome contacts would appear on the 

map. For instance, the averaged distance matrix after approximately 85 s of simulation (Figure 

2.22C) shows no persistent contacts between sequence-remote nucleosomes even though specific 

instantaneous conformations (Figure 2.22D) feature such contacts. As the fiber condenses, first 

off-diagonal elements appear in the averaged distance matrix (e.g., Figure 2.22E). Later, for more 

condensed fiber states, averaged distance matrices (e.g., Figure 2.22F) show a complex pattern of 

multiple sequence-remote inter-nucleosome contacts very similar to those seen for specific 

instantaneous conformations (e.g., Figure 2.22G). The distance matrices in Figures 2.22C–2.22G 

are reminiscent of contact maps resulting from Hi-C experiments. However, a typical bin size on 

a Hi-C map (>10 kpb) exceeds the size of our whole system (which is two orders of magnitude 

smaller than an average topologically associated domain (TAD)). Although there are similarities 

between the TAD and local heterochromatin formation processes (both are forms of polymer self-

organization) there are also significant differences because of differing protein-mediated 

mechanisms involved. 

Nondeterministic character of the fiber condensation 

Relatively few simulations of the fully methylated fiber (e.g., those exemplified in Figures 

2.21D and 2.23A) featured a steady sliding into the condensed state. Overall, a great variety of 

temporal Rg patterns was observed over the full ensemble of trajectories, most of which display 

three distinct chromatin states. First, the ideal-polymer behavior – with Rg mostly ranging between 

40 – 45 nm but sometimes descending slightly below 35 nm – was observed in the beginning of 

every simulation of the methylated fiber (Figures 2.3, S2.1, and S2.2) and all along the trajectories 

of the non-methylated fiber (Figure S2.3). The ideal-polymer behavior was also seen along four 
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entire trajectories of half-methylated fiber (Figures S2K and S2P). Besides obvious cases of non-

methylated or non-HP1-bound fiber, ideal-polymer behavior can also be seen in HP1- bound fiber 

featuring short HP1-mediated loops. Such HP1-coated fiber has no or very few vacant non-

dimerized chromatin-bound HP1 molecules available to bridge sequence-remote nucleosomes. 

Another clearly identifiable chromatin state corresponds to a highly condensed fiber with multiple 

(up to 20) HP1 bridges between sequence-remote nucleosomes and is characterized by low 𝑅𝑔
𝑚𝑎𝑣𝑔

 

values (e.g., Figures 2.23A, 2.23C, 2.23D, 2.S1B, 2.S1C, 2.S1F, 2.S1H, 2.S1L, 2.S1P, 2.S1Q, and 

2.S1X). This condensed state – that is, randomly folded, dense fiber (e.g., Figure 2.21E) showing 

slow conformational diffusion – is likely to cause gene repression, because most of its nucleosomes 

are inaccessible by transcription factors. In most simulations, condensation of the highly 

methylated fiber was apparently irreversible (Figure 2.23), although there are cases of a reverse 

transition from a relatively long lived condensed state back to the ideal polymer state (Figures 

2.23D, 2.S1H, 2.S1P, and 2.S1S). The third observed fiber state corresponds to a transition from 

the ideal polymer to a highly condensed one. This state is characterized by fewer (less than ten) 

HP1 bridges between sequence-remote nucleosomes, 𝑅𝑔
𝑚𝑎𝑣𝑔

 between 25 and 35nm and Rg 

standard error of ~10 nm. It might be lasting, up to 500 s (e.g., Figure 2.23A) or shorter than 100 

s (e.g., Figures 2.23C and 2.23D), probably depending on the fiber configuration at the moment 

when first HP1 bridges between sequence-remote nucleosomes are formed. In addition, as can be 

seen in Figure 2.23B, the transition state can be easily reverted to that of an ideal polymer. 

The observed variability in temporal patterns of the methylated fiber behavior might be 

one of the factors helping to rationalize an intriguing and yet ununderstood aspect of the 

H3K9me3/HP1 induced heterochromatin –a broad cell-to-cell variability in lag times preceding 
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heterochromatin-induced gene silencing after triggering the heterochromatin formation 

process22,105. 

Another outcome of this study is that the fiber condensation is clearly H3K9me-dependent. 

First, as expected, none of the simulations of the non-methylated fiber shows any signs of 

condensation. Second, the highly condensed state (with 𝑅𝑔
𝑚𝑎𝑣𝑔

  < 22) was observed only in 

simulations of the fully methylated fiber (in 19 out of 25 simulations for longer than 120 s). Third, 

half-methylated fiber, in every simulation, was switching back and forth between a semi-

condensed and a random-polymer state. A clear role of the methylation level can be seen in 

ensemble-averaged time charts in Figures 2.23E and 2.23F. In particular, the fully methylated fiber 

continues to condense to 𝑅𝑔
𝑚𝑎𝑣𝑔

 = 25 nm, whereas the half-methylated fiber plateaus at 34 nm after 

~300 s of simulation (Figure 2.23E). Similarly, the ensemble-averaged number of HP1 bridges 

steadily grows to ~16 during the whole simulation time in simulations of the fully methylated fiber, 

whereas it varied between 6 and 10 for the half-methylated fiber (Figure 2.23F). The stability of 

the fiber condensation is likely because of its 3D conformation and the topology of the HP1 

bridging. When the fiber is highly entangled, a few bridges between sequence-remote nucleosomes 

would ‘‘freeze’’ it in a stable densely packed state, so that dissociation of a single HP1 bridge 

would not destabilize the structure until a new bridge is formed. Thus, the described results suggest 

that a near-full methylation of the fiber is a prerequisite for its condensation. 

Experimental repression of Oct4 by HP1 

To validate how closely computational simulation resembled the properties of 

heterochromatin formation in cells, we also used the chemical induced proximity (CIP)-based 

Chromatin in vivo Assay (CiA) to visualize the kinetics of heterochromatin formation (Figure 
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2.24A)22. The CiA system uses rapamycin to reversibly tether HP1a to an engineered Oct4 locus, 

which contains a Gal4 DNA binding array followed by an eGFP reporter replacing one allele of 

Oct4. Once the HP1a is docked, a flurry of activity transforms this allele in a start of euchromatin 

chromatin to a heterochromatin structure with all the properties of physiologic heterochromatin. 

Following initial chemical tethering of HP1α neighboring histones adjacent to the recruitment site, 

the CiA:Oct4 promoters have been demonstrated to lose active chromatin posttranslational 

modification (PTM, e.g., H3K4me3 and H3ac) while gaining signature heterochromatin marks 

like H3K9me3 22. Here we evaluate the eGFP signal over an intricate time course to help validate 

the computational model, especially the timescale at which chromatin becomes repressed 

heterochromatin in individual cells. We measure this by both fluorescence microscopy and flow 

cytometry; thus, we can assess the heterochromatin formation process with single cell resolution 

reporting the number of GFP (-) cells over time. 

We treated the CiA cells with CIP-rapamycin over a time course of 5 days, measuring GFP 

signal at fixed intervals. During the first 12h of rapamycin treatment, cells remained mostly in a 

euchromatin state with high levels of GFP expression (Figure 2.24C). Cells with repressed Oct4 

appear on day 1 after the rapamycin treatment, and the GFP signal in cells was reduced (Figure 

2.24B, C). This trend of GFP repression continues as CIP-HP1 recruitment continued to day 5 

(Figure 2.24C). The reporter measurement demonstrated a dramatic reduction between 36 h and 2 

days, which represented a reflection point where the bulk cell population shifted to lower GFP 

signal (Figures 2.24C and 2.24D). By day 3, the majority of the cells reached the GFP silenced 

state and as the rapamycin treatment continues the silenced states are more uniform (Figures 

2.24Cand 2.24D and Figure 2.S4A). During each of the rapamycin treatment times, cell colonies 
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behaved similarly, with the exception of a few colonies that remained GFP positive even after 5 

days of CIP-HP1 treatment (Figure 2.24B). 

2.24 DISCUSSION 

Although there are decades worth of experimental data regarding the molecular markers of 

heterochromatin, computational effort to gain structural insight into heterochromatinization 

process is relatively recent56–63. Ideally, a computational model of heterochromatin is expected to 

rationalize its known traits35 including (i) a structural mechanism by which heterochromatinization 

of regulatory regions may repress gene activity, (ii) stochastic nature of gene repression 105,106, (iii) 

the respective timescale22, (iv) condensed state of heterochromatin and phase separation 27,47 , and 

(v) roles for all molecular players in the process. Here, molecular simulations of the chromatin 

fiber reveal structural transformations undergone by the fiber upon H3K9 methylation and HP1-

mediated bridging in short, kilobase-scale chromatin regions. Although our model is too simple to 

account for all the aforementioned criteria and provide an accurate timescale, it does offer a 

structural rationale for several key features of the heterochromatinization process. In particular, 

multiple HP1-CSD-mediated bridges between sequence-remote nucleosomes induce the fiber 

entanglement into stable highly condensed structures. In those "frozen" random structures, a 

significant proportion of nucleosomes are fully buried inside the fiber clew, likely becoming 

inaccessible by the transcription machinery. Currently available experimental evidence suggested 

two possible mechanisms of HP1-driven heterochromatinization and phase separation – (i) through 

intrinsic propensity of HP1 to form phase-separated droplets 26,29,75 and (ii) HP1-mediated bridging. 

A recent study by Erdel et al 71 brought compelling data in favor of the latter hypothesis. In 

particular, the study71 has shown that the HP1 concentration in heterochromatin (of ~3 µM100) is 

well below the half-saturation concentration for in vitro droplet formation of ~40–45 µM. 
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Moreover, an experimental study by 107 suggests that heterochromatin propagates in sudden bursts 

at different time intervals with HP1 H3K9me reader responsible for this bursting behavior. In 

agreement with this recent evidence, our simulations demonstrate that a stable highly condensed 

chromatin state for kilobase-size chromatin regions can be achieved even at a typical cellular HP1 

concentration of 2.65 µM, after broadly varying lag times. 

There is another notable aspect of the heterochromatin formation process that might be, at 

least partially, explained by our model. As can be seen in Figure 2.24C, cells with repressed Oct4 

start appearing on day 1 after HP1 tethering to the Oct4 promoter region is triggered in CiA cells. 

The share of the repressed (i.e., GFP (-)) cells rapidly grows until day 5 when it approaches a 

plateau, although a small fraction of GFP (+) cells persists even on day 5. In addition, it has 

previously been shown that the H3K9 methylation density of the Oct4 promoter region increases 

with time between days 0 and 5 of the heterochromatinization process22. Accordingly, in 

simulations, we show that because of a high entropic penalty, HP1-mediated bridging of sequence-

remote nucleosomes is an extremely rare event occurring on a minute scale. A state where several 

long-range HP1 bridges coexist may take multiple minutes to occur, depending on the initial fiber 

conformation. Even longer time may be required to achieve a stable condensed state in which 

every bridge is redundant, hence allowing a conformation to survive breaking of one or more 

bridges. It is remarkable that such a simple model that neglects important aspects of the systems 

energetics, such as explicit crowding or nonspecific protein-protein and protein-DNA interactions, 

was still able to provide a comprehensive spatial and temporal view of the heterochromatin 

formation process. This suggests that the process is largely determined by entropic costs of 

adopting system’s configurations favorable for formation of quaternary H3-HP1 complexes. 

Therefore, a Monte Carlo simulation model combining an accurate parameterization of protein-
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protein binding free-energies (from experimental data) with realistic configurational sampling 

provides a comprehensive structural interpretation for the currently accumulated evidence on 

heterochromatin. 

To sum up, this study proposes a structural depiction of HP1-mediated heterochromatin 

formation on short regulatory regions that provides a sound interpretation of several open questions 

regarding the mechanisms of heterochromatin formation. The HP-mediated heterochromatin is a 

major "barrier to cell fate changes"108 and a better understanding of its physical roots may have 

significant implications for basic and applied chromatin research. 

2.25 Limitations of the study  

It is of note that in our designed system with pre-methylated nucleosomes the chromatin 

condensation is a minute-scale process. In live cells, there are two other important processes that 

would further slowdown heterochromatin formation. First, a permanent competition of 

methyltransferases and demethylases permanently redesigns the methylation pattern109. Hence, 

broken HP1 bridges cannot always be readily reformed when one of the bridged nucleosomes gets 

demethylated. Second, although the diffusion of single particles in our simulations already 

implicitly accounts for molecular crowding, the presence of adjacent and sequence-remote 

chromatin fiber remains unaccounted for. Although difficult to quantify, both presence of 

writer/eraser enzymes and fiber crowding would likely be able to further slowdown the fiber 

dynamics to the experimentally observed day-scale times. Furthermore, one interesting hypothesis 

can be inferred by combining our computational and experimental results. According to 

experimental data (Figures 2.24B–2.24D), there is a significant surge in the number of cells with 

the repressed target gene on day 2 of the experiment, whereas virtually no reduction in GFP signals 

occurred during day 1. At the same time, our computational simulations showed that the chromatin 
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fiber has to be fully methylated to adopt a highly condensed state putatively associated with a 

repressed downstream gene. Therefore, it might be deduced that a minimum time required for the 

full promoter methylation is about a day.  
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2.26 Figures and Tables 

 

Figure 2.21. HP1-mediated chromatin fiber condensation  

(A) Methylation patterns used in MB simulations corresponding to days 0, 2 and 5 of 

the heterochromatinization process; shades of gray reflect the probability for a 

nucleosome at this position to have an H3K9me3 mark; (B)(C) Metrics used monitor 

the physical state of the chromatin fiber: radius of gyration (𝑅𝑔) and its moving 

average (𝑅𝑔
𝑚𝑎𝑣𝑔

) (B), number of nucleosome-to-nucleosome HP1 bridges (Nbr) and 

number of nucleosomes in the loop created by a bridge (Lloop)(C); (D) Time charts for 

Rg, Nbr and Lloop for a sample trajectory of a nearly fully methylated chromatin fiber; 

Structures shown exemplify typical conformations of the chromatin fiber at different 

stages of the condensation process; See Figure 2.S1 for the remaining 74-time charts at 

3 different methylation level. (E) Magnified examples of fiber conformations (gray 

tube) in a transition and fully condensed states; H3 histone tails are shown as blue 

sticks and HP1 chromo and chromo-shadow domains, as red spheres. 
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Figure 2.22 Conformational mobility of the fully methylated chromatin fiber 

undergoing the HP1-induced condensation 

(A) Autocorrelation functions (AF) for the end-to-end distances in simulations of the 

fully methylated, partially methylated, and unmethylated fiber with lag times ranging 

from 1 to 100 s (2.5 s in the insert chart); Three curves, rendered in thicker lines, 

represent the AFs averaged over the ensemble of 25 runs for the fiber of the same 

methylation level; Two more curves, rendered in thinner lines, represent the AFs for 

single runs showing the highest level of lasting autocorrelation. (B) Time chart for Rg 

in a simulation featuring a broad range of compaction states. (C–G) Examples of 

nucleosome-nucleosome distance matrices at times t indicated by dotted lines;  

(B)(E)(F) distance matrices with elements averaged over 0.1 second; (D)(G) 

instantaneous distance matrices; the dimensionality of the matrix (51x51) corresponds 

to the number of nucleosomes in the fiber, where each off-diagonal element is the 

distance between the i-th and j-th nucleosomes. See also Figures 2.S1, 2.S2, and 2.S3. 
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Figure 2.23 Stochastic character of the fiber condensation  

(A–D) Time charts 𝑅𝑔 and 𝑅𝑔
𝑚𝑎𝑣𝑔

 for sample trajectories of a fully methylated 

chromatin fiber; The trajectories exemplify varying patterns of behavior observed for 

the fully methylated fiber: early progressive condensation with a high density state 

reached after ~450 s of simulation. (A), no full condensation throughout the 

simulation time (B), late rapid condensation after ~700 s (C), and intermittent 

condensation in the intervals 120–180 s, 320–380 s, and 540– 650 s  (D). (E) 

Ensemble average charts for a 𝑅𝑔 and 𝑅𝑔
𝑚𝑎𝑣𝑔

 in simulations of the non-methylated, 

half-methylated, and fully methylated fiber (25 simulations/each). (F) Ensemble 

average charts for a Nbr in simulations of the half-methylated and fully methylated 

fiber (25 simulations/each); no bridges were formed in simulations of non-methylated 

fiber. See also Figures 2.S1, 2.S2, and 2.S3. 
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Figure 2.24. Time course of experimental generation of heterochromatin by 

chemically tethering HP1 to CiA:Oct4 allele  

(A) CIP-Rapamycin mediated tethering of HP1a to CiA:Oct4 promoter stimulated 

heterochromatin gene repression. (B) Representative images of mESC during HP1 

stimulated repression. (C) Average GFP levels over time following HP1 

recruitment*. (D) Number of GFP (-) cells*. See also Figure 2.S4.  

*Error bars reflect standard deviations calculated from triplicate sample analyses 
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Figure 2.S1. Key time charts from simulations #1-6 of the fully methylated fiber, 

Related to Figures 1-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the number of 

HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of bridge-induced 

fiber loops (Lloop) for the 25 simulations of the fully methylated chromatin fiber; the 

moving average was calculated over 1,000 simulation frames; Lloop is expressed as the 

number of nucleosomes involved in the loop formed by the nucleosome-nucleosome 

HP1 bridge. 
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Figure 2.S2. Key time charts from simulations #7-12 of the fully methylated fiber, 

Related to Figures 1-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the number of 

HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of bridge-induced 

fiber loops (Lloop) for the 25 simulations of the fully methylated chromatin fiber; the 

moving average was calculated over 1,000 simulation frames; Lloop is expressed as the 

number of nucleosomes involved in the loop formed by the nucleosome-nucleosome 

HP1 bridge. 
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Figure 2.S3. Key time charts from simulations #13-18 of the fully methylated fiber, 

Related to Figures 1-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the number of 

HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of bridge-induced fiber 

loops (Lloop) for the 25 simulations of the fully methylated chromatin fiber; the moving 

average was calculated over 1,000 simulation frames; Lloop is expressed as the number of 

nucleosomes involved in the loop formed by the nucleosome-nucleosome HP1 bridge. 
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Figure 2.S4. Key time charts from simulations #19-24 of the fully methylated 

fiber, Related to Figures 1-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the number 

of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of bridge-

induced fiber loops (Lloop) for the 25 simulations of the fully methylated chromatin 

fiber; the moving average was calculated over 1,000 simulation frames; Lloop is 

expressed as the number of nucleosomes involved in the loop formed by the 

nucleosome-nucleosome HP1 bridge. 
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Figure 2.S5. Key time charts from simulation #25 of the fully methylated 

fiber, Related to Figures 1-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation 

frames; Lloop is expressed as the number of nucleosomes involved in the loop 

formed by the nucleosome-nucleosome HP1 bridge. 

 



72 

 

  

Figure 2.S6. Key time charts from simulations #1-6 of the half-methylated 

fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation frames; 

Lloop is expressed as the number of nucleosomes involved in the loop formed by the 

nucleosome-nucleosome HP1 bridge. 
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Figure 2.S7. Key time charts from simulations #7-12 of the half-methylated 

fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation 

frames; Lloop is expressed as the number of nucleosomes involved in the loop 

formed by the nucleosome-nucleosome HP1 bridge. 
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Figure 2.S8. Key time charts from simulations #13-18 of the half-

methylated fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation 

frames; Lloop is expressed as the number of nucleosomes involved in the loop 

formed by the nucleosome-nucleosome HP1 bridge. 
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Figure 2.S9. Key time charts from simulations #19-24 of the half-

methylated fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation 

frames; Lloop is expressed as the number of nucleosomes involved in the loop 

formed by the nucleosome-nucleosome HP1 bridge. 
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Figure 2.S10. Key time charts from simulation #25 of the half-methylated 

fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg), its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

), the 

number of HP1-mediated nucleosome-nucleosome bridges (Nbr) and the size of 

bridge-induced fiber loops (Lloop) for the 25 simulations of the fully methylated 

chromatin fiber; the moving average was calculated over 1,000 simulation 

frames; Lloop is expressed as the number of nucleosomes involved in the loop 

formed by the nucleosome-nucleosome HP1 bridge. 
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Figure 2.S11. Key time charts from simulations #1-12 of the non-

methylated fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg) and its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

) for 

the 25 simulations of the non-methylated chromatin fiber; the moving average 

was calculated over 1,000 simulation frames. 



78 

 

  

Figure 2.S12. Key time charts from simulations #13-24 of the non-

methylated fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg) and its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

) for 

the 25 simulations of the non-methylated chromatin fiber; the moving average 

was calculated over 1,000 simulation frames. 
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Figure 2.S13. Key time charts from simulation #25 of the non-methylated 

fiber, Related to Figures 2-3 

Time charts for the radius of gyration (Rg) and its moving average (𝑅𝑔
𝑚𝑎𝑣𝑔

) 

for the 25 simulations of the non-methylated chromatin fiber; the moving 

average was calculated over 1,000 simulation frames. 
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Figure 2.S14. Time course of experimental heterochromatin formation by 

chemically tethering HP1 to CiA:Oct4 allele, Related to Figure 4 

(A) Flow cytometry forward vs sideway scatter area that was used to separate 

the live from the dead cells*. The bounded cell population is considered to 

contain live cells; (B) Flow cytometry forward scatter area vs forward scatter 

height used to identify single cells*. The bounded cell singlet population was 

used for the eGFP analysis; (C) The cell count vs. eGFP signal plot was used to 

identify eGFP population: the majority of the cells showed high eGFP signal; 

(D) Cell count vs. eGFP plots on the days following HP1α recruitment (day 1 to 

day 5) showed a time dependent repression of eGFP signal, with population shift 

toward low eGFP as time progressed. 

*Blue, green, yellow and red dots represent respectively lower to higher cell 

densities. 
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Figure 2.S15. Tether effect on nucleosome-nucleosome and CD-CSD 

distances, Related to STAR Methods 

(A) Probability density function (PDF) for distances between adjacent 

nucleosomes in the chromatin fiber; (B) PDF for CD-CSD distances belonging 

to the same HP1 protein. 

Figure 2.S16. Evolution of HP1-containing complexes in simulations of 

the fully methylated fiber, Related to STAR Methods 

Ensemble average occurrences of HP1 species during all 25 simulations of 

the fully methylated fiber. The blue line represents the free HP1 monomers, 

the red line represents free HP1 dimer pairs, the orange and purple lines 

represent bound HP1 monomers and dimers respectively to H3K9me3, and 

green represents number of bridges. 
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Table 2.21 Individual particles’ parameters utilized in the simulations 

Individual particles’ parameters utilized in the simulations 

Particle Radius (nm) Mass (kDa) 

Nucleosome_core 2.5 200 

H3_core 1 20 

H3_K9 1 10 

H3_K9me3 1 10 

HP1_cd 1 15 

HP1_csd 1 15 

akilodaltons. 

 

Table 2.22 Parameters of particle-particle tethers utilized in the simulations 

Parameters of particle-particle tethers utilized in the simulations 

Particle 1 Particle 2 Dmin (nm)a Dmax (nM) kb 

Nucleosome_core Nucleosome_core 13 17 0.5 

HP1_cd HP1_csd 2 4 0.3 

H3_core H3_K9 1 4 0.3 

H3_core H3_K9me3 1 4 0.3 

a Minimal and maximal particle-particle distances allowed without a penalty applied.  

b as well as the ‘‘spring-like’’ constant (k). 
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Table 2.23 Association/dissociation probabilities of the interacting particles utilized in the 

simulations  

Association/dissociation probabilities of the interacting particles utilized in the simulations  

Particle 1 Particle 2 Reaction Dmax (nM) 

H3_K9me3 HP1_cd Association 0.000001 

HP1_csd HP1_csd Association 0.000001 

H3_K9me3 HP1_cd Dissociation 0.00000001 

HP1_csd HP1_csd Dissociation 0.00000001 
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2.27 Star Methods 

Materials and methods 

Flow cytometry 

Analysis of GFP expression was conducted with Attune Nxt machines (Thermo Fisher). 

All samples were analyzed in biological triplicate and standard deviation was used to report 

error. Each individual sample was grown in one well of a six well plate. Cells were resuspended 

in 300ul of FACs buffer (1xPBS, 1% FBS) then and analyzed on the Attune NXT machine. Flow 

analysis was conducted using FlowJo cells were gated based on SSC vs. FSC, then FSC-H vs. 

FSC-A, then a histogram of eGFP fluorescence, and finally reported as a GFP(+) based on a 

threshold of GFP(+) cells. 

Computational methods 

Simulations. The simulated systems (as described in the Model section of this report) 

consisting of a 51-nucleosome chromatin fiber (featuring three different methylation patterns) 

and 102 copies of the HP1 CD-CSD chains were simulated in a 400 nm cubic box. The three 

systems differing by their methylation states were as follows: (i) no methylation, (ii) 

approximately half of 102 H3K9 particles marked as trimethylated, and (iii) almost all H3K9 

particles marked as trimethylated. These three methylation states correspond to averaged 

methylation profiles experimentally observed on days 0, 2 and 5 of the heterochromatin 

formation process22. The methylation state of each H3K9 particle was calculated based on the 

Gaussian probability density distributions centered on the nucleosome #26. Each simulation 

system was sampled 25 times to create ensembles of simulations. The 102 HP1 CD-CSD chains 

were uniformly and randomly distributed over the simulation box. To maintain a central location 

for the chromatin fiber in the box, all particle locations were adjusted relative to the central 
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histone as the origin. Particles reflected off of the walls of the box. The time step utilized was 1 

µs. Frames were recorded every 1,000 steps. 

Tables 2.1, 2.2, and 2.3 provide a full set of parameters utilized in the simulations (see the Model 

section for detailed explanation on how the parameters used are linked to experimental data with 

respective literature citations). 

Structural metrics. The radius of gyration (Rg) for the chromatin fiber was calculated 

using 

𝑠 =  √
∑ 𝑚𝑖𝑠𝑖

2𝑛
𝑖=1

∑ 𝑚𝑖
𝑛
𝑖=1

 

where 𝑅𝑖
2 is the distance between each element to the center of mass, m is the mass, and n is the 

total number of elements. Rg, Nbr, Nnuc, Ndim, and Ldim-nuc were calculated from the exported 

trajectory snapshots using the Pipeline Pilot software (3dsbiovia.com). On average, ~700,000 

frames per trajectory were processed. Since the latter number is far beyond the resolution of the 

time charts in Figures 2.21 and 3 and Figures 2.S1, 2.S2, and 2.S3, the individual points on the 

charts represent average values over 100 frames. 𝑅𝑔
𝑚𝑎𝑣𝑔

 for each 0.1 s segment (10,000 frames) 

was calculated with the time average of the previous 120 s. 

Relaxation of the non-methylated chromatin fiber. The relaxation time tR of the slowest 

mode for the Rouse model of an ideal chain in solution can be written as110–112  

Ƭ𝑅 =
〈𝑅2〉

3𝜋2𝐷𝑡𝑟
 

where R2 is the mean-square end-to-end distance used as a measure of the polymer size 

and 𝐷𝑡𝑟 is the translational diffusion coefficient. For single nucleosomes or short chromatin 
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regions (of ~3 kbp), Dtr was experimentally estimated as ~0.1µm2s 113–115. Given the mean end-

to-end distance observed in our simulations of the non-methylated fiber of ~100 nm, after 

applying Equation 4 we obtain an estimate of Ƭ𝑅= 0:265. 

Furthermore, we assessed Ƭ𝑅from the autocorrelation functions for the end-to-end 

distances. The mean autocorrelation function with a time lag step of 1 millisecond (ms) was 

calculated as an average of autocorrelation functions for 25 individual simulations of the non-

methylated fiber (see supplemental files for calculated end-to-end distances and autocorrelation 

functions). The decline in autocorrelation by a factor of e (i.e., ~2.72) occurred after a lag time of 

~240 ms. 

Equilibrium constants ofHP1 dimerization. Equilibrium binding constants for HP1 

chromoshadow domains were estimated through simulations of HP1 only in the simulation box 

(i.e., without the fiber). A total of 5 simulations were run at varying concentrations of HP1 (see 

below table). The binding constants were calculated as KD = [HP1di]/[HP1mono]2, where [HP1di] 

and [HP1mono] are concentrations of respectively HP1 dimer and free monomer in a 400 * 400 * 

400 nm box (see Table 2.S1 for resulting KD values) at 1 s intervals over a minute-scale period 

(after 70 to 130 s equilibration times). The resulting mean KD over all simulations and standard 

deviation are 5.93 ± 2.08 µM. As expected, the KD values do not show clear correlation with the 

respective concentrations of HP1 although the constants at two highest concentrations are 

somewhat lower than others. 
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Effective binding constants for HP1 dimerization 

Total HP1 Free monomers Dimers  

Count [µM] Count [µM] Count [µM] KD, µM 

51 1.32 46.97 1.22 2.01 0.052 7.1 

75 1.95 67.67 1.76 3.66 0.095 8.1 

102 2.62 87.78 2.28 7.11 0.184 7.03 

151 3.92 106.86 2.77 22.07 0.573 3.36 

204 5.29 140.79 3.65 31.61 0.82 4.07 

Counts and concentrations of HP1 molecules (total, free monomers, and dimers) and 

equilibrium binding constants for HP1 chromo-shadow domains. 

 

Quantification and statistical analysis. For flow cytometry analysis, three biological 

replicates of each sample point of the CiA-Oct4 experiments were conducted. Fluorescence was 

measured using the Attune Flow cytometry machine (ThermoFisher, Inc). The Flow cytometry 

data were analyzed using FlowJo software (BD, Inc). In each experiment, the live and single cell 

population was separated then cells were analyzed based on GFP expression, the average as well 

as standard deviation were calculated using Prism (GraphPad Software, Inc.). Graphs were 

generated with Prism (GraphPad Software, Inc.).  
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CHAPTER 3 SETDB1 AND SUV39H2 CONTRIBUTION TO HETEROCHROMATIN 

FORMATION 

3.1 Generation of SETDB1 and SUV39H2 knockdown cell lines using dCas9-KRAB system 

3.11 Introduction 

Heterochromatin formation is essential to the proper cellular functions, especially in cell 

development and differentiation1–5. Heterochromatin represents a condensed and silenced region 

of chromatin6–8. During the process of differentiation, heterochromatin formation contributes to 

the repression of pluripotency genes such as Oct4, Sox2 and Nanog5,9–12. Reactivations of such 

genes can revert a differentiated cell back to a stem cell like state. By reintroducing pluripotency 

transcription factors, Dr. Shinya Yamanaka and his lab have generated induced pluripotent stem 

cells (iPSCs) from human dermal fibroblast cells13,14. However, this overall success rate is low 

due to the stable heterochromatin formation at the pluripotency loci2,10. Ever since the discovery 

of heterochromatin, many components of heterochromatin formation have been identified. 

Histone 3 lysine 9 trimethylation (H3K9me3), methylated CpG islands, and heterochromatin 

protein 1 (HP1) are some of the key components in heterochromatin formation process15. 

Incorrect heterochromatin formation has also been identified in various diseases states7,16. 

H3K9me3, an epigenetic modification, is often found in heterochromatin regions. The 

chromodomain of HP1 recognizes and binds to H3K9me3 and once present, the HP1 protein 

starts the process of heterochromatin formation8,17,18. HP1 serves as a scaffold protein to recruits 

various heterochromatin regulatory machines to condense the chromatin19. H3K9 histone 

methyltransferases (HMTs) such as SUV39H1/H2 and SETDB1 are recruited by the 
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chromoshadow domain of HP120,21. SUV39H1/H2 and SETDB1 belong to the SUV39 family of 

proteins and these HMTs all contain the conical SET domain which catalyzes the methylation of 

H3K922–24. SUV39H1/H2 and SETDB1 mainly deposit di and trimethylations of H3K9, while 

the monomethylation is mainly catalyzed by other HMTs within the SUV39 family such as 

G9a25,26. The H3K9 di- and trimethylations by SUV39H1/H2 and SETDB1 in turn recruit more 

HP1 proteins. This positive feedback loop between H3K9me3, HMTs, and HP1 starts a powerful 

mechanism that results in condensed and silenced regions of chromatin. 

SUV39H1/H2 and SETDB1 have overlapping functions and often form complexes 

together during the heterochromatin formation process27,28. SUV39H1/H2 and SETDB1 can form 

complexes with HP1 through the chromoshadow domain of HP1. Despite sharing the same targets 

and the same binding partners, these HMTs are not interchangeable with individual functions and 

interactions. SUV39H1/H2 HMTs contain a chromodomain that recognize and binds to methylated 

H3K9 positions, suggesting ability to spread H3K9me3 to methylated H3K9 independently29. 

SETDB1 HMTs can monomethylate as well as di and trimethylate H3K9 tail positions in both 

euchromatin and heterochromatin regions. SUV39H1/H2 HMTs are mainly responsible for the 

heterochromatin formation around the pericentric regions of chromosomes, while SETDB1 HMTs 

are responsible for the silencing of TEs in stem cells and pluripotency factor in differentiated 

cells20,30,31.  

Studies on individual SUV39H1/H2 or SETDB1 conditional knockouts have shown an 

overall H3K9me3 reduction30,32–34. There are overlaps in the genes with H3K9me3 reductions 

between the knockouts, but not a complete overlap and there is never a complete loss of H3K9me3 

throughout the genome. We do not know how much SUV39H1/H2 and SETDB1 contribute 

individually to the heterochromatin formation process. Here we used dCas9-KRAB to knock down 
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individual HMTs expression in the CiA-Oct4 cell lines and examined the heterochromatin 

formation kinetics in different altered condition. The CiA-Oct4 enables us to track silencing of 

eGFP as an indicator of heterochromatin formation in a single genomic locus. By targeting 

individual HMTs based on the gRNA sequence, we can perturb the functions of individual HMTs 

and analysis the downstream effects. The dCas9-KRAB knockdown system provides us more 

flexibility where SETDB1 knockout is a lethal phenotype in mouse stem cells.  

3.12 Results 

Generation of CiA-Oct4 dCas9-KRAB cell lines 

We first re-generated the CiA-Oct4 cell by infecting CiA mouse embryonic cells with N205 

(addgene 44017) plasmid which contained the CIP components FKBP-binding domain and 

FRBx2-csHPα. The N205 plasmid contained components of FKBP and FRB binding on a single 

plasmid with a single antibody selection cassette. This allowed us to introduce dCas9-KRAB 

(addgene 99372) and gRNA systems with different antibiotic resistance cassettes. The eGFP 

expression within the CiA-Oct4 cell line was driven by the endogenous Oct4 promoter and would 

be highly expressed under wild type condition (Fig 3.121A and B). 

 We first introduced the dCas9-KRAB to the CiA-Oct4 cell line to generate CiA-Oct4 with 

dCas9 KRAB cell line. To ensure the successful integration of the dCas9-KRAB system, CiA-

Oct4 with dCas9-KRAB cell line underwent longer antibiotic selections with sporadic antibiotic 

selections after the initial selection. CiA-Oct4 with dCas9-KRAB cells were tested using 

Rapamycin to induce heterochromatin formation.  

 

 



100 

 

SUV39H2 and SETDB1 knockdown impaired gene repression 

The gRNA sequences targeting SUV39H2 and SETDB1 were obtained from UCSC 

genome browser. All of the gRNA sequences were picked around the transcription start site (TSS) 

to increase our possibilities of successful generation of HMT knockdown (Table 3.11). The CiA-

Oct4 with dCas9 Krab cell lines were infected separately with single gRNA plasmid including a 

NT gRNA sequence, a randomized 20nmer gRNA sequence. The gRNA infected cell lines were 

culture till confluent and cell lysates were collected. 2 out of the 5 gRNA lysates showed 

knockdown expression profile compared to the NT cell line using western analysis (Fig 3.12) 

With the SUV39H2 and SETDB1 KD phenotypes established, we treated cells with 

rapamycin to induce heterochromatin. The induced heterochromatin formation was based on a 

chemical induced proximity (CIP) concept. There are two DNA binding domains in front of the 

CiA-Oct4 locus, one of which utilized the FKBP and FRB binding interaction to recruit a 

chimeric protein with chromoshadow domain of HP1α attached. The treatment of rapamycin 

would induce a confirmation change in FKBP and induce the binding to FRB. In a reversed 5-

day treatment, we examined the heterochromatin repression ability by tracking the GFP 

expression profile. Both of the SUV39H2 and SETDB1 KD cell lines resulted a delay in 

heterochromatin formation through the presence of eGFP signal (Fig 3.13).  

Although the eGFP silencing was delayed in all KD cell lines, KD cell lines did not 

eradicate heterochromatin formation ability and the KD cell lines eventually caught up to the NT 

cell lines (Fig 3.2). When compared between the KD cell lines, both SETDB1 KD cell lines 

showed stronger delay to heterochromatin formation compared to the SUV39H2 cell lines (Fig 

3.13). This suggested SETDB1 importance in heterochromatin at this CiA-Oct4 locus. With these 
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data on the SUV39H2 and SETDB1 KD cell lines, we decided to further examine SETDB1’s 

contribution to heterochromatin formation through ChIP-qPCR and computer simulation.  
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3.13 Figures and Table 
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Figure 3.11. Generation of Cia-Oct4 with dCas9-KRAB fusion cell line.  

(A) Baseline flow cytometry data of Cia-Oct4 using N205 plasmid, under stem cell 

condition, Cia-Oct4 cell line did not show repression eGFP expression with different 

concentration of starting concentrations (B) Graphical representation of (A) 

(C) Baseline flow cytometry data of CiA-Oct4 with dCas9-Krab fusion, under stem cells 

condition, CiA-Oct4 dCas9-KRAB cell line did not show repression eGFP expression with 

different concentration of starting concentrations (D) Graphical representation of (C) 
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Fig 3.12. SETDB1 and SUV39H2 Knockdown.  

(A) SetDB1 western blot with NT and 2 SETDB1 KD cell lines, (B) SETDB1 

relative expression normalized to GAPDH,  

(C) SUV39H2 western blot with NT and 2 SUV39H2 KD cell lines, (D) 

SUV39H2 relative expression normalized to GAPDH. 
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Fig 3.13 SUV39H2 and SETDB1 knockdown’s effect on gene repression.  

(A) Quantitated representations of NT and two SETDB1 knockdown cell lines with 

eGFP+ cell population over HP1α recruitment time. 

 (B) Quantitated representations of NT and two SUV39H2 knockdown cell lines 

with eGFP+ cell population over HP1α recruitment time. 

A 

B 
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Table 3.11 dCas9 gRNA sequences targeting SUV39H2 and SETDB1 

Position relative to the transcriptional start 

site 

gRNA sequence 

SUV39H2 +177 CGCGGCGGCGTCTCGCCGTT 

SUV39H2 -146 GTTACTCGCTTTGACTTCGG 

SETDB1 -211 AGAGCTTCCATAAATGACTC 

SETDB1 -117 ACTCTGGCGCCCGACCGCAA 

NT GCGAGGTATTCGGCTCCGCG 
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3.2 The SETDB1 role in heterochromatin formation2 

3.21 Introduction 

The mammalian genome is copied with high fidelity through cell division passing on 

abundant information to the next generation of cells. Through proper regulation of this information, 

cells within the same organism can have a variety of shapes with distinct functions. This regulation 

is achieved through multiple pathways including methylation of CpG islands, covalent chemical 

modifications placed on histone proteins, and other epigenetic regulatory mechanisms 12,35,36. 

These chemical modifications signal for changes in chromatin accessibility and gene expression 

profile 10,36,37. Euchromatin is associated with the accessible, transcriptionally active regions of the 

genome, while heterochromatin is associated with less accessible, silenced regions of the genome 

38. Each chromatin state associates with various epigenetic modifications, including post-

translational modifications (PTM)s on histone proteins. Importantly, for the focus of this work, 

histone protein modification state is passed on from generation to generation as a form of 

epigenetic information. PTMs on histone proteins can be on multiple amino acid positions but 

there are many PTMs added in the N-terminal regions of histones (sometimes called histone tails). 

Among the histone PTMs, histone methylation is a prolific signaling mark present in either 

euchromatin or heterochromatin depending on its PTM context. Histone PTMs along with 

corresponding chromatin states are faithfully passed down during cell replication to maintain the 

cell expression profile defining any given tissue. Aberrant epigenetic marks that favored oncogenic 

effects are often observed in cancer cells and can play a driving role in disease pathology 39–42.  

 
2 This chapter previously appeared as an article in PNAS Nexus, under the Creative Commons 

(CC BY) license. The citation is as follows: Yan, X., Williams, M. R., Barboza Castillo, A. D., 

Kireev, D. & Hathaway, N. A.  Relationship between lysine methyltransferase levels and 

heterochromatin gene repression in living cells and in silico. PNAS Nexus 2, 1–11 (2023). 
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Heterochromatin formation is involved in a number of important cellular functions. During 

mammalian development, heterochromatin formation helps to restrict cell’s potential and silence 

pluripotency genes such as Nanog, Oct4 and Sox2 1,4,43–46. Conversely, removal of heterochromatin 

marks also initiates the expression of tissues specific genes 43. Heterochromatin formation is also 

necessary for the formation of centromere and maintenance of telomere length 47. By silencing 

endogenous retrovirus (ERV) expression, heterochromatin also protect genome from unwarranted 

recombination 34,48,49. Thus, the role of heterochromatin in development and genome maintenance 

of the mammalian organisms is vast. 

Accumulation of Histone H3 lysine 9 trimethylation (H3K9me3) 50,51, is an important mark 

of the heterochromatin state 8,52,53. H3K9me3-mediated heterochromatin formation involves 

Heterochromatin Protein 1 (HP1) that contains a chromo-domain that recognizes and binds to di- 

and tri-methylated H3K9 8,20,54–56. HP1 also contains a chromoshadow domain which has dual 

functions during heterochromatin formation. First, chromo-shadow domain has propensity to 

dimerize with other chromo-shadow domains thus promoting chromatin condensation through 

nucleosome bridging 57–60. Second, chromo-shadow domain can recruit chromatin-modifying 

enzymes, SUV39H1/2 61,62, SETDB1 27,62, and G9a 25,62, belonging to the SET family of 

methyltransferases (HMT)s 24, to further spread H3K9me3 marks. Previous studies showed that 

the three HMTs are not equivalent or interchangeable. SETDB1 and SUV39H1/2 are both 

responsible for the di- and tri-methylation 63,64, while G9a catalyzes the initial mono-methylation 

of H3K9 25,26. However, the exact functions of each specific HMT are yet to be understood as well 

as other mechanisms in heterochromatin formation. It is still unclear whether any of them is 

dispensable for heterochromatin formation. Some reports show that downregulation of SETDB1 

and SUV39H1/2 is associated with the decrease of H3K9me3 level and HP1 recruitment to 
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chromatin 31,34,63,65–67. It was also reported that, unlike SUV39H1/2, SETDB1 localizes to both 

heterochromatin and euchromatin regions, suggesting that transitions from active euchromatin to 

repressed heterochromatin requires SETDB1 21,68.  

Previous work has demonstrated that SETDB1 disruption can lead to the gene upregulation 

and changes in the chromatin state, however we do not know how SETDB1 disruption led to a 

failure of heterochromatin formation or gene regulation. In our previous work, we have combined 

biological and computational simulation experiments to understand the HP1α-induced 

heterochromatin formation process 60. This work extends our previous work to probe the 

contribution of SETDB1 in HP1α induced heterochromatin formation using both experimental and 

computational methods. 

In order to probe SETDB1’s contribution to heterochromatin formation, we knocked down 

SETDB1 expression levels and examined the impact of the loss of this histone methyltransferase. 

Since the discovery of the CRISPR-Cas9 system, genetic alteration has become much easier and 

more straightforward in multiple cell types. In addition to sequence alterations, CRISPR 

interference (CRISPRi) has been used as an alternative to siRNA technology to change targeted 

gene expression 69,70. By fusing a transcriptional repressor KRAB domain to dCas9, a nuclease-

deactivated (dead) Cas9 protein, it improved gene repression ability compared to CRISPRi 

approaches 69–72. In this work, we knocked down SETDB1 using a dCas9-KRAB repression system 

and examined the changes in heterochromatin formation as measured by gene expression as well 

as deposition of the hallmark H3K9me3 modification on chromatin. 

We utilized the chromatin in vivo assay (CiA-Oct4), to study the process of 

heterochromatin formation under the SETDB1 knockdown conditions. The CiA-Oct4 system 

substituted a nuclear green fluorescent protein in single Oct4 allele in mouse stem cells. Under 
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stem cell condition, eGFP would be expressed. Upstream of the eGFP within the Oct4 locus, there 

are two DNA binding arrays that can be bound by a FK506 Binding Protein 12 domain (FKBP) 

fused to either a zinc finger binding protein or Gal4 DNA binding protein. These domains are 

reserved for recruitment of epigenetics modifiers through chemical induced proximity (CIP). A 

chimeric protein of HP1α chromoshadow domain (csHP1α) fused with FKBP-rapamycin binding 

domain (FRB) are also introduced into the cell. A CIP molecule, rapamycin, can connected the 

FRB to the FKBP and bring csHP1α to the promoter in front of the eGFP gene reporter at the eGFP 

reporter at the Oct4 site. Once tethered to the promoter, csHP1α would initiate the process of 

heterochromatin formation and therefore silence the eGFP expression. Previous studies on these 

cell lines have detailed the generation of a heterochromatin domain in response to HP1 recruitment 

demonstrating silencing of eGFP coupled with accumulation of heterochromatin marks along with 

reduction of euchromatin marks. Others have used this cell line to identify heterochromatin 

formation inhibitors in a high-throughput screen73 or compounds that facilitate induced pluripotent 

stem cell generation14, and to determine the role of DNA methylation on epigenetic memory74.  

To further discern the molecular processes underlying heterochromatin formation, we 

investigated the H3K9 methylation process in a 3D computer simulation at submolecular 

resolution. Previously,  computational simulations proved successful in modeling various aspects 

of the chromatin structural transformations75–84, although most of the reported models were tuned 

to simulate mega-base systems75,78–80,85. Recently, we introduced a Monte-Carlo particle-based 

model to a sub-molecular detail in order to more accurately reflect the entropic burden affecting 

the dynamics of heterochromatin formation60. Despite neglecting important aspects of the system’s 

energetics, the model was able to provide a comprehensive spatial and temporal characterization 

of the heterochromatin formation process suggesting that heterochromatin formation is a largely 
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entropy-driven process. The temporal aspect was enabled through the model parameterization 

using time- or rate-related evidence. Diffusion data for a diverse set of proteins in cell lysates86–88 

were exploited to calibrate protein motions and validated on an independent set of diffusion 

measurements for chromatin-binding proteins89,90. Kinetics of the protein association and 

dissociation was assessed from residence times and rates for chromatin-binding proteins57,90,91. 

Here, we extend the scope of the previous model by enabling enzyme-mediated chemical 

transformations, i.e., depositing and removing methyl marks at H3K9. The model parameters were 

derived from experimental data on enzymatic activities of G9a, SUV39H1/2 and SETDB1 and on 

their binding to HP1 and chromatin. This study offers an insight into the time course of mono-, di-, 

and tri-H3K9 methylation by each individual HMT that is unprecedented for either computational 

or experimental techniques. The induced downregulation of G9a, SUV39H1/2 and SETDB1 in the 

in-silico system produced the effect consistent with that observed in chromatin in vivo assay 

experiments. 

3.22 Results 

Generation of SETDB1 knockdown cell lines. 

In order to examine the contribution of SETDB1 to heterochromatin formation, we 

modulated its levels using the dCas9-KRAB repression system. SETDB1 expression can be 

knocked down through stable infection of dCas9-KRAB and gRNAs targeting the SETDB1 gene. 

We first infected dCas9-KRAB into the CiA-Oct4 cell line and antibiotic resistance selected for 

multiple days to ensure that all surviving cells would contain the dCas9-KRAB system. We 

identified 5 gRNA sequences near SETDB1 transcription start sites to maximize the chance of 

gene repression (Fig 3.21A). Each of gRNA plasmids was stably infected into the cells already 

infected with dCas9-KRAB and a control gRNA with non-targeting sequence (NT). First, we 
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screened for SETDB1 mRNA expression level within the cells and found two out of the five 

gRNAs showed significant reduction (Fig. 3.S1 and 3.21B). A western blot experiment also 

confirmed the knockdown of SETDB1 protein (Fig. 3.21C and 3.21D). 

SETDB1 knockdown impaired HP1α induced gene silencing 

After the establishment of SETDB1 knockdown cell lines, we sought to examine the 

changes in heterochromatin formation using CiA-Oct4 cell lines. Within the CiA-Oct4 cell line, 

one allele of Oct4 loci is replaced with a nuclear enhanced GFP (eGFP) as a reporter, reflective of 

gene expression level in this line. Upstream of eGFP, two DNA binding domains were inserted 

into one allele of the endogenous Oct4 promoter. Under normal stem cell conditions, the Oct4 

promoter will drive the expression of eGFP. One of the DNA binding domains is a zinc finger 

binding array (ZFHD1) that can bind the matching ZFHD1 protein fused with a 12-kDa FK506-

binding protein (FKBP) serving as an anchor protein for chemical induced proximity (CIP) 

systems. To recruit the repressor, two repeats of FKBP12-rapamycin binding (FRB) domain of 

mTor were fused with csHP1α. When we introduce rapamycin, it bridges FKBP and Frb thus 

tethering csHP1α to the CiA-Oct4 loci through CIP. Once bound, csHP1α silences eGFP 

expression through recruitment of endogenous heterochromatin machinery including HMTs. 

Throughout a 5-day time course experiment, we tracked the heterochromatin formation process as 

measured by the disappearance of eGFP signal along with gain of H3K9me3 and examined the 

effect of SETDB1 knockdown on this process. During the HP1α recruitment, all cells showed 

similar morphology and maintained stem cell like characteristics (Fig. 3.22B, S3.3). 

We characterized the eGFP levels under ES condition as an eGFP+ positive population and 

then tracked the decrease of the eGFP+ cell population over time (Fig. 3.22C, S3.22C). During the 

early recruitment period, the knockdown cell lines showed a similar repression profile (Fig. 3.22D). 
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However, there is a dramatic measurable shift in eGFP signal starting at 1.5 day of HP1α 

recruitment, more pronounced in NT cell lines while the knockdown cell lines showed a more 

gradual change (Fig. 3.22D). While the NT cell line showed a major shift in gene expression by 

day 2, the knockdown cell line showed a slower change over time (Fig. 3.22D, S3.2). The SETDB1 

knockdown impaired the HP1α induced heterochromatin formation and changes the gene 

repression kinetics.  

SETDB1 knockdown led to a reduction in H3K9me3 accumulation 

In addition to eGFP repression, we examined how SETDB1 knockdown affects the 

H3K9me3 spread in the proximity of the HP1 recruitment site, as this is a key molecular signal of 

heterochromatin. During the endogenous heterochromatin formation process, H3K9me3 

accumulation is both a product and a player. HP1 protein binds to H3K9me3 through its 

chromodomain and then recruits epigenetic modifiers to deposit more H3K9me3 to, in turn, recruit 

more HP1 to further promote the spread of the heterochromatin state. Here we performed 

chromatin immunoprecipitation followed by quantitative PCR (ChIP-qPCR) to directly measure 

the accumulation of H3K9me3 over time. We performed ChIP-qPCR against H3K9me3 after 0, 1, 

2, 4 days of HP1α recruitment. Three qPCR primers are scattered throughout the eGFP gene (Fig. 

3.23A) to measure the H3K9me3 accumulation during the heterochromatin formation. We found 

at positions +489 from the TSS within the eGFP gene body, had the highest level of H3K9me3 

accumulation. 

All three cell lines showed an increase in H3K9me3 accumulation over HP1α recruitment 

especially 2 days following HP1α recruitment which is similar the time we see substantial changes 

in eGFP expression. The SETDB1 knockdown cell lines showed similar jump to H3K9me3 

accumulation starting day 2, but at a reduced level compared to the wild type lines with the NT 
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control. With reduced H3K9me3 accumulation, the heterochromatin silencing is less effective 

complementing what we saw with the eGFP expression. The reduction of SETDB1 led to a 

reduction in H3K9me3 accumulation within the Cia-Oct4 loci during the formation of 

heterochromatin and we observed a reduction in gene silencing efficiency. 

Probing the effect of SETDB1 knockdown in a particle-based Monte-Carlo simulation model 

To gain a mechanistic insight at molecular resolution into H3K9me3 propagation in control 

lines (CT) and SETDB1 knockdown cells, we made use of our previously described Monte-Carlo 

simulation model 60. The simulated system included a chromatin fiber approximately matching the 

size of the Oct4 promoter region (20 kb), HP1, the three known H3K9 methyltransferases (G9a, 

SETDB1 and SUV39H), and a generic demethylase. The methylation event occurs in a stepwise 

fashion with the methyl mark deposition by a methyltransferase conditional upon its binding to a 

chromatin-bound HP1 (Fig. 3.24A). Methylation (or demethylation) event occurs (with a 

probability derived from experimentally determined enzyme catalytic rates 92–97 when an H3K9 

particle (i.e., the substrate) encounters a histone methyltransferase or a demethylase (see Methods 

for details). 

In our simulations, the SETDB1 knockdown caused the most significant effect on 

heterochromatin formation both in terms of the rate of H3K9me3 spread and in a permanent 

decrease of H3K9me3 level throughout the 10 kb promoter region (Fig. 3.24B) compared to that 

for G9a and SUV39H1/2 (Fig. 3.24C, D). Interestingly, the methylation slowdown resulting from 

the 25% SETDB1 knockdown system was quite insignificant but produced a near 10% decrease 

in the maximum methylation level. At the same time, the 50% SETDB1 knockdown caused a 

dramatical methylation slowdown (more significant than in any other component knocked down 

in this system), but no additional decline in the equilibrium methylation level (compared to the 25% 
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knockdown). In fact, SETDB1 was the only HMT in our simulations whose knockdown resulted 

in a sizable change in the equilibrium methylation level. Apparently, the deficient middle link in 

the methylation chain (i.e., H3K9me2, mainly produced by SETDB1) exposes the methylation 

landscape to demethylases to a greater extent than the lack of two other marks and is harder to 

make up for through secondary enzymatic activities of G9a and SUV39H. 

We also explored how SETDB1 knockdown affects H3K9me3 spread at a nucleosome 

resolution. To this end, we visualized the time/ensemble averaged probability density functions of 

an H3K9me3 mark at each individual nucleosome at several stages of the spread process in WT 

and 50% knockdown systems (Fig. 3.24E, 3.24F respectively). One notable observation from these 

data is that, in agreement with experimental data8, methylation marks spread from the center 

toward the ends of the fiber, so that at any given moment more central nucleosomes have a higher 

likelihood to be methylated. To our best knowledge, this is the first unbiased particle-based model 

of chromatin methylation where such a centrifugal effect is observed (even though, in this model, 

a methylation mark may be deposited on any nucleosome at any stage of the methylation process). 

Previous computational models of H3K9 methylation made use of a built-in centrifugal spread 98,99. 

Sub-molecular resolution of our model allows to account for the entropic factors linked to the HP1-

mediated mechanism of the HMTs’ binding to chromatin thus preventing the uniform methylation 

spread. Moreover, it appears that the entropic penalty on methylation of peripheral nucleosomes 

might be even higher in a SETDB1 knockdown system. As can be seen in Fig. 3.24F, in that 

system, methylation is particularly lagging far from the center. For example, in the middle of the 

process (green bars), the whole fiber reached its maximum methylation level, while only very few 

near-central nucleosomes achieved the maximum level (the peripheral nucleosomes still have ~0.5 

probability to be methylated). 



115 

 

3.23 Discussion 

In this work, we combined biological experimental data with computer simulations to 

better understand the contribution of histone methyltransferases to HP1-induced heterochromatin 

formation. Previous studies demonstrated that H3K9 methyltransferases and HP1α associate to 

form complexes and biochemical assays demonstrated how SUV39H and HP1 chromo domain 

work together to spread H3K9me 27,29,63. Functional studies of H3K9 methyltransferases mostly 

reported on global changes to H3K9me3 accumulation and genes upregulation 34,44,100,101, i.e., 

effects resulting from collective effort of histone methyltransferases and demethylases. Yet, little 

is known about the individual HMTs’ contributions to the dynamic heterochromatin formation 

process. Here, we examine the kinetics of heterochromatin in detail at a single genetic locus, to 

discern the role of SETDB1 in histone methylation and gene repression. We created SETDB1 

knockdown cell lines with a dCas9-KRAB method and compared heterochromatin formation 

kinetics under such condition. In addition to the H3K9me3 accumulation and gene transcription, 

our data demonstrated that SETDB1 knockdown slowed down the kinetics of heterochromatin 

formation thus resulting in a failure to silence. In the initial HP1α recruitment stage, the difference 

in eGFP silencing and H3K9me3 accumulation between the control and the knockdown cell lines 

is negligent. After 1.5 day of HP1α recruitment, eGFP expression was quickly silenced in the 

control cell lines, while the SETDB1 knockdown cells showed only a gradual reduction in eGFP 

levels. Along with the overall reduction of H3K9me3 accumulation within the CiA-Oct4 loci, the 

reduction of SETDB1 weakened the condition for a strong positive feedback loop between 

H3K9me3 and HP1 and led to a slower heterochromatin formation.  

To further discern the roles of individual molecular players and their microscopic dynamics, 

we observed the H3K9 methylation process in a 3D computer simulation at submolecular 
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resolution. In these simulations, we can investigate experimentally unobservable processes, such 

as, the effect of each specific HMT on distinct methylation marks (mono-, di-, and trimethyl) at 

individual nucleosome positions. For instance, the simulated control system (100% level of all 

HMTs’ concentrations) showed a rapid increase in the fiber trimethylation similar to the 

experimentally observed all-or-nothing behavior. Due to the intricate interplay of three 

interdependent and partially interchangeable HMTs, the decrease in the trimethylation rate with 

the decrease in SETDB1 concentration is not linear. For instance, in the 50% SETDB1 knockout 

system, the H3K9me3 accumulation kinetics was slowed down dramatically due to a significant 

shortage of dimethyl marks, whereas the 25% knockdown system closely resembled the control 

system. Reduction in the ability of the knockdown systems to methylate the entire fiber emerges 

then from a reduced collective capacity of HMTs to compete with the demethylation by KDMs. 

These data suggest that the reduction in both eGFP silencing and H3K9me3 level was associated 

with a buildup of the H3K9me1 mark. Collectively, and somewhat counterintuitively, our data 

(including the in silico knockdowns of G9a and SUV39H1/H2 (Supplementary Fig. 3.S4)) suggest 

that SETDB1 knockdown has the most profound effect on the H3K9 methylation spread. On the 

whole, our biological experimental observations along with the simulation data, demonstrated the 

essential role of SETDB1 in HP1α-induced heterochromatin formation. In the future, this 

combined strategy can be broadened to exploring other structural and molecular transformations 

of the chromatin fiber. 

3.24 Materials and Methods 

Cell Culturing and Cell Lines 

Mouse embryonic stem (ES) cells were grown on gelatin-coated plates without feeder cells 

in DMEM supplemented with 4.5 g/L glucose (Corning), 15% fetal bovine serum, l-glutamate, 
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sodium pyruvate, HEPES buffer (Gibco), NEAA (Gibco), 2-mercaptoethanol (Sigma Aldrich), 

leukemia inhibitory factor (LIF), and penicillin/streptomycin (Gibco) at 37 °C supplemented with 

5% CO2. For the time course experiment, NT and KD cell lines were plated in 80,000 cells per 

well in a 6-well plate. 10 μM rapamycin stock dissolved in ethanol was added to media at 3 nM 

concentration for the time-course experiment. 

dCas9 plasmids  

dCas9-KRAB plasmid obtained from Addgene (99372)71. gRNA plasmid is also from 

Addgene (64710). 20nmer target sequences were listed in Supplementary Table 3.2S2. gRNA 

plasmids were linearized with BsmBI and ligated with T4 DNA ligation. gRNA sequences were 

checked with U6 primer. 

Lentiviral infection 

293T LentiX cells (Clontech) were used to generate lentivirus. 293TX cells were 

transfected using polyethyleneimine (PEI) with lentiviral constructs and gene of interest according 

to a previously described protocol102. Post 48hr infections, ES cells were selected according to the 

plasmid resistance with either Blasticidin (InvivoGen), Puromycin (InvivoGen), or zeoymycin 

(InvivoGen). After 1 week of selection, infected cells were used for experiments.  

mRNA extraction and analysis 

One million of ES cell lysates were collected for each sample. Cell mRNAs were collected 

using RNeasy mini kit (Qiagen). Reverse transcription qPCR was performed using Power SYBR 

Green RNA to Ct 1 step kit (Applied biosystem). Three biological repeats of each data point were 

analyzed using ΔΔCt method and normalized against GAPDH. Primer sequences are listed in 
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Supplementary Table 3.2S3. The statistical significances were generated using Student T -test 

excel and the graph were generated with Prism (GraphPad Software, Inc.). 

Western blotting 

Protein lysates were collected using M-PER mammalian protein extraction reagent 

(ThermoFisher) with the addition of Protease Inhibitor (Active Motif) and benzonase (Sigma 

Aldrich). 15-20ug of were prepared for each western blot. Protein samples were prepared with 2x 

Laemmli loading buffer (Bio-Rad) with addition of 2-Mercaptoethanol (Sigma-Aldrich) and 

boiled for 5 mins at 95oC. Samples were loaded on a 4%-20% tris-glycine gradient gels (Bio-Rad) 

and ran at 200V for 30 mins. Gels were transferred to Immobilon-FL polyvinylidene fluoride 

(PVDF) membranes (Millipore). PVDF membranes were blocked with Blocking buffer (LiCor 

Odyssey) for an hour. SETDB1 primary antibody (Invitrogen, MA5-15721) and GAPDH primary 

antibody (AbChem 9485) were added at 1:1000 dilution and incubated overnight on with rocking 

motion in 4oC. PBST wash were conducted 4 times the next day, then incubated with IRDye 680 

anti-mouse and IRDye 800 anti-rabbit (LiCor) at 1:15000 dilution for an hour. Another 4-time 

PBST wash was conducted prior to imaging using Odyssey (LiCor) scanner and analyzed using 

Image Studio V5.2  

For western analysis, three biological repeats of the cell lysates were collected, and two 

technical repeats of the western were conducted. The SETDB1 intensity was normalized against 

GAPDH and compared to the NT cell lines. The statistical significances were generated using 

Student T -test excel and the graph were generated with Prism (GraphPad Software, Inc.). 
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Flow cytometry  

Flow cytometry Analysis of eGFP expression was conducted using Attune Nxt machines 

(ThermoFisher). Three biological replicates of each sample time point of the NT and SETDB1 KD 

cell lines were collected and standard deviation was used to report error. Individual samples were 

cultured in one well of a six well plate. Individual samples were resuspended in 300ul of FACs 

buffer (1xPBS, 1% FBS) then and run on the Attune NXT machine. Flow cytometry data were 

analyzed using FlowJo software. Cells were gated based on SSC vs FSC, then FSC-H vs FSC-A. 

After gating for single cells population was separated based eGFP expression. EGFP+ population 

is based on NT cell line eGFP signal without the recruitment of HP1α as seen in (Fig. S2). Graphs 

were generated with Prism (GraphPad Software, Inc.). 

ChIP Sample Preparation and RT-qPCR 

Chromatin immunoprecipitation (ChIP) was performed using a previously described 

protocol 74. 5-10 million ES cell lysates were collected and cross-linked with 1% of formaldehyde 

for 10 minutes. Each sample was sonicated in Covaris Shearing buffer (0.1% SDS, 1 mM EDTA 

pH 8, 10 mM Tris HCl pH 8) with nanodroplet cavitation reagent MegaShear (Triangle 

Biotechnology) using Covaris LE220-plus ultrasonicator. Samples were sonicated enough to 

produce DNA fragments around 200- 500 bp. DNA fragments were incubated with H3K9me3 

(Abcam8898) and Dynabeads Protein G (Invitrogen cat. #10004D) over night at 4oC with 

overnight rotation. Immunoprecipitation were performed with magnetic strip and washed with 

ChIP IP buffer (50 mM HEPES/KOH pH 7.5, 300 mM NaCl, 1 mM DETA, 1% Triton X100, 0.1% 

DOC, 0.1% SDS) twice. The IP beads were treated with Proteinase K (Invitrogen) to overnight at 

65oC. The supernatants were collected the next day and purified using Qiagen MinElute PCR 

Purification kit.  
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RT-qPCR were performed using SYBR Green Master Mix (Rox) on ViiA 7 system 

(Applied Biosystem). Each time point was done with biological duplicate and the for the RT-qPCR 

were done with technical quadruplicated. Samples were analyzed using ΔΔCt method and 

normalized against an intergenic control region or normalized to a housekeeping gene. The qPCR 

primers are listed in Supplementary Table 3.2S3. 

Statistical Analysis and Graph generation 

Statistical analysis was performed using paired Student T test on excel, statistical 

significance was determined with alpha = 0.05. Graphs were generated using GraphPad Prism 

software. 

Monte-Carlo simulation methods 

The simulated system consists of a unmethylated chromatin fiber (102 nucleosomes) and 

102 copies of each protein – HP1, G9a, SUV39H, SETDB1, and a generic lysine demethylase 

(KDM) – corresponding to a putative cellular concentration level (on the order of 10 µM91). The 

particle-based chromatin model, the Monte Carlo simulation method, and all simulation settings 

(box, voxels, time step, output) were used as previously described 60. The time step of 1 s was 

chosen to maximize the sampling rate while keeping the particle displacements within the system’s 

resolution, that is, by avoiding overstretching the particle-to-particle tethers. Diffusion rates for 

the molecular objects were estimated from the bulk measurements of protein diffusion in a cellular 

compartment 86–88 (neither of the studies involved HP1, methyltransferases or nucleosomes). The 

diffusion coefficient of 0.550 μm2/s for HP1 in our simulations proved to be consistent with the 

experimental data obtained specifically for HP1 diffusion coefficient89,90. The starting 

configuration consisted of an unmethylated (except two permanently methylated central 

nucleosomes), randomly folded chromatin and randomly scattered proteins. Seven distinct systems 
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were simulated (25 randomly initialized replicas per system). The simulated systems included a 

wild type (WT) one and 6 knockdown systems where the concentration of each histone 

methyltransferase (HMT) was reduced to 75% and 50% of their respective WT concentrations to 

mimic the experimental knockdown conditions. Supplementary Tables 3.2S4-3.2S4 provide a 

full set of parameters utilized in the simulations (see below a detailed explanation of how the 

parameters used are linked to experimental data). 

Proteins, protein-protein interactions and enzymatic reactions 

Four new types of proteins (G9a, SUV39H, SETDB1, and KDM) were introduced in this study 

(see Supplementary Tables 3.2S4-3.2S6 for the respective parameters). Each HMT was modeled 

as a chain of two particles – a chromatin- or HP1-binding anchor (bind) and a catalytic SET domain 

(cat) (see next paragraph for the rational of having distinct tethered bind and cat particles). The 

bind and cat particles of the HMTs were allowed to freely move within a distance range between 

Rbind+Rcat and Dstd, where Rbind and Rcat (equal to 1.5 nm each) are radii of bind and cat domains, 

respectively, and Dstd (equal to 4 nm) is the standard distance maintained by a disordered linker 

connecting bind and cat with an exponential damping beyond Dstd. The damping multiplier k in 

exp(-kΔd) was set to 0.3. We made sure that the time step of 1 μs would not result in a systematic 

overstretching of the bind-cat tether. PDF for bind-cat distances over the ensemble of simulations 

is typical of a random polymer. KDM is a one-particle object with a radius of 1.5 nm and a mass 

of 130 kDa. 

The protein-protein interactions for the four enzymes include binding of the bind particle 

of each HMT to HP1 and binding of KDM to methylated H3K9. The interactions in the simulated 

system occur as previously described 60 and are governed by the association (pa) and dissociation 

(pd) probabilities that parameterize stochastic processes “carried” by the interacting particles (see 
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Tables 3.2S5, 3.2S6 for a full list of interaction parameters). The pa and pd parameters were 

inferred from experimental data based on the current knowledge of how the three HMTs bind to 

chromatin. The major putative chromatin binding mechanism involves HMTs binding to the HP1 

chromo-shadow domain (CSD) (with a KD on the order of 10 µM91,103,104) whose chromo domain 

(CD) may concurrently bind to methylated H3K921,63,105–108. This mechanism is successfully 

exploited in our chromatin in vivo experiments 8,60,109. HMT-CSD binding occurs either 

directly8,63,107,108 or is mediated by additional HP1 protein that might be either, a member (along 

with HMT) of a large epigenetic complex, such as E2E6110 or be anchored (through its CD) to the 

HMT’s methylated lysine94. Additionally, G9a and SETDB1 are able to bind to methylated 

chromatin through their Kme-binding modules. Those known mechanisms were embedded in our 

model through interactions of the HMTs’ bind and cat particles with HP1-CSD and H3K9. 

Experimental kinetic data were used to calibrate the pa and pd parameters for chromo-domain 

binding to H3K9 and chromo-shadow dimerization. As an example, pd and pa values were 

determined as pa=pd*[F]*kon/koff, with [F] equal to the free binding partner concentration and 

where kon/koff was equal to the experimentally determined association and dissociation rates as 

previously described 60,111. HP1 on heterochromatin kon and koff were measured as, respectively, 

~1 mM-1s-1 and ~4 s-1 111. Relevance of the pa and pd parameters was validated by calculating the 

equilibrium binding constants from the simulation trajectories. The Kd values obtained were 

consistent with the experimental data (on the order of 5-15 mM). The respective individual pa and 

pd values (see Supplementary Table 3.2S6 for a full set of pa and pd values) were tuned to yield 

HMT-chromatin binding constants to match experimentally observed apparent binding data91. The 

pa and pd values were verified for Suv39H for which experimental data on interactions with 

chromatin are available91 (by comparing the respective calculated and experimental binding 



123 

 

constants that are both on the order of ~10 µM91). The pa and pd values for the generic KDM (the 

most likely H3K9 demethylases are KDM1A/B and KDM492,96,112) were chosen to reproduce Ki 

for the substrate on the order of 10 µM97. 

The lysine methylation reaction on H3K9 was modeled as a stochastic process linked to an 

HMT’s cat particle. For the reaction to occur, three conditions must be met: (i) the HMT’s bind 

particle must be anchored to chromatin (this binding event sets the cat particle into an active state, 

e.g., through conformational rearrangement113), (ii) the cat particle must bind to H3K9me0/1/2, 

and (iii) the random number from the cat’s stochastic process must be smaller than the respective 

pt value, the transform probability specific to a particular HMT/methylation state pair (see 

Supplementary Table 3.2S7 for a full set of pt values). When all the above conditions concur, the 

H3K9 particle bound to the HMT’s cat particle is switched into a higher methylation state (e.g., 

from me0 to me1). After the H3K9 transformation occurred, the HMT’s cat particle is set into an 

inactive state to prevent a possible immediate H3K9 transform into the next methylation state (to 

mimic the real-life process where a new enzymatic reaction would require some preparation time 

for e.g., co-factor exchange and necessary conformational rearrangements113). The individual pt 

parameters were calibrated to reflect the enzyme turnover times (on the order of 10-102 s)92,93, as 

well as methylation-specific rates. The highest pt values were set for the primary enzyme activities 

(mono-methylation for G9a94, di-methylation for SETDB193, and tri-methylation for SUV39H95). 

Reduced rates were parameterized for secondary reactions according to the available data92,93,95 

(see Supplementary Table 3.2S7 for a full list of pt values). The demethylation reaction catalyzed 

by KDM differs in that KDM is a one particle object and, hence, demethylation requires only two 

conditions to be met: (i) binding to a methylated H3K9 and (ii) a value from stochastic process 
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lower than the respective pt. Experimental data for KDM1A/B and KDM4C were used to calibrate 

the demethylation pt
96,97
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3.26 Figures and Tables 

 

 

 

Figure 3.21. Knockdown of SetDB1 with dCas9-KRAB  

(A) Schematic representation of the genomic location of SETDB1 targeting gRNAs. (B) 

Quantification of SETDB1 mRNA levels using quantitative PCR for the 2 most effective 

gRNA used along with and control non targeting gRNA. The statistical analysis was 

done using Student T test with 2 biological repeats and 3 technical repeats, N=6, * 

P≤ .05. (C) Western blot against SETDB1 and GAPDH proteins, conducted in biological 

triplicate for all samples. (D) Graphical representation of SETDB1 western blot. The 

statistical analysis was done using Student T test with 3 biological repeats and 2 

technical repeats, N=6, * P≤ .05 
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Figure 3.22. Chemical Induced Proximity (CIP) recruitment of HP1α to CiA-Oct4 eGFP 

allele 

 (A) Schematic representation of CiA-Oct4 eGFP allele. When the CIP-Rapamycin is 

introduced, Frb-HP1α fusion protein is recruited to the promoter region of the eGFP loci, this 

initiates the heterochromatin process and silences eGFP expression. (B) Fluorescent 

Microscope images of NT and one of the knockdown cells lines with images taken at different 

HP1α recruitment time. Phase channel and eGFP channel are overlayed, see Supplemental 

Figure 3.S3 for individual channels. (C) Flow cytometry analysis of NT cell lines with CIP-

HP1α recruitment times as indicated. (D) Quantitated representations of NT and two 

knockdown cell lines with eGFP+ cell population over HP1α recruitment time. Both of the 

knockdown cell lines showed significant differences compared to the NT cell lines post 1 day 

of HP1α recruitment time using Student T-test with 3 biological replicates, N=3, *** P 

value≤0.001  
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Figure 3.23. Chromatin-Immunoprecipitation of H3K9me3 following CIP-HP1α 

recruitment to CiA-Oct4 eGFP allele  

(A) PCR primer locations within the CiA-Oct4 eGFP loci. (B-D) H3K9me3 enrichment at -

169, 489 and 738 positions relative to the Transcriptional Start Site (TSS) at different CIP-

HP1α recruitment times as indicated. Student T-test with 2 biological replicates and 4 

technical repeats, N=8, * P value≤0.05 
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Figure 3.24. Monte Carlo simulation of Individual HMTs’ contribution  

(A) Molecular objects, their interactions and transformations constituting the histone 

methylation process; (B-D) Time charts of the averaged (over nucleosomes and ensembles) 

H3K9me3 levels in CT and SETDB1 (B), G9a (C) and SUV39H (D) knockdown systems; 

(E,F) Color-coded, ensemble/time averaged probability density distributions of H3K9me3 

marks over the ~20 kb chromatin fiber (102 nucleosomes) for the CT (E) and SETDB1 50% 

knockdown systems (F). 
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Sup fig 3.S1 SetDB1 Knockdown cell lines 

(A) SetDB1 mRNA RT-qPCR on the infected cell lines with 2 biological repeats. (B) 

and (C) Full western images of SETDB1 western blot with NT, gRNA -211 and gRNA -

117 with two separate channels for different antibodies. (D) and (E) technical repeat of 

western blot of (B) and (C).  
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Sup Fig 3.S2, Flow cytometry parameters 

 (A)flow cytometry forward vs sideway scatter area used to separate the live cells and dead 

cells. The boxed cell population is considered live cells. (B) flow cytometry forward scatter 

area vs forward scatter height used to identify single cells. The boxed cell singlet population 

is used for eGFP analysis. (C) the 0 days of HP1α recruitment cell population is used to 

identify eGFP positive population, the majority of the cell has high eGFP signal. 
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Sup Fig 3.S3, Phase and GFP cell images of NT and SETDB1 KD cell lines 

(A) individual cell images of NT cell lines under different HP1α recruitment time in Phase and 

GFP Channel. (B) individual cell images of -211 gRNA infected cell lines under different 

HP1α recruitment time in Phase and GFP Channel. (C) individual cell images of -117 gRNA 

infected cell lines under different HP1α recruitment time in Phase and GFP Channel. 
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Sup Fig 3.S4, Monte Carlo simulation of H3K9 methyltransferases KD 

% of overall unmethylated H3K9 tails over the simulation time under different 

SetDB1 knockdown conditions for (A), G9a for (B) and Suv39h for (C). (D) 
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Table 3.2S1 dCas9 gRNA sequences targeting SetDB1 

Position relative to the transcriptional start site gRNA sequence 

-64 CTACCGTCGGAGAGGCCGGA 

-77 TGGTCCCTTCGGGCTACCGT 

-117 ACTCTGGCGCCCGACCGCAA 

-135 GTTGTGGGGAGGACGGACTG 

-211 AGAGCTTCCATAAATGACTC 

NT GCGAGGTATTCGGCTCCGCG 

 

Table 3.2S2 PCR primers used in this paper 

Primer Name Primer sequence  

SetDB1 RT-qPCR Forward Primer GCCCACAGAGATCATTGAGATT 

SetDB1 RT-qPCR Reverse Primer CTTTTGGAGTTCTGCTCCCA 

GAPDH RT-qPCR Forward Primer CCAATGTGTCCGTCGTGGATCT 

GAPDH RT-qPCR Reverse Primer GTTGAAGTCGCAGGAGACAACC 

ChIP qPCR 169 Forward TGCTCCTCCACCCACCCA 

ChIP qPCR 169 Reverse AATCCCACCCTCTAGCCTTG 

ChIP qPCR 489 Forward GCGCACCATCTTCTTCAAGG 

ChIP qPCR 489 Reverse AGCTCGATGCGGTTCACCA 

ChIP qPCR 739 Forward GCACTTCTCTGGGGTCTCTG 

ChIP qPCR 739 Reverse CAGAGTTTAGAGGCTCTACAC 

ChIP qPCR IGR Forward CCCTATTACTTCGTGTCTGTCG 

ChIP qPCR IGR Reverse AGTCAGAGAGGCCAAGAACA 

 

Table 3.2S3 Individual particles’ parameters utilized in the simulations 

Particle Radius (nm) Mass (kDa) 

Nucleosome core 2.5 200 

H3_core 1 12 

H3_K9 1 1 

H3_K9me3 1 1 

HP1_cd 1.5 8 

HP1_csd 1.5 8 

HMT_bind 1.5 70 

HMT_cat 1.5 70 

KDM 1.5 100 
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Table 3.2S4 Parameters of particle-particle tethers utilized in the simulations 

Particle 1 Particle 2 Dmin (nm)* Dmax (nM) k** 

Nucleosome core Nucleosome core 13 17 0.5 

HP1_cd HP1_csd 2 4 0.3 

H3_core H3_K9 1 4 0.3 

H3_core H3_K9me3 1 4 0.3 

HMT_bind HMT_cat 3 5 0.833 

*Minimal and maximal particle-particle distances allowed without a penalty applied. 

**as well as the “spring-like” constant (k). 

 

Table 3.2S5 Association/dissociation probabilities of the interacting particles utilized in the 

simulations 

Particle 1 Particle 2 Reaction Probability 

H3_K9me3 HP1_cd Association 0.001 

H3_K9me2 HP1_cd Association 0.0001 

HP1_csdA HMT#_bind Association 0.001 

H3_K9 HMT1*_catA** Association 0.00001 

H3_K9me1 HMT1_catA Association 0.000001 

H3_K9me2 HMT1_catA Association 0.0000001 

H3_K9 HMT2_catA Association 0.000001 

H3_K9me1 HMT2_catA Association 0.00001 

H3_K9me2 HMT2_catA Association 0.000001 

H3_K9 HMT3_catA Association 0.0000001 

H3_K9me1 HMT3_catA Association 0.000001 

H3_K9me2 HMT3_catA Association 0.00001 

HP1_csdA HP1_csdA Association 0.00001 

H3_K9me# KDM Association 0. 0001 

H3_K9me3 HP1_cd Dissociation 0.0000001 

HP1_csd HP1_csd Dissociation 0.0000001 

HP1_csd HMT#_bind Dissociation 0.01 

HP1_csdA HMT#_bindA Dissociation 0.01 

H3_K9# HMT#_catA Dissociation 0.02 

H3_K9# KDM Dissociation 0.01 

*HMT1 represents G9a, HMT2 represents SetDB1, and HMT3 represents Suv39H in the 

simulation parameters 

**Active (A) and inactive (U) cat particle states 

 

 



135 

 

Table 3.2S6 Particle transformation and state change probabilities of the interacting 

particles utilized in the simulations 

Substrate Pre-cat-state Reaction 
Probabilit

y 
Product 

Post-cat-

state 

H3_K9 HMT1_catA

* 

Methylation 0.01 H3_K9me1 HMT1_catU

* 

H3_K9me1 HMT1_catA Methylation 0.0001 H3_K9me2 HMT1_catU 

H3_K9me2 HMT1_catA Methylation 0.0001 H3_K9me3 HMT1_catU 

H3_K9 HMT2_catA Methylation 0.0001 H3_K9me1 HMT2_catU 

H3_K9me1 HMT2_catA Methylation 0.01 H3_K9me2 HMT2_catU 

H3_K9me2 HMT2_catA Methylation 0.0001 H3_K9me3 HMT2_catU 

H3_K9 HMT3_catA Methylation 0.0001 H3_K9me1 HMT3_catU 

H3_K9me1 HMT3_catA Methylation 0.0001 H3_K9me2 HMT3_catU 

H3_K9me2 HMT3_catA Methylation 0.01 H3_K9me3 HMT3_catU 

H3_K9me# KDM Demethylatio

n 

0. 01 He_K9(-1) KDM 

HMT#_bind

A 

HMT*_cat State 0.01 HMT#_bind

A 

HMT#_catA 

HMT#_bind

A 

HMT#_catU State 0.01 HMT#_bind HMT#_cat 

HMT#_bind

A 

HMT#_catA State 0.00001 HMT#_bind HMT#_cat 

HP1_cdA HP1_csd State 0.01 HP1_cdA HP1_csdA 

HP1_cdA HP1_csdA State 0.000001 HP1_cd HP1_csd 

*Active (A) and inactive (U) cat particle states 
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CHAPTER 4 DISCUSSION 

4.1 Conclusion 

Epigenetic changes often exist as post translation modifications (PTMs) on histone proteins 

and are passed on during replication as another form of inheritable changes1,2. Inside the eukaryotic 

nucleus, DNA wraps around histone octamers to form nucleosomes3–5. With linker DNA in 

between each nucleosome unit, the genome can be described as “beads on a string”6. Based on the 

different PTMs on the histone proteins, the genetic “string” can be further compacted or relaxed5. 

The different compactions can result in different gene expression levels. Heterochromatin is a 

compacted and silence chromatin states, while euchromatin is the open and transcribed chromatin 

state. Unlike the genetic sequences, the chromatin state can change throughout an organism 

lifetime either due to internal signals or external signals7,8.  

Since the discovery of heterochromatin by Emil Heitz et al, scientists have been curious 

about the importance of heterochromatin and epigenetics and we now know the their important 

roles in both stem cells and differentiated cells1,8–10. Heterochromatin formation is crucial for the 

stem cell functions includes centromere formation, transposable elements repression, stem cell 

maintenance and cellular differentiation11–13. Incorrect heterochromatin formation often is 

correlated with a range of disease states, such as cancer14. Proper heterochromatin formation is 

dependent on the interactions between chromatin modifiers such as Heterochromatin Protein 1 

(HP1) and chromatin modifications such as H3K9me3.  
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In the past, we used simple staining method to first observed the condensed 

heterochromatin using a light microscope. With the advancement of technologies, there are more 

and better tools we can use to study epigenetics. However, the small modifications on histone tails 

and their molecular dynamics in epigenetic processes were still difficult to visualize. We 

envisioned we could bypass this problem by combining in vivo cellular data on heterochromatin 

formation with in silico computational simulation of chromatin interactions to examine the 

intricacy of chromatin compaction and gene repression. Our work in particular studied the 

heterochromatin formation process involving HP1 and H3K9 methyltransferases. The first part of 

our work examined the process of HP1α induced chromatin fiber condensations. In chapter 2, the 

in vivo data on eGFP repression was supported by the in silico data on chromatin fiber compactions. 

In the in vivo experiment the CiA-Oct4 cells were quickly silenced in an all of nothing approach, 

where CiA-Oct4 cells reached eGFP repression plateau after 2 to 3 days. In Figure 2.24D and 

Figure 3.22D, the graphs of GFP(-) and GFP(+) suggested there was not a linear correlation 

between the HP1α recruitment time to eGFP repression effect. This change of speed phenomenon 

was also observed in the in silico experiment, where chromatin compaction also required time to 

form uniformly. The in silico experiment used Monte-Carlo simulation approach to simulate 

chromatin fiber compaction. In this simulation, compaction of chromatin was heavily influenced 

by the HP1-mediated nucleosome bridging, where two HP1 proteins would bind to each other 

through their chromoshadow domain. Homodimer formation between two HP1 proteins were 

observed by others15–17. Our finding showed the HP1-mediated nucleosome bridging would 

require time to reach the right concentration to form stably. In the earlier time point with the low 

HP1 concentration, HP1-mediated nucleosomes bridge occurred sporadically, but a stable and 

uniform formation required time and enough HP1 binding. In Figure 2.21 D, the simulated 
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chromatin fiber varied in the radius of gyration with large and flexible chromatin fibers at the 

earlier time point; but at the later, time point the stable compaction had occurred the radius of 

gyration became much smaller and more consistent. These HP1 concentration based behavior 

changes were also been observed in the heterochromatin phase separation, where the high 

concentration of HP1α could drive the heterochromatin to demix from the nucleus like oil droplets 

in water18–21. Although the concentration of HP1α required to induce the phase separation was 

higher than our simulation, our findings support the idea of HP1 binding and recruitment were 

important in the heterochromatin formation process.  

Considering the importance of HP1 binding to heterochromatin formation, in chapter 3 we 

examined the H3K9 HMTs mediated H3K9me3 accumulation which would recruit HP1 binding. 

SUV39H2 and SETDB1 could catalyze the H3K9me2/3 methylation and we examined the 

individual contributions of SUV39H2 and SETDB1 in heterochromatin formation for the second 

part of this work. Both SUV39H2 and SETDB1 were recruited by HP1 during the heterochromatin 

formation process22–27. SUV39H2 and SETDB1 belonged to SUV39 subfamily of histone 

methyltransferases (HMTs) that catalyzed the same di- and trimethylation of H3K922,25,28,29. Here 

we utilized a dCas9-KRAB system to overcome SETDB1 knockout lethality in stem cells and as 

a modular system to quickly compare different HMTs26,30,31. Our CiA-Oct4 with dCas9 KRAB 

cell line data demonstrated SETDB1 knockdown (KD) demonstrated a bigger impairment to 

heterochromatin mediated gene repression compared to the SUV39H2 KD. The heterochromatin 

repression differences between SETDB1 and SUV39H2 were also observed in the in silico 

simulation experiment where SETDB1 KD showed the biggest reduction in H3K9me3 

accumulation compared to the other SUV39 subfamily HMTs. The reduction in H3K9me3 was 

supported by our in vivo data, where the SETDB1 KD cell line showed a decreased H3K9me3 
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accumulation compared to the NT cell line during the HP1α induced heterochromatin formation. 

In both of the in vivo and in silico experiments, the individual KD cell lines only slowed down the 

H3K9me3 accumulation and gene repression. All our experimental data showed, both of the 

SETDB1 and SUV39H2 KDs cell lines could not eradiated heterochromatin formation completely, 

only slowed down heterochromatin formation. These differences between SETDB1 between 

SUV39H1/H2 are also seen by SETDB1 lethality and SUV39H1/H2 only impaired growth32. The 

SETDB1 could also monomethylate H3K9 which had been demonstrated to assisted 

SUV39H1/H2 mediated H3K9me3 which could contribute to the SETDB1 KD mediated 

impairment to heterochromatin formation27,33,34. In conclusion our work here examined the 

molecular mechanism of heterochromatin formation and demonstrated the importance of SETDB1 

and HP1 binding. The systems we used and developed could be further improved to study 

epigenetic process.  
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4.2 Future direction 

This collaborative work between the Hathaway lab and the Kireev lab has examined 

heterochromatin formation through an innovative approach, combining the CiA system, CRISPR-

Cas9 and Monte-Carlo simulations to visualize the chromatin fiber condensation and contribution 

of individual heterochromatin components within. Based on our findings, HP1 binding and 

concentration have significant impacts on heterochromatin formation and SETDB1 can have more 

impacts than SUV39H2 on HP1α induced heterochromatin formation. Our innovative approach 

has only examined a small part of the heterochromatin formation process . For the future directions, 

there are a few approaches we can take. First, we can examine the effects of SETDB1 knockdown 

(KD) outside of the CiA-Oct4 locus for example would the SETDB1 KD impair the stem cell 

differentiation process. Second, we can envision the effect of SETDB1 KD on chromatin fiber 

compaction by combining the two Monte-Carlo simulations.  

SETDB1 has important functions in stem cell, it can contribute to the ES cell state 

maintenance and to the cellular differentiation process35–38. In maintaining the stem cell state, 

SETDB1 is necessary for the expression of pluripotency genes and repression of lineage specific 

genes36–38. If we induce differentiation under the SETDB1 KD condition, we predict it would be 

easier. The question arises is will the same effects on differentiation be seen in the KDs of other 

SUV39 subfamily of HMTs. Although SUV39H1/H2 have been implicated in cellular 

differentiation process, their main functions are still the contribution to constitutive 

heterochromatin formation. We could have used retinoic acid to induce differentiation in stem cells. 

Retinoic acid (RA), a derivative of vitamin A, is a key player in cell growth and differentiation. 

RA binds to retinoic acid receptors (RARs) which forms a heterodimer with retinoid X receptors 

(RXR) to control gene expression and induce cellular differentiation39. During the process of RA 
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induced differentiation, many pluripotency genes are repressed including Oct440,41. With the 

reduction in SETDB1, we predict stem cells would fail to maintain pluripotency and differentiation 

by RA would be easier as well. SETDB1 also has been implicated in adipocyte differentiation 

which is another differentiation assay we can test42. By using the same differentiation method to 

SUV39H2 KD cell lines, we would imagine a differentiation process that is less impaired compare 

to SETDB1 KD cell lines. SUV39H1/H2 main contributions are found to be in the constitutive 

heterochromatin formation43,44. SUV39H1/H2 are not heavily implicated in the stem cell 

maintenance like SETDB1. In addition to the differentiation process, the SETDB1 KD can also be 

tested in various disease models45–49. We can use the dCas9 system and SETDB1 gRNA in various 

cancer cells. SiRNAs and small molecules targeting SETDB1 have produced positive effects on 

treating cancer cell lines29,45,50–52. However, with these studies, 50% of KD produced using our 

system could still enable cancer growth.  

Through both of the computer simulation experiments, we have identified the importance 

of HP1 binding to heterochromatin formation and the contribution of SETDB1 to H3K9me3 

accumulation. The data from the two simulation experiments are interconnected where H3K9me3 

accumulation directly affect HP1 binding and HP1 can recruit HMTs to heterochromatin regions. 

Based on our in vivo data, we can envision the SETDB1 KD impaired H3K9m3 accumulation 

affect HP1 binding, and subsequently affecting the compaction of the chromatin fiber. The 

combination of these two simulation programs can help us imagine the process of heterochromatin 

formation under perturbed system. The success of such simulation could be the foundation for 

more in silico experiments adding more and more molecular components. We also further this 

work by creating more KD cell lines targeting other HMTs. Since the model has already examined 

the contribution of other SUV39 subfamily of HMTs, the creation of other SUV39 subfamily of 
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HMTs KD cell lines can further diversify the simulation. We can envision a computer simulated 

chromatin fiber compaction process with individual heterochromatin components represented by 

a particle and interactions between each particle are based on in vivo data.  

Our work on histone methyltransferases contribution to heterochromatin formation have 

combined the in vivo and in silico experiments which enable us to visualize the chromatin 

compaction process, this approach can be used by our group as well as others to study the intricacy 

of epigenetic process.  
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