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ABSTRACT

Austin R. Ward: Immersive Search: Comparing Conventional and Spatially
Arranged Search Engine Result Pages in Immersive Virtual Environments

(Under the direction of Rob Capra)

Advances in immersive technologies (e.g., virtual reality head-mounted displays) have brought a

new dimension into user interfaces to increasingly more people in the recent years. However, little

prior work has explored how people could use the extra dimension afforded by VR HMDs to aid

in the information retrieval process. My dissertation research investigated how different task types

and layouts of search engine result pages (displays) in immersive virtual environments impact the

information retrieval process.

In this dissertation, I present results from a within-subjects user study to investigate users’ search

behaviors, system interactions, perceptions, and eye-tracking behaviors for four different spatial

arrangements of search results (“list” - a 2D list; “curve3” - a 3x3 grid; “curve4” - a 4x4 grid; and

“sphere” - a 4x4 sphere) in a VR HMD across two different task types (Find All relevant, Pick 3

best). Thirty-two (32) participants completed 5 search trials in 8 experimental conditions (4 displays

x 2 task types). Results show that: (1) participants were accepting of and performed well in the

spatial displays (curve3, curve4, and sphere); (2) participants had a positional bias for the top or

top left of SERPs; (3) the angle of search results and layouts influenced the navigation patterns

used; (4) participants had a preference for physical navigation (e.g., head movement) over virtual

navigation (e.g., scrolling) to view and compare search results, and (5) participants were less likely

to perceive a rank order in the spatial displays where a clear scan path was not obvious to them.
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CHAPTER 1

Introduction

The field of information science has looked at the presentation of search results in two-dimensional

interfaces for years. However, rapid advancements in computational power, display technology, and

improved tracking mechanisms have moved the immersive technologies of virtual reality (VR) from

the realms of science fiction to real, available tools within the past few years. Head-mounted displays

(HMDs) are one such tool that allow humans to immerse ourselves in entirely new worlds or to add

virtual objects and information to our natural world. It is the immersion that these technologies are

capable of providing that opens up a new dimension of interaction for users and how they might use

it to search for information. This area of "immersive search" is still a new area of exploration in

interactive information retrieval (IIR) and there are fundamental questions about how the addition

of a third dimension may impact how information retrieval is performed by users and how it would

be best to present those results to users. Overall, I want to conduct research to help understand

what elements of immersive virtual environments (IVEs) experienced through HMDs can be used to

help users perform information retrieval.

Immersion through HMDs can engage users’ vestibular and proprioceptive systems by requiring

head and body movements, which allows us to consider how we can utilize humans’ innate spatial

cognitive abilities to help design more effective search user interfaces. Immersion can allow humans

to use depth cues like stereopsis and perspective to increase their information bandwidth and

to facilitate interfaces that reduce information clutter through overlap or occlusion Bowman and

McMahan (2007). Spatial displays are the structuring of virtual objects in 3D space, and spatially

arranging information and search user interface components in IVEs can provide a way to engage

the non-visual senses in information retrieval. Previous work on information displays in IVEs have

shown spatial displays of information to aid with recall, path integration, and simple visual search

Bakker, Werkhoven, and Passenier (2001); Krokos, Plaisant, and Varshney (2019); Pausch, Proffitt,

and Williams (1997). Studying these immersive search user interfaces may prove to be vital when
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navigating information has to be done without the ability to use one’s hands, like a doctor in the

operating room.

Few efforts have been made to explore what immersive technologies mean for IIR, and of the

ones that have, none have specifically looked at search user interfaces in IVEs Schleußinger (2021).

As a precursor to my main dissertation study, I conducted a preliminary study Ward and Capra

(2020) to explore how different spatial arrangements of search results in an IVE impacts information

search at the surrogate level with remember-level task complexity. The results of that study and the

literature review of this area have informed the design of my dissertation research that is outlined in

this document.

Research Questions In an effort to understand how different spatial displays of search results

and task types impact users’ interaction with the results, I conducted a user-study with four spatial

displays (list, curve3, curve4, sphere) and two task types (Find All and Pick 3). I investigated the

following research questions (more details are given in Chapter 3):

RQ1: How do different task types and display impact users’ ability to find information with

immersive search engine result pages?

RQ1a: What is the effect of task type on time-on-task?

RQ1b: What is the effect of display on time-on-task for the Find All task?

RQ1c: What is the effect of display on time-on-task for the Pick 3 task?

RQ1d: What is the effect of display on accuracy for the Find All task?

RQ1e: What is the effect of display on the average rank of selected documents for the

Pick 3 task?

RQ2: How do different task types and display impact users’ interactions with immersive search

engine result pages?

RQ2a: What is the effect of task type on users’ interactions with the system?

RQ2b: What is the effect of display on users’ interactions with the system for the Find

All task?

RQ2c: What is the effect of display on users’ interactions with the system for the Pick 3

task?
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RQ3: How do different task types and display impact users’ perceptions of using immersive

search engine result pages?

RQ3a: What is the effect of task type on users’ perceptions?

RQ3b: What is the effect of display on users’ perceptions for the Find All task?

RQ3c: What is the effect of display on users’ perceptions for the Pick 3 task?

RQ3d: What is the effect of display on users’ perceptions of their starting points and

navigation patterns?

RQ3e: What is the effect of display on users’ perceptions of result order in the Pick 3

task?

RQ4: How do different task types and display impact users’ eye interactions while using

immersive search engine result pages?

RQ4a: What is the effect of task type on eye-tracking measures?

RQ4b: What is the effect of display on eye-tracking measures for the Find All task?

RQ4c: What is the effect of display on eye-tracking measures for the Pick 3 task?
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CHAPTER 2

Background

My dissertation study is built on two areas of research: 1) immersive information environments -

computing environments that can surround users in information through large displays, multiple

displays, or head-mounted displays; and 2) search user interfaces - the tools that enable users to

interact with search systems. In this chapter, I describe how these areas contributed to my research. I

also describe my preliminary Immersive Search study in detail and how it connects to my dissertation

study.

2.1 Immersive Information Environments

Researchers have studied how to present information in 3D virtual environments in conventional

computing setups (e.g., desktop computers) and in immersive environments (e.g., VR HMDs). In

the following sections, I discuss the prior work in information presentation and use in immersive and

non-immersive virtual environments. Then, I discuss studies that have explored how information

presentation in conventional and immersive environments impacts tasks involving document storage

and retrieval, spatial memory, visual search, and sensemaking and how I built on that prior work in

my dissertation study.

2.1.1 Information Presentation

In both immersive and non-immersive 3D virtual environments, information can be presented to

the user in layouts relative to the user, virtual objects, or the virtual environment. In "Windows

on the World," Feiner et al. described three presentation layouts: view-fixed, surround-fixed, and

world-fixed Feiner, MacIntyre, Haupt, and Solomon (1993). Billinghurst et al. would later use the

same presentation layouts, but refer to them as display-fixed, body-fixed, and world-fixed Billinghurst,

Bowskill, Jessop, and Morphett (1998). Bowman et al. would extend the three presentation layouts

into four, adding the object-fixed layout Bowman et al. (2003). The presentation layouts are outlined

in Table 2.1. However, since my dissertation work will utilize a world-fixed presentation, I will only
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describe that in detail.

Presentation AKA Perspective Virtual Object View
Display-fixed View-fixed, View-

port space
Egocentric Dependent on user’s location and user’s

view
Body-fixed Surround-fixed,

Body-stabilized,
User space

Egocentric Dependent on user’s location but not user’s
view

World-fixed Environment-
fixed,
World space

Exocentric Dependent on location in the virtual envi-
ronment

Object-fixed Object space Exocentric Dependent on an object’s location in the
virtual environment

Table 2.1: Information Presentation Layouts

The world-fixed presentation layout (Figure 2.1) describes when objects are attached to the

environment. This presentation layout is independent of the user location and movement, and could

be seen as an opposite of the display-fixed presentation layout. Whereas the display-fixed object will

always be in a user’s view, the world-fixed object would only ever be in a user’s view if the user

was in the same space as the object and looking towards it. World-fixed information objects are

attached to specific locations in the virtual environment and are immovable, and occasionally they

are described as "absolute locations" Cockburn, Quinn, Gutwin, Ramos, and Looser (2011).

Figure 2.1: World-fixed presentation. The information objects are attached to locations in the
virtual environment. As the user moves their head and body, the angle and distance the information

object will be viewed from will change.
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In my dissertation research, I utilized a world-fixed layout for my immersive SERP displays.

While the layout is centered around the user and might be viewed as body-fixed, the participant was

seated and the interface not programmed to move around with the user. Prior work has shown that

fixing the location of virtual windows for users when they need to interact with them reduces errors

with input B. Ens, Hincapié-Ramos, and Irani (2014); B. M. Ens, Finnegan, and Irani (2014); Lages

and Bowman (2019).

2.1.2 Immersive Information in Conventional Environments

Single monitor desktop computing environments are capable of rendering low immersion virtual

environments. In terms of document storage, retrieval, and memory tasks, single monitor studies

that use 3D virtual environments often provide fixed perspective views of document hierarchies that

indicate depth through document size manipulation or lighting cues. These environments are still

interacted with using the same keyboard and mouse as one would use in a 2D desktop environment.

The Data Mountain study 1998 was an early attempt at studying using 3D virtual environments

in a single monitor environment for document management and retrieval G. Robertson et al. (1998).

In the Data Mountain system, users were allowed to place documents at arbitrary positions along an

Figure 2.2: Data Mountain non-immersive 3D virtual environment
G. Robertson et al. (1998)
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angled plane in a 3D virtual environment using a single monitor desktop computing environment

(Figure 2.2). Users viewed the environment through a single, fixed viewpoint and did not navigate

through the environment. They interacted with the documents using a mouse and keyboard. The

document surrogates were thumbnail images that showed a pop-up window with the document title

when the user hovered over the document. G. Robertson et al. performed a between-subjects user

study where 32 participants performed web page storage and retrieval tasks in either a conventional

web browser using the browser’s bookmarking feature or with a version of Data Mountain (i.e.,

Internet Explorer 4, Data Mountain v1, Data Mountain v2). The 2nd version of Data Mountain

(DMv2) was created from design suggestions from the DMv1 group, like preventing document

occlusion. During the document storage task, users were given 100 web pages to store and organize

in preparation for use in a second task. After a break, the second task instructed users to perform

100 document retrieval trials using one of four cuing conditions (25 of each): document title, sentence

summary of document content, a document thumbnail, or combination of all three. The researchers

collected data on: document retrieval time, number of incorrect document opens before successful

retrieval, number of failed retrieval trials, and participant subjective ratings of the software. The

results from the analysis on the collected data show that the Data Mountain v2 group performed

their retrieval tasks faster (across all cuing conditions), had fewer incorrect retrievals, and failed

fewer trials than the web browser condition. Though there was no significant difference in the

subjective ratings between the conditions, in a final question of system preference the users of the

Data Mountain v2 preferred it to the web browser condition. The researchers concluded that the

results from the user study suggest that 3D virtual environments could aid users in document storage

and retrieval through the use of the users’ spatial memory G. Robertson et al. (1998). A follow up

study brought 9 of the participants back six months later to observe the effect of thumbnail images,

spatial locations, and mouse-over text on participants’ ability to retrieve the documents from their

original spatial layouts Czerwinski, Van Dantzich, Robertson, and Hoffman (1999). After a 5 minute

review session of their layouts, participants were tasked with another 100 trials using the same cuing

conditions in the previous study, rotating between showing document thumbnails and showing blank

images every 10 trials. The results showed that when thumbnails were present, participants were no

slower with their retrieval tasks months later. Removing the thumbnails did initially increase retrieval

time during the thumbnail-only cuing condition, but the difference in retrieval time disappeared
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Figure 2.3: Internet Explorer 4 - Used as the
baseline (2D) condition in Data Mountain

Museum (n.d.)

Figure 2.4: Cockburn and McKenzie’s
alternate 2D display

Cockburn and McKenzie (2001)

after 2 blocks of no thumbnail trials. The results may suggest that non-pictorial information can be

stored and retrieved effectively even in single monitor 3D virtual environments.

Cockburn and MacKenzie 2001; 2002 followed up Data Mountain with comparative evaluation

studies that used document storage and retrieval systems designed to be similar to Data Mountain

and attempted to control for confounding factors Cockburn and McKenzie (2001, 2002). In their 2001

study, the researchers developed a system to replicate the same 3D document storage and retrieval

mechanisms as the Data Mountain study to compare against a similar 2D version of the system

instead of a web browser. As in the Data Mountain system, when documents in the 3D system

were dragged up along the Y-axis, they would shrink in size creating the illusion that they were

being placed further away from the screen. The 2D version of the system used the same document

organizing system aside from two main differences: 1) dragging documents along the Y-axis did

not change their size (remove the illusion of depth) and 2) it allowed users to overcome document

overlap occlusion by clicking a document bringing it to the front of the overlapping documents. The

occlusion issue required a user interaction because the documents were at the same depth - in the

3D interface the documents would be automatically handled by dragging a document forward or

back. Researchers performed a mixed-factor study with 28 participants performing tasks across

interface types (2D or 3D) as the between-subjects condition and document density (33/66/99) as

the within-subjects condition. Participants were tasked with storing 33 documents in their interface

condition, answering Likert scale questions about storage, performing ten document searches based
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on cues, and then answering Likert scale questions about retrieval. This was repeated twice, each

consecutive time adding more documents to the storage for a total of 99 documents stored. The

analysis of the collected data failed to find significant differences in retrieval times, number of

failed retrieval trials, or a majority of the subjective ratings of the interfaces across the 2D and

3D interfaces. However, a final question asking participants if the system they used was effective

resulted in a significantly higher score for the 3D interface. The difference in the results compared

to Data Mountain may be due a lack of 3D fidelity in the spacial cues in this study’s 3D system (the

authors described Data Mountain as having many sophisticated visual cues for their 3D effect), a

participant pool that was already familiar with 2D interactions on computers, or a lack of statistical

power with only 14 participants in each of the 2D and 3D conditions Cockburn and McKenzie (2001).

In the following study in 2002, the researchers investigated the effectiveness of spatial memory in

Figure 2.5: Cockburn and McKenzie’s physical and virtual 2D, 2½D, and 3D displays
Cockburn and McKenzie (2002)

physical and comparable virtual models across 3 fixed perspectives (2D, 2½D, and 3D): the 2D

interface allowed for positioning documents along the X and Y axis as if on a flat square; the 2½D

interface was nearly identical to the Data Mountain 3D inclined plane positioning; and the 3D

interface was the 2D interface that also allowed for Z axis position similar to a cube. This produced
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a total of six conditions (Figure 2.5. The physical interfaces were constructed of metal rods, fishing

line, and photo-quality printed images of documents. The mixed-factor study design (interface -

between-subject and density - within-subjects) and storage tasks, questionnaires, retrieval tasks,

and density conditions were repeated from the prior study. The results from the study showed

that participants took longer for the retrieval tasks in the 2½D and 3D conditions than in the 2D

conditions and that participants rated the 2½D and 3D conditions lower than the 2D conditions.

In their responses to questionnaires, participants reported that they found the 3D interfaces to be

more cluttered and less efficient for completing the tasks than the other conditions. The results

suggest that the ability of participants to quickly find documents decreased as the freedom to use the

third dimension increased. The researchers wrote that 3D hinders retrieval for what they describe

as relatively sparse information retrieval tasks. This ultimately paints a different picture of the

benefits afforded by non-immersive, single monitor 3D virtual environments for document storage

and retrieval than the original Data Mountain studies did Cockburn and McKenzie (2002).

In 2001, Tavanti and Lind performed two between-subjects experiments to observe the impact of

2D vs 3D on spatial memory tasks Tavanti and Lind (2001). In their first experiment, 20 participants

performed a memorization task and a recall task using either a 2D display condition (a 2D scrolling

tree) or a 3D display condition (a single monitor 3D virtual environment similar to the Data Mountain

3D incline). The displays were filled with 27 Swedish alphabet letters, nested in trees to 4 levels deep,

initially rendered blank until the participants clicked on the image to temporarily reveal the letter.

Participants were given a three phase task: (1) spend two minutes to click on the 27 rectangles in

their display condition in any order they chose; (2) answer a series of unrelated questionnaire items;

and (3) associate a letter with the its location in the obscured display condition from a sequence of 10

letters. The researchers collected data on the number of correct responses by location and by depth

level. They found from their analysis that the participants using the 3D condition had a significantly

higher number of correct responses by exact location and depth level than the participants using the

2D scrolling condition. The researchers followed this experiment with a second that replaced the 2D

scrolling tree with a 2D static tree with all the letters visible in a single window. With all other

methods the same, the results from the second experiment also found that the participants using the

3D display condition had a significantly higher number of correct responses by both exact location

and depth. The results of experiments suggest that single monitor 3D virtual environments may be
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Figure 2.6: Tavanti and
Lind’s 2D scrolling display
Tavanti and Lind (2001)

Figure 2.7: Tavanti and
Lind’s 3D display Tavanti and

Lind (2001)

Figure 2.8: Cockburn’s
alternate 2D display

Cockburn (2004)

beneficial in spatial memory tasks in conventional computing environments Tavanti and Lind (2001).

Cockburn 2004 also performed a study to replicate Tavanti and Lind’s experiments, again

designing a system to replicate the original but controlling for confounding factors Cockburn (2004).

One confounding factor to control for when comparing the systems were the difference in the vertical

(Figure 2.6) and the horizontal arrangement (Figure 2.7). The other confounding factor was the

difference in how humans read and memorize images and letters (e.g., languages are often read in a

direction whereas images might not be). To account for this, Cockburn’s study included an image

condition as well as alphabet condition. Also in Cockburn’s system, the 2D vertical tree display

condition was replaced by a near duplicate of the 3D horizontal tree condition but with the depth

cues removed (Figure 2.8). Forty-four participants performed two memorization and two recall tasks

in either the 2D or 3D display condition. In the first memorization/recall task, participants needed

to remember and recall the location of 26 letters in a close approximation of the Tavanti and Lind

task. In the second, participants were instead tasked with remembering and recalling the location of

flags. There were no significant differences observed in the participants’ number of correctly recalled

items between the 2D and 3D display conditions. The results of this study disagree with those of

Tavanti and Lind, suggesting that perhaps the differences observed in the prior study were due to

one of confounding factors mentioned above and not to a clear benefit afforded by the 3D interface.

The research using spatial layouts for document storage, retrieval, and memorization in single

monitor 3D virtual environments initially suggested that users could see performance and efficiency

gains when using the 3D layouts compared to 2D equivalents Czerwinski et al. (1999); G. Robertson

et al. (1998); Tavanti and Lind (2001). However, followup studies by other researchers showed that
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when controlling for confounding factors (e.g., interface and interaction differences) the differences

in performance (e.g., task time, error rates) were not significant between the 3D and 2D interfaces

Cockburn (2004); Cockburn and McKenzie (2001, 2002). The different observations seen in these

studies could be due to any of those confounding factors. In my dissertation study, I plan to utilize

conditions that have as few differences between each other and their direct conventional computing

environment analogs.

Multiple monitor desktop computing environments extend the single monitor environment by

increasing the possible area to display virtual information to the user either by arranging the monitors

around the user to surround them with virtual working space or by tiling the displays to create a

larger display area. Research work in the 1990s observed productivity benefits such as lower task

times when using larger desktop monitors versus using smaller desktop monitors, but only up to 21"

of diagonal viewing areas Bruijn, Mul, and Oostendorp (1992); Dillon, Richardson, and McKnight

(1990); Kingery and Furuta (1997); Simmons and Manahan (1999). Prior work has studied the

difference in user performance in navigation, search, and comparison tasks between multi-monitor

environments and large screen displays (with effective viewing areas much larger than 21") versus

single monitor environments and also the impact of monitor arrangement when using multiple

monitors. These studies also consider different information presentation layouts as participants

navigate virtual environments from a seated or standing position.

In 2003, Czerwinski et al. conducted a within-subjects study with 15 participants to observe the

effects of a large screen display against a small screen display in a series of common office computing

tasks Czerwinski et al. (2003). The large screen display (Figure 2.9) was an experimental display

that was 42" wide (3072 x 768 resolution) and the small screen display was a 15" monitor (1024

x 768 resolution). Each participant completed 12 tasks in each display condition. Each task was

an 8-step sequence of common office sub-tasks that included remembering a phone number from

the beginning to the end of the task, performing a web search, and adding images to a PowerPoint

slide. The results showed no significant difference for the phone number memorization sub-task

between display conditions. However, task times were significantly faster on the large display than

on the small display, with an average of 116 seconds on the former and 127 seconds on the latter

(9% difference). The researchers suggest this may be because participants did not have to occlude

unused programs to see the active programs, reducing the mental workload of managing program
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Figure 2.9: Czerwinski et al.’s Large Screen Display Czerwinski et al. (2003)

windows. Despite the overall conclusion that the larger display was beneficial to users performing

office computing tasks, the researchers noted the usability issues that arose from the operating

system not designed for such large screens (e.g., requiring too much arm movement for the mouse

cursor, location of "start menu" button not being easily accessible from all focus points).

Ball and North 2005 explored how participants performed a simple search task (i.e., find a red

dot out of a thousand gray dots) and a compare task (i.e., find red targets in an image and identify

identical pairs) in 1, 4, or 9 tiled monitor arrangements Ball and North (2005). The participants

completed these tasks in Microsoft Picture Viewer. The authors note that while the 1 and 4 monitor

arrangements required the software’s zoom+pan feature to view the entire image, the 9 monitor

arrangement was able to display the entire image without it. Their research found that participants

performed both types of tasks quicker in the largest arrangement of monitors. They hypothesized

that the difference was due to the use of physical navigation (i.e., turning their head to view the

image) compared to the small 1- and 4- monitor configurations’ higher required use of the pan+zoom

technique to view the entire image space. The 9 monitor configuration resulted in the lowest time on

task for both. Participants reported a preference for physical navigation over virtual pan+zoom. The

results of this study appear to line up with Czerwinski et al. 2003 in that the participants performed
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Figure 2.10: Polys et al.’s 1 Monitor Display
Polys et al. (2007)

Figure 2.11: Polys et al.’s 9 Monitor Display
Polys et al. (2007)

better in the larger display conditions due to the use of the space compared to software tools (e.g.,

window management, zoom+pan). This may suggest that the use of space in larger displays does

benefit users performing productivity tasks Ball and North (2005).

In 2006, Polys, Shupp, Volpe, Glina, and North conducted a study in desktop displays where

participants completed search and comparison tasks to find information about virtual objects (i.e.,

cells and molecules) in a virtual environment using either a object-fixed or monitor-fixed information

layout on a desktop display Polys et al. (2006). The monitor-fixed layout was not categorized earlier

in this chapter, as this was a unique instance of its use, but it is when the windowed view into the

VE is separate from the windowed view that includes information about the VE (akin to side-by-side

application windows). The search task asked users to either use spatial information to find abstract

information about an object (e.g., "What molecule is just outside of the nucleolus?") or to use

abstract information to find out spatial information (e.g., "Where in the cell is the Pyruvic Acid

molecule?"). The comparison tasks were similarly structured but asked an additional location or

comparison data point. The researchers did not observe a significant difference in the time spent on

task or the accuracy of the answers between the conditions, but the participants reported preferring

the monitor-fixed presentation. The research was limited in immersion due to the use of a 2D

monitor which caused occlusion issues in the object-fixed presentation, likely leading to the user

preference for the monitor-fixed layout. This study was followed up with a similar, but more complex,

study that expands on Polys’ previous work of seeing how annotation of objects with information

is affected by various conditions Polys et al. (2007). The researchers used a mixed effects study
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approach with the field of view (60/100 degrees) as a within-subjects condition and the display size

(1 or 9 tiled) and display space (Object-fixed or Display-fixed) as the between-subjects conditions.

Each participant completed 4 tasks (2 search and 2 compare, nearly identical to the tasks in the

2006 study) in each of the four sets of conditions for a total of 16 tasks. Accuracy was higher for

the display-fixed interface across all tasks. The display-fixed performed better (accuracy) in single

monitor while the object-fixed was better for the 9 monitor layout. Participants performed worse on

accuracy when using the object-fixed layout in the 1 monitor condition with a 100 degree field of

view. The time it took to complete the task was measured, with the 1 monitor condition resulting

in significantly lower task times than the 9 monitor condition, but there is an issue in using this

metric to compare between monitor conditions. This was due to frame rate differences that occurred

when participants changed their view, with the frame rate being much slower in 9 monitor condition

(1.2 fps when in motion) than in the 1 monitor condition (6.7 fps when in motion), potentially

impacting the task times for the 9 monitor condition. The object-fixed tasks did take significantly

more time than the display-fixed tasks in each variation of the tasks. The results from this study

may suggest that occlusion is the greatest hurdle in attaching information to virtual objects. As the

screen real estate was reduced (moving to 1 monitor over 4 or 9), participants performed tasks with

greater accuracy in the display-fixed condition. However, as the screen space increased, there was

significantly higher accuracy in the object-fixed conditions over the display-fixed conditions. This

suggests that when using a larger display or head-mounted displays that the object-fixed layout may

be beneficial for search and comparison tasks Polys et al. (2007).

Shupp, Andrews, Dickey-Kurdziolek, Yost, and North 2009 performed 2 experiments to explore

how different numbers of monitors (12 or 24) and their layouts (flat or curved) compared to each

other and to a single monitor for various tasks Shupp et al. (2009). The first asked participants to

perform hard and easy visual search tasks in various monitor conditions (single, 12 flat, 12 curved,

24 flat, 24 curved). The second asked participants to perform three tasks (search, compare, insight)

in each of a 24 flat and 24 curved monitor condition. In the first study, 40 participants were given

easy and hard search tasks to find in their display condition. Participants were significantly faster

(30%) in the curved monitor setting than the flat in the simple search task. Participants performed

significantly faster using 24 monitors than 12 across all tasks, which the researchers suggest is

because of the greater amount of physical navigation afforded through the larger arrangements.
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Taken together, participants performed significantly faster in the 24 curved monitor condition than

in any of the other four conditions. The researchers noted that this may be due to a bias towards

remaining seated near the mouse and keyboard for the task, as the monitors were curved around the

participant’s chair. The single monitor condition performed so poorly it was excluded from further

comparisons after the first. In the second study, 16 participants did search tasks, compare tasks,

and insight tasks across both display conditions. In the search tasks, participants were faster in the

search task when the target was on the left side of the flat displays, possibly indicating participant

bias to upper left for the flat monitor. The curved monitors were reported as less frustrating, possibly

owing to the less required physical movement. Participants reported a clear preference for the curved

display for all the task types. The results for the two studies suggest a benefit of using curved layouts

for larger displays in searching tasks .

In 2010, Andrews, Endert, and North 2010 conducted a pair of studies to observe how an

arrangement of monitors (Figure 2.12) providing a large digital work space would affect participants’

sensemaking processes Andrews et al. (2010). The authors wanted to see if the size of the display

given to participants would encourage them to adopt a spatially based approach to tasks (e.g.,

arranging application windows in certain places or in relation to each other). The authors called

their display arrangement the "analyst’s workstation," and it was a 4x2 grid of 30" 2560 x 1600

resolution monitors curved around the participant. The first study was a between-subject design with

8 participants that compared the analyst’s workstation with a single 17" monitor. Each participant

completed a sensemaking task to establish a "ground truth" goal, using a dataset of 238 documents

with about 10 essential documents needed to complete the task. The authors did not find significant

differences in the time taken to complete the task or the completeness of the solution between the

groups. The differences manifested in the use of space (the large screen group used the monitors to

lay out the documents) and the returned documents (the single monitor group returned digital and

paper notes while the large screen group only returned digital). The results suggest the multiple

monitor display assisted participants with external memory by laying the documents out to make

information easily visible and through physical navigation with the head turning being a quick way to

glance at information. Both external memory and physical navigation were reported to be preferred

over the virtual navigation (flipping between documents) on the single monitor condition. In the

second study, five participants used the analyst’s workstation to perform the same sensemaking task
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Figure 2.12: Andrews et al.’s 2010 multiple
monitor setup

Andrews et al. (2010)

Figure 2.13: Andrews and North’s 2013
multiple monitor setup

Andrews and North (2013)

with the same core data set that had been modified to removed combined documents that provided

multiple information points (thus encouraging use of the space and not combined documents). The

results of the second study supported the results of the first; the large screen display was used for

external memory (glanceable documents made rereading and rescanning quick). The authors also

noted the common behavior of creating a "work zone" region of primary focus where active search

tools were placed and most of the document reading was performed. The other screens were used

for clustering similar documents and tools. One participant was noted for using the space to create

a timeline of documents and not for clustering. The authors suggest from these results that large

virtual spaces that are physically navigable offer users opportunities to offload document management

and memory to the environment so they can more effectively complete their sensemaking tasks .

In a follow up study in 2013, Andrews and North 2013 used the same "analyst’s workstation" 4x2

monitor grid computing environment (Figure 2.13) from their 2010 study Andrews et al. (2010);

Andrews and North (2013). Sixteen participants either used the large screen display or a single 17"

monitor condition to perform a sensemaking task using a dataset of 58 documents (10 essential, 5

misleading). The researchers in the 2013 study found similar support for the large screen display as

a spatial workspace used by participants to externalize memory of documents through positioning

documents according to relationship and pertinence to the task. An analysis of the final spatial

structure of the documents showed the single monitor group would anchor their documents in the

top left of the display while the large screen group would anchor the documents in the center of their

view. The researchers suggest that the benefits afforded by the screen real estate and the advantage

of physical navigation over virtual navigation reinforce their findings from the 2010 study.
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The research that has looked at the effects of using multiple monitors and large screen displays

to perform search tasks, comparison tasks, and sensemaking tasks suggests clearer benefits for users

in computing environments that offer a large workspace for placing documents and tools over single

and small display environments Andrews et al. (2010); Czerwinski et al. (2003); Polys et al. (2007).

The literature also suggests that virtual navigation (application window management, page turning)

can be a mental bottle neck that physical navigation (turning the head towards an ever presence

document) can help with. Researchers suggest that these large spatial workspaces work as an external

memory for users Andrews et al. (2010); Andrews, Endert, Yost, and North (2011); Andrews and

North (2013). In my dissertation work, I made comparisons between display conditions that require

virtual navigation only, physical navigation only, and a mixture of both.

2.1.3 Information in Immersive Environments

Researchers have studied information and object search in immersive virtual environments (e.g.,

using VR HMDs) where participants were instructed to complete visual search tasks, comparison

tasks, and sensemaking tasks while in an IVE. In each of the following studies, information is

presented in one of the layouts described earlier in this chapter (Table 2.1). The findings of these

studies suggest that information search and sensemaking is possible in IVEs while using HMDs.

These findings also were part of the foundation for the immersive search study that I conducted as a

preliminary study (Section 2.3).

In 1997, Pausch et al. ran a between-subjects study with 48 participants to study the quantifiable

aspects of immersion Pausch et al. (1997). The study had participants in a virtual environment

that was randomly populated with letters on the walls of a square box (world-fixed layout) that

was observable through two conditions: 1) a VR condition where participants used a HMD to view

the room and move the camera view, and 2) a desktop display condition where participants used

a HMD to view the room and a pointing device to move the camera view. The participants were

tasked with finding where a target letter was in a virtual room or if the target letter was not present

in the room at all. The researchers did not observe a significant time difference between the VR and

desktop display conditions on finding the letter when it was present in the room. However, in the

VR display condition, participants were significantly quicker at determining when a target letter was

not present. The results suggest that when given the ability to use head controls from an egocentric
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view point, users are able to sense that they have actually viewed all the spatially situated letters

after having completed a movement driven scan of the room. This study served as the basis for my

preliminary study and the informed the design of the presence of the relevant search result target

condition Ward and Capra (2020).

The body-fixed presentation layout has been analyzed against a display-fixed presentation layout

in simple visual searches Billinghurst, Bowskill, Dyer, and Morphett (1998). Billinghurst et al.’s

experiment compared how participants performed an information search for a target image from

several pages of images between a display-fixed condition, a body-fixed condition with hand controls,

and a body-fixed condition with head tracking. Each of 12 participants completed two image search

tasks in each condition. After normalizing values for system performance, participants were shown

to have performed significantly faster in the search tasks in the body-fixed conditions. In subjective

measures, the participants reported higher satisfaction in the body-fixed conditions and ranked them

above the display-fixed condition. Of particular interest to me are the remarks from participants

that the head-tracked body-fixed condition allowed them to associate information to a space relative

to where they were looking Billinghurst, Bowskill, Dyer, and Morphett (1998).

Figure 2.14: Biocca et al.’s Mobile Infosphere
Biocca et al. (2001)

Biocca et al. in 2001 ran a within-subjects study with 12 participants to see how participants

would use the space around in arranging virtual tools Biocca et al. (2001). The study’s system, the

Mobile Infosphere, arrayed virtual information objects and tools around participants and recorded

where participants would place the objects after they finished using them. Participants were tasked

with arranging virtual tools (e.g., screwdriver, flashlight, pocketknife) in preparation for a do-it-
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yourself repair task. When the participants had placed the virtual objects, the task was over and

the position of the tools were noted. The virtual tools were not bound by real world physics (e.g.,

no gravity) and would remained suspended in the environment where the participants placed them.

The results showed that participants were likely to keep all tools at the same depth and in a shape

resembling an upside down triangle centered on their forward view (Figure 2.14). These results may

suggest an affinity for limited movement in placement/memory task or that tools, like faceted search

options in search user interfaces, should be easily glanceable.

A series of studies in 2014 by B. M. Ens et al. expanded on the use of body-fixed presentation to

create a mobile information space for 3D mixed reality environments B. M. Ens et al. (2014). This

study’s system, the Personal Cockpit, was designed and refined over four user studies to observe how

participants performed task switching tasks in head-mounted displays, centering first on a body-fixed

presentation with elements of world-fixed presentation introduced in the latter studies. The immersive

Figure 2.15: Ens et al.’s Personal Cockpit
B. Ens, Hincapié-Ramos, and Irani (2014)

presentation surrounds users with 2D virtual windows that display various applications (Figure

2.15). The first three studies were used to improve the following design aspects of the Personal

Cockpit: display angular width, the effective size of each virtual window; virtual window distance,

how far the virtual windows are from the user; spatial reference frame, the information presentation

layout (as described earlier in this chapter); and display angular separation, the effective distance

between each virtual window. In their first study, a 8 participants performed visual search tasks

to determine the number of objects that shared the same shape and color as a target object. The

objects were presented on a virtual window directly in front of the user at eye level. The first study

used independent variables display angular width (50, 75, 100, 125, or 150% of FoV) and virtual
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window distance (40, 60, 80, or 100cm) in a 5x4 within-subject design. Participants performed

ten consecutive trials in each condition. This first study collected 2000 data points with 250 then

removed for learning effects or being outliers. The results showed that task performance did not

differ in the distances, but the angular width of the displays significantly impacted the task time

when width was greater than 3/4 the size of the FoV. Participants reported greater discomfort with

the 40cm distance over the other distances, suggesting a minimum distance for body-fixed virtual

displays. Informed by the results of the first study, the second study used a 3x3 within-subjects

design that looked at independent variables: spatial reference frame (world-fixed, body-fixed, or

display-fixed), virtual window distance (40, 50, or 60 cm), and target location (centre, top, bottom,

left, or right). This study had 12 participants perform 5 trials in each of the study conditions. The

most significant result of the second study to note was the significantly higher pointing error when

using a solely body-fixed layout. As the user moved, the virtual windows moved as well, creating

harder to hit targets. The third study was a 4x5 within-subjects design with the conditions being

direction of display displacement (up, down, left, or right) and displacement angle (15, 25, 35, 45, or

55 degrees). Eight participants performed 10 trials in each of the conditions. The most significant

finding for the third study was the most effective displacement angle (just above 25 degrees). For

the fourth study, lessons learned from the previous studies helped to guide the design. The windows

were world-fixed while the user was mostly stationary, reducing the pointing error. The windows

were placed 50cm from the participant with a 4x4 array of windows at a 27.5 degree displacement

angle. The goal of the fourth study was to determine if the refined design of the Personal Cockpit

would be more effective at task switching than other methods in HMDs. In this final study, 12

participants completed a 4 tasks in each of 3 display conditions that required collecting information

from several of the available windows. The three display conditions were: the Personal Cockpit, a

display-fixed direct input, and a display-fixed indirect input. The results of the fourth study found

that participants completed the tasks significantly faster in the Personal Cockpit condition and that

participants reported preferring the Personal Cockpit over the other two conditions. The results

of this series of studies have several implications: (1) the body-fixed layout works for information

tasks but cannot be too sensitive to user movement - the researchers used a world-fixed layout

when the participant was not walking through space to reduce interface motion; (2) the angle of the

virtual windows has a threshold; (3) users may report greater arm fatigue while using direct input
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for display-fixed layouts B. M. Ens et al. (2014). The results and design of the personal cockpit in

this study helped inform the design of my sphere display condition in my dissertation study.

Figure 2.16: Maps Around Me
Satriadi et al. (2020)

In "Maps Around Me," Satriadi et al. 2020 reported on the results of exploratory study designed

to understand how users place and view 2D maps in an IVE Satriadi et al. (2020). The researchers had

16 participants perform 5 tasks: (1) spatially arrange maps in the IVE without a task context ("naive

layout"); (2) perform 3-5 map feature search trials ("search"); (3) perform 3-5 map comparison trials

("comparison"); (4) perform 3-5 route planning trials ("route planning"); and (5) revise the "naive"

spatial arrangement of maps to better support the search, comparison, and route planning tasks

("general layout"). Each task required the user to spatially arrange and use 25 maps. The search,

comparison, and route planning trials were conducted until the moderator was satisfied that the

participant had reached a "consistency in the strategy and layout." The data collected from this

study includes the final map layouts after each task (80 total layouts comprised of 25 maps each),

post-session interviews, and system interaction logs. The analysis of the final map layouts showed

that participants would generally arrange the maps in one of three geometries: spherical - all along a

360 degree spherical shape; spherical cap - using a spherical shape to arrange maps but not to a full

360 degree use; and planar - a flat arrangement of maps nearly on plane with the provided overview

map. The spherical cap was the most used layout (81.5%), the spherical second most used (13.2%),

and the planar geometry least used (5.3%). The planar layout was only seen in the naive layout

and once in the general layout. The analysis also found three main layout patterns for the maps:

central window - arranging the maps around the overview map (62.5%); occluding - maps placed
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near their respective locations in front of the overview map (6.3%); and coordinated - maps arranged

in groups adjacent to the overview map (18.8%). The results have several implications: spherical

cap layouts maximize visibility, central window arrangements were used to place child maps in close

proximity to their respective places on the parent map, and predefined layouts may provide initial

support for different task types. While this study is focused on tasks in a very visual source (maps),

the implication may apply directly to search surrogate layouts in information retrieval tasks. It is

also important to note the potential effect the moderator could have had on the data through their

interactions with the participant in the search, comparison, and route planning trials.

The research on information presentation in immersive virtual environments for visual search

tasks, memory tasks, and sensemaking tasks suggests that information layouts have an impact on task

performance and user preference. Physical navigation of spatially arranged information while wearing

an HMD showed benefits (e.g., faster task times) over virtual navigation techniques Billinghurst,

Bowskill, Dyer, and Morphett (1998); Pausch et al. (1997). Participants reported preferences for

interfaces that were: (1) body-fixed, but with elements of world-fixed to keep interfaces steady

during interaction B. M. Ens et al. (2014); (2) positioned around the center point of their forward

view with all elements in arms reach Biocca et al. (2001); B. M. Ens et al. (2014); and (3) were

comfortable using controllers for interactions as long as the display was not view-fixed B. M. Ens et

al. (2014); Lisle, Chen, Gitre, North, and Bowman (2020); Satriadi et al. (2020). My dissertation

research explores the benefits afforded through spatially arranging information while also observing

the physical and mental demand placed on users of those interfaces.

2.2 Search User Interfaces

Search user interfaces (SUIs) are tools that enable users to interact with search systems Hearst

(2009). The field of research on SUIs focuses on the human aspects of search systems and concerns

the design and evaluation of elements in user interfaces that most effectively help users in their

information seeking processes. Research in SUIs includes topics such as: query specification and

reformulation Bruza, McArthur, and Dennis (2000); Cucerzan and Brill (2004); display and grouping

of search results Dumais, Cutrell, and Chen (2001); Käki (2005); Kules and Shneiderman (2008);

navigation of information collections Spool, Scanlon, Snyder, Schroeder, and DeAngelo (1999); Stoica,

Hearst, and Richardson (2007); and sensemaking Pirolli and Card (2005). My dissertation study
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focuses on the display of search results and navigation of information collections.

Search user interfaces are typically designed for relative simplicity, but can be tailored towards

the information needs of users of a particular system. Shneiderman et al. 2016, and separately

Nielsen 2012, identified five components of usability: learnability - how easy it is for first-time users

to interact with the system; efficiency - how quickly can users complete their tasks after learning

to use the interface; memorability - how long do users take to regain their system proficiency after

not using the system for a time; errors - how great and numerous are the errors that users make

in the system and how do users recover from them; and satisfaction - how do users report their

enjoyment and ease of using the system Hearst (2009); Nielsen (2012); Shneiderman et al. (2016).

These components, from the field of Human-Computer Interaction (HCI) and the user-centered

design approach, are instrumental in search user interface research Hearst (2009); Shneiderman et al.

(2016).

2.2.1 Search Engine Result Pages

The most common way search results are presented in a conventional computing environment is

in a vertical list of document summaries Hearst (2009); Wilson (2011). These lists are otherwise

known as search engine result pages (SERPs). It is also common for SERPs to consist of pages of ten

results ranked in a system or user defined order. Search results beyond the first page are typically

accessed by a system provided pagination function. On SERPs, search results are most commonly

displayed as a title of the underlying document or web page that may also include metadata about

the document (e.g., URL, date) and a text summary (often called a snippet). These search results

are called document surrogates (or search surrogates) Marchionini and White (2007). The design and

structure of these surrogates has changed over the years, as studies have shown user preferences for

query-focused summaries of a relatively brief length that highlight relevant parts around the query

terms Cutrell and Guan (2007); Hearst (2009); White, Jose, and Ruthven (2003). Wilson (2011)

writes that, informally, two lines of text are typically used to provide as much information about the

document while keeping a higher number of search results visible before scrolling is necessary.

Another important aspect of SERPs is the order they display the search results. This order is

often a relevance ranking provided by the search engine Hearst (2009). Alternatively, document

metadata can be used to order the search results (e.g., document date, title, number of related
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Figure 2.17: Kelly and Azzopardi’s SERP.
A SERP in conventional computing environments. Ranked results, often displaying per page. Search

Box at the top and pagination buttons at the bottom.
Kelly and Azzopardi (2015)

documents). Craswell et al. (2008) noted that in the top 10 result lists, click rate probability goes

down as the rank of the result increases. This position bias also shows that users are less likely

to actually click through to a document when it is presented lower on the ranked list Craswell,

Zoeter, Taylor, and Ramsey (2008). The conventional result ranking of displaying results in one

direction based on query relevance might continue to be the most effective solution for result ranking

of SERPs in IVEs. However, even in conventional 2D environments, studies of non-list based SERPs

have shown that result browsing behavior changes when results are not presented in a ranked list

Kammerer and Gerjets (2012, 2014). For example, a study by Henriques, Mendes, Pascoal, Trancoso,

and Ferreira (2014) displayed search results in an IVE in a spiral pattern emanating from the user’s

central view. While this was an interesting solution that worked for 3D models, it might not be

the most effective way to display result ranking of text documents. Positional bias of results should

be considered a factor for SUI design in IVEs. When reading document surrogates in immersive
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space, will users start from a center viewpoint or from a position like the top-left result? How do the

spatial arrangements of search results change how users interact with search results? My review of

the literature suggest that these questions remain open.

The number of search results presented in each SERP can vary by design or user control, but

a commonly accepted paradigm is the "10 blue links." Some academic research has looked at the

optimal number of results to display by default. Kelly and Azzopardi (2015) researched the effect

of the number of search results displayed to users per SERP on search behavior and reported user

experience. They conducted a between-subjects study where 36 participants completed tasks in

one of three conditions (3, 6, or 10 results per page). Participants completed three search tasks

where they were instructed to spend 10 minutes researching a document corpus to collect as many

topically relevant documents as possible. In one task topic, there were 100 relevant documents of

344 in the corpus. In the 3RPP and 6RPP conditions, no scrolling was required to view all of the

search results. In the 10RPP, 4 search results were "below the fold," or below amount of results

the list could display on screen at once, and users needed to scroll the page to view those bottom 4

results. Prior work found that users inspected 20-70% of result snippets in the top 6 ranks (and

above the fold) and only 5-10% of result snippets in bottom 4 search results that were below the fold

Joachims, Granka, Pan, Hembrooke, and Gay (2017, 2005). The results of Kelly and Azzopardi’s

study showed that users who used the 3RPP condition paginated through SERPs at a significantly

higher rate per query than the other conditions, averaging around 10 viewed results per query. The

participants in the 6RPP and 10RPP averaged around 20 viewed results per query. The results may

suggest a cost associated with pagination Kelly and Azzopardi (2015). The number of results to

present is an open question for immersive search user interfaces. Whereas display space can dictate

the number of results visible on screen at once without virtual navigation, spatially arranging search

results in an IVE would allow for a greater number of search results to be visible at once.

2.2.2 Non-list SERPs

Some prior work has also studied search engine result page formats outside of the standard list,

or "10 blue links," paradigm Wilson (2011). These can be categorized as either 2D or 3D, though

Wilson only discusses the result pages as being viewed through a 2D desktop display. The non-list

SERPs outline several methods of conveying relevance through clustering, heat maps, and spatial
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distancing Honkela, Kaski, Lagus, and Kohonen (1996); Lamping, Rao, and Pirolli (1995). While I

previously discussed Data Mountain in detail, Cone Trees G. G. Robertson, Mackinlay, and Card

(1991) was also an early look at visualization of search results in 3D space which shared some of Data

Mountain’s features. In 1996, Card, Robertson, and York demonstrated the Web Forager workspace

and WebBook to show web pages in a hierarchical 3D workspace. Both were designed to address

the cost associated with accessing information in web pages by making more information readily

available, a similar idea to glanceable data Card et al. (1996).

In a 2012 study, Kammerer and Gerjets observed that when participants completed search tasks

using a tabbed interface (with each page of results labeled with the information source - objective,

subjective, or commercial information) instead of a list SERP, they were more likely to access pages

labeled as coming from an objective source than to simply access the highest ranked web page

regardless of source Kammerer and Gerjets (2012). This outcome suggests that users may be more

discerning when selecting from web pages in a non-list SERP, though it is unclear from just this

study if the results display or the source labeling was the motivating factor. Later, in a 2014 study,

Figure 2.18: Kammerer et al.’s Grid SERP
Kammerer and Gerjets (2014)

Kammerer and Gerjets compared how participants used a grid of search results (Figure 2.18) and a

list SERP while completing search tasks Kammerer and Gerjets (2014). In the grid condition, the

researchers observed that participants might be unsure whether the ranking within a SERP was

aligned horizontally or vertically, or if there even was a ranking. They observed that while using
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the grid results display the position of the most trustworthy results no longer had an impact on

participants’ search result selections or their search outcomes and that the most trustworthy search

results were typically selected. The results from these studies may suggest that users can adapt to

non-list SERPs by being more intent while comparing search results instead of relying on the search

engine to provide the most relevant result for them at the top of a list.

While the non-list 3D display of results were interesting in that they suggest users are able to

use and navigate results in 3D space Börner (2001); Card et al. (1996); G. Robertson et al. (1998);

G. G. Robertson et al. (1991), the evidence that supports any benefits of their use on single monitor

desktops is disputed Cockburn (2004); Cockburn and McKenzie (2002). The studies using non-list

2D SERPs provided results that suggest that the standard list lends itself to positional bias in ways

that tabbed or grid-based layouts may not Kammerer and Gerjets (2012, 2014).

2.2.3 Immersive SERPs

A systematic review of the intersection of information retrieval and virtual reality showed a

relatively small amount of work on the topic Schleußinger (2021). The author found in the course of

their search through 1042 scholarly articles, 16 systems or theories met the criteria to be evaluated.

Of those 16 systems, I discuss a few of the more relevant studies in this section. However, there is

earlier work outside of the IIR and SUI communities that has discussed information in IVEs. From

2003, Bowman et al.’s "abstract information" can be viewed as a use of document surrogates in IVEs

Bowman et al. (2003). Their use of abstract information conveys information to the user that can

be directly perceived from the environment. This abstract information object can be an interactable

object and was the basis for the interactable result surrogates I used in my prior work Ward and

Capra (2020).

A 2014 study by Henriques et al. compared a desktop condition and a VR HMD condition

in 3D object retrieval. The study is highly relevant to my research interests in a few ways: the

results presentation style and the results ranking Henriques et al. (2014a). The authors tested

four arrangements of the 3D objects results: a rectangle, a square, a cylinder, and a sphere. The

cylinder and sphere spatial presentation styles wrapped entirely around the users and were ultimately

preferred over the rectangle and square presentations that did not wrap around the user. The

preference to the two spatial conditions lead to the development of the "barrel" condition. The
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barrel arrangement was similar to the cylinder, but did not wrap completely around the user. Also

interesting in this study was the placement and order of the relevant search results. The most relevant

result was placed in directly in front of the user’s field of view and then spiraled outward from

this center point. What makes this arrangement interesting is the success with 3D object retrieval.

However, using this arrangement might not work effectively with more complex information objects,

especially those with a set reading direction (e.g., left-to-right, top-to-bottom). The researchers

suggest that the layout they used could be successfully applied to the automotive and construction

industries, which might involve search that is focused on object retrieval and not centered around

document retrieval.

Other researchers have demonstrated systems to tackle different types of information retrieval

tasks through unique results displays. Vincur et al. (2017) presented a demo paper proposing a new

approach to visualization as a way to retrieve software repositories. Their demo structured their

results as 3D planets representing repositories. These planets were coded based on color, position,

and size to reflect different aspects (e.g., relevance, number of documents) of the underlying software

repositories. The view of the planets would change to a semantic view of the repository on selection,

described as a "city view" that showed more detailed information. Moving further in by selecting a

city, the user could then explore code fragments directly in the VR interface Vincur, Polasek, and

Návrat (2017). In 2018, Zhou and Yang demonstrated their Minority Report by Lemur system for

IIR in VR. Their demo system experimented with the display of the search interface (flat, sphere,

cylinder) and how users might use a controller with ray-casting selection to use a virtual keyboard

to perform text queries. The cylinder search interface (Figure 2.19) was the most preferred interface

of the experts that evaluated the system Zhou and Yang (2018).

A 2020 study by Lisle et al. made use of text-heavy documents in an IVE. In their study,

a participant completed a sensemaking task using numerous documents that could be spatially

arranged. These documents could be given labels so that the documents could be found again easily

through a search. This study side-stepped some of the hurdles in searching and typing while wearing

a VR HMD by using a moderator/wizard to control these actions. However, the use of text-heavy

documents and the successful completion of the sensemaking task suggests that users may be capable

of performing document-based, real-world interactive information retrieval tasks in an IVE Lisle et

al. (2020).
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Figure 2.19: The curved Minority Report interface.
Zhou and Yang (2018)

2.3 Immersive Search Study

What the prior work I discussed in this chapter shows is that there is little research on utilizing

the "physical" space available in immersive virtual environments to display search results to study

the impact on the information retrieval process. I designed and conducted a preliminary study on

how users perform information search in immersive virtual environments as my first foray in using

the space of an IVE to study how participants would conduct information search in conditions that

required different amounts of physical or virtual navigation Ward and Capra (2020).

This preliminary "Immersive Search" study investigated three different arrangements of search

results in a VR HMD: a list (1x8), grid (4x5 layout across 140 degree field of view), and arc (2x10

layout across a 220 degree FOV) (Figure 2.20). The list was similar to a traditional 2D search results

page. The grid and arc were 3D arrangements that varied by how much head or body movement was

required to view all the search surrogates. The purpose of this study was to investigate differences

in these three conditions for a simple visual search task as a starting point for additional research on

how best to support search in VR. The grid and the arc displays had exaggerated designs to require

a large amount of physical navigate to view all of the results.

Participants were asked to complete one practice and six search trials in each of the three display

conditions. In each trial, participants were given a target description and a set of results presented

according to the display condition (list, grid, arc). Participants were instructed to find the target

result or to indicate that the target was not present. For example, one of our trials asked, “From the
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Figure 2.20: Immersive Search Display Conditions: List, Grid, Arc (Left to Right).

given search results, find the result that will help you answer "What color is a giraffe’s tongue." Find

and select the relevant search result or indicate that no relevant result is available.” Participants did

not issue queries and could not view the landing pages for the results, so they had to make their

decisions based only on the information shown in the result set. Participants could select a specific

result by moving their head to focus a highlight on the desired result and then confirm their selection

by pressing a button on a hand-held controller. The Oculus Quest system we used does not support

eye-tracking, but instead can interpret head movements to control which result is highlighted. Thus,

it was possible (to a limited degree) for a participant to keep the focus on one item (fixed head

position) while looking at nearby items (changing eye gaze position). Pagination was supported by

two buttons on the controller - a page forward button and a page back button. Participants were

seated in a stationary chair for all trials.

Half of the trials for each task topic were populated with a single, clearly relevant target and

the other half contained no relevant results. The order of trials, the display conditions, and the

presence of a target relevant result were counter-balanced using balanced Latin squares. Relevant

and non-relevant results were drawn from Bing, using related or unrelated topic queries, respectively.

Similar visual search tasks have been used in prior work on spatial displays Billinghurst, Bowskill,

Dyer, and Morphett (1998); Pausch et al. (1997). This study used this type of visual search task

for several reasons: 1) determining if a relevant result is present is an important component of

post-query SERP results examination, 2) we wanted to avoid possible confounding factors (e.g.,

users’ judgements about which of several possible results might be the “most relevant”), and 3) so

that we could compare our results with prior work.
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The analysis shows several interesting results. First, the analysis did not find significant differences

across the display conditions when the target was present. However, when the target was not present,

participants completed trials more quickly in the arc and grid compared to the list. The average

completion time for target absent trials was significantly lower in the grid and arc conditions than the

list. The qualitative responses provide possible reasons for this divergence. Participant perceptions on

the use of each condition showed an affinity for the list and grid conditions over the arc. Participants

noted that the arc was too wide and that they disliked the body twisting required to view all of

the results in the arc. However, these types of comments were not noted as often for the grid. This

suggests that users may have a threshold of movement they are willing to perform for visual search

tasks. Additionally, qualitative results indicated that participants were familiar with the list layout,

liked the number of results displayed in the grid, and felt that the arc required a lot of physical

movement. Finally, across all three display conditions, there were very few incorrect results, showing

that participants were able to complete the tasks accurately. The results of this study were used to

inform the design choices for my dissertation study, both in terms of study design and evolution of

the display conditions I used.
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CHAPTER 3

Research Questions

In this dissertation I investigated how users interact with different immersive layouts of search

results in virtual environments. I created a system to present different layouts (display conditions)

of immersive search engine result pages that participants used to find answers to a given information

need. I manipulated the type of task that participants were asked to perform in each display.

I observed how my two independent variables (i.e., display condition and task type) impacted

participants’ ability to search for information using four types of measures: 1) objective measures;

2) system interaction measures; 3) user perceptions; and 4) eye-tracking measures. In this chapter,

I state my research questions and their respective sub-questions; describe why the questions are

interesting; and state my hypotheses, if any. Due to the exploratory nature of this study and these

conditions, I had few hypotheses, and the ones that I did have were informed by my preliminary

study or by the nature of the research question being a manipulation check on the collected data.

For the purpose of discussing the RQs, Figure 3.1 briefly describes the four displays I used for

my study: (1) the list, (2) the curve3, (3) the curve4, and (4) the sphere. I explain the displays in

greater detail in the following chapter (Section 4.2.2).

It is also to necessary to briefly describe the the two task types I used for my study: (1) a Find

All task – in which participants were tasked to find and save all search results from the SERP that

were relevant to the given information need; and (2) a Pick 3 task – in which participants were

tasked to find and pick the 3 search results from the SERP that they believed would best help them

answer the given information need. I explain the two task types in greater detail in the following

chapter (Section 4.2.1).

3.1 RQ1: Objective Measures

RQ1: How do different task types and displays impact users’ ability to find information

with immersive search engine result pages? Previous computer science studies using VR
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Figure 3.1: Display Conditions

HMDs have focused on object recognition and finding tasks Billinghurst, Bowskill, Dyer, and

Morphett (1998); B. M. Ens et al. (2014); Mania, Troscianko, Hawkes, and Chalmers (2003); Pausch

et al. (1997). In interactive information retrieval studies, tasks are more complicated, often requiring

relevance judgements on actual documents. In my dissertation study, I used complex targets (i.e.,

search result snippets consisting of titles, URLs, and snippets), positioning my research between the

more complicated IIR tasks and the relatively simple object finding tasks in CS studies by using

tasks that require relevance judgements on search surrogates for a given information need.

To investigate RQ1, I used three objective measures: time-on-task, accuracy (for the Find All

task), and average rank of selected results (for the Pick 3 task). Time-on-task refers to the average

time for each user to complete the search trial in the task. Accuracy refers to selecting correct

responses in each trial for the Find All tasks. Since the Pick 3 tasks involved subjective decisions

instead of accuracy, I computed the average rank of the three results that were selected. Average

rank was interpreted as a measure of the depth to which a user has explored the results.

RQ1 is broken down into the following sub-research questions:

RQ1a: What is the effect of task type on time-on-task?

RQ1b: What is the effect of display on time-on-task for the Find All task?

RQ1c: What is the effect of display on time-on-task for the Pick 3 task?

RQ1d: What is the effect of display on accuracy for the Find All task?
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RQ1e: What is the effect of display on the average rank of selected documents

for the Pick 3 task?

The Find All tasks were relevance judgement tasks that had an established ground truth (see Section

4.2). I could compute participants’ accuracy by evaluating their search result selections for each trial

in the Find All task. In the Pick 3 search trials, participants were encouraged to make subjective

decisions about which 3 results they thought would best address the given information need. In these

tasks, the average rank depth of the results selected provided a measure of how deeply participants

explored the results. With the time-on-task measurement, I could observe if participants spent more

or less time in certain conditions.

For RQ1a, I hypothesized (H1a) that there would be an effect of task type on the time-on-task

measure. I speculated that the Pick 3 task type that encourages comparisons between the search

results would take more time to complete than the Find All task type that encourages relatively

simpler relevance judgments on all the search results.

For RQ1b, I hypothesized (H1b) that there would be an effect of display for the Find All task on

the time-on-task measure. In my preliminary study Ward and Capra (2020), participants completed

their task of finding a relevant result or determining there was no relevant result present quicker in

the display conditions that required greater physical navigation to view all the results. The Find

All task in this study was a similar task with more relevant results to find, so I would expect that

search trials in these task types would be completed with lower time-on-task measures in the curve4

and sphere displays versus the list and curve3 displays.

For RQ1c, I hypothesized (H1c) that there would be an effect of display for the Pick 3 task on

the time-on-task measure. During this task where participants are encouraged to compare search

results, participants might leverage their positional bias and satisfice by picking the results that

appear at the top/top left of the list or curve3 displays instead of scrolling. If that were to happen,

the time-on-task for the list and the curve3 displays in the Pick 3 task would be lower than the

time-on-task for the curve4 and sphere displays - the opposite of measures observed for the Find All

tasks.

For RQ1d, I hypothesized (H1d) that there would be no significant difference observed regarding
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participants’ accuracy in selecting all the relevant search results. This was based on my preliminary

study where no participants selected irrelevant results for their answers Ward and Capra (2020).

For RQ1e, I hypothesized (H1e) that there would be an effect of display on the average rank

of the selected documents in the Pick 3 task. The results in this task type were ordered, and even

though the task was designed to encourage participants to compare results, the most relevant results

were presented in a left-to-right, top-to-bottom order in each display. Prior work has shown a

positional bias towards the top ranked results in list SERPs Craswell et al. (2008); Cutrell and Guan

(2007). I believed that would cause participants to pick an average rank of selected documents to be

lower (more relevant) in the list and curve3 displays than in the curve4 and sphere displays where

no virtual navigation was required to view all the results and less relevant results were present in

the participants’ center view on task start.

3.2 RQ2: Interactions Measures

RQ2: How do different task types and displays impact users’ interactions with immersive

search engine result pages? To study this research question, I recorded how participants interact

with the search system through the use of the controller and its functions.

RQ2 is broken down into three sub-research questions:

RQ2a: What is the effect of task type on users’ interactions with the system?

RQ2b: What is the effect of display on users’ interactions with the system

for the Find All task?

RQ2c: What is the effect of display on users’ interactions with the system

for the Pick 3 task?

Interaction measures are the subset of collected data related to participants’ interaction and use of

the system. My focus in the interaction measures are the process measures Kelly and Sugimoto (2013)

that reflect participants functional use of the system (e.g., number of clicks, amount of scrolling)

and are typically taken from system logs which I address with this research question. My experience

with research system and tool development had given me the experience to create effective system

logging tools to capture these performance and process measurements and deploy questionnaires

through the system to collect the usability measures Choi, Arguello, Capra, and Ward (2021); Choi,

Ward, Li, Arguello, and Capra (2019); Ward and Capra (2020).
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Using a VR HMD that uses a motion tracked controller instead of a desktop computer (monitor,

mouse, and keyboard) changes both how users of the system interact with a search system and how

researchers should analyze their interactions with the system. Clicks (search result selects/deselects)

and scrolls in immersive computing environments have close analogs to conventional computing

environments. In my search system, the cursor was a ray-cast laser from the controller with a circle

that appeared on the intercept with a clickable object (indicating that the virtual object can be

clicked on). Performing a click with the controller would either select or deselect a search result.

Scrolling is an interaction for the list and curve3 displays only, as they had a narrower viewport of

search results and would require scrolling for all 16 search results per SERP to be seen. I held no

hypotheses on this research question or its sub-questions, but wanted to explore how participants

interact with the displays.

3.3 RQ3: User Perceptions

RQ3: How do different task types and displays impact users’ perceptions of using

immersive search engine result pages? In this research question, I wanted to explore how

participants perceived their search experience using the immersive search interfaces. To do this, I

collected post-condition questionnaire responses from participants using questionnaires administered

in the VR environment while participants were still wearing the HMD on a 7-point scale. I also

collected open- and close-ended post-session questionnaire responses and conducted a semi-structured

interview with participants at the end of the session.

RQ3 is broken down into the following sub-research questions:

RQ3a: What is the effect of task type on users’ perceptions?

RQ3b: What is the effect of display on users’ perceptions for the Find All

task?

RQ3c: What is the effect of display on users’ perceptions for the Pick 3 task?

RQ3d: What is the effect of display on users’ perceptions of their starting

points and navigation patterns?

RQ3e: What is the effect of display on users’ perceptions of result order in

the Pick 3 task?

Questionnaires were administered to study participants at three points during the study: at the
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beginning ("entry"); after experiencing each experimental condition ("post-condition"), and at the

after completing all the trials in all the experimental conditions ("post-session"). These questionnaires

were structured in such a way to provide quantitative data (e.g., Likert-type scale questions) and

qualitative data (i.e., open-ended questions). In my study, I utilized questionnaires that are commonly

used in other IIR, Usability, and VR studies: the System Usability Scale (SUS) Brooke (1996) and

NASA Task Load Index (NASA-TLX) Hart and Staveland (1988) questionnaires Shneiderman et

al. (2016); Wagner Filho, Rey, Freitas, and Nedel (2018); Wilson (2011). These surveys were used

to get participants’ subjective feedback on use of the system for difficulty, usefulness, satisfaction,

mental workload, and physical workload. The post-condition questionnaires were conducted in-HMD

as prior work has shown benefits to not removing participants from the condition they were just

exposed to Lu et al. (2019); Putze et al. (2020). By using open-ended questionnaire responses (e.g.,

describe likes/dislikes of using this display) as I did in my preliminary study, I allowed participants

to provide feedback that led to interesting trends emerging from analysis that would not be found

with only Likert-type scale responses. By conducting an interview at the end of the session, I gave

participants space to answer questions that allowed for direct follow up questions. The interview also

allowed me to collect their perceptions of how they performed their searches throughout the displays

as well as the starting points they used and if they perceived a result order when presented with

one. The interview was recorded which gave me the ability to review responses in context. Interview

responses and open-ended questionnaire responses were qualitatively coded.

In RQ3, participants reported their perceptions of each experimental condition in a post-condition

questionnaire after completing all the search trials in that condition. Qualitative analysis of the open-

ended responses provided by participants in the post-session questionnaire and interview illuminated

aspects of the displays that are not captured by the close-ended responses or the objective and

interaction measures. In the preliminary study Ward and Capra (2020), qualitative analysis of those

responses helped me to identify the parts of the displays used in that study that were difficult for

participants to use and would need to be changed. The analysis from that study helped to inform

the new display conditions that I utilized in this study, and because of this, I hypothesized that

participants would not report a significantly higher physical demand for the non-list displays in

this study in either the Find All task (H3b) or the Pick 3 task (H3c). I asked participants to score

each display on a scale of 1-100 to see how participants matched up their score with their perceived
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workload and satisfaction in using each display and ultimately how that compares with how they

used the system.

3.4 RQ4: Eye-Tracking Measures

RQ4: How do different task types and displays impact users’ eye interactions while

using immersive search engine result pages? In this research question, I observed participants’

eye gaze behaviors as they used the immersive search interfaces. To do this, I utilized the HP VR

HMD eye-tracking hardware and the Tobii eye-tracking software to capture participant fixations and

gaze duration times on areas of interests in the search system.

RQ4 is broken down into three sub-research questions:

RQ4a: What is the effect of task type on eye-tracking measures?

RQ4b: What is the effect of display on eye-tracking measures for the Find

All task?

RQ4c: What is the effect of display on eye-tracking measures for the Pick 3

task?

Eye-tracking can be used to see how the layouts of search results are viewed by the participants

Lewandowski and Kammerer (2021). Commonly reported eye-tracking measures include: fixation

- the stable eye-in-head position for a predetermined length of time; gaze duration/dwell time

- the cumulative duration of consecutive fixations; and scan paths - the spatial arrangement of

fixations over the course of a gaze Jacob and Karn (2003). Prior work in analyzing gaze behavior in

Google-style list SERPs have identified typical viewing patterns of the users, such as "the golden

triangle" Cutrell and Guan (2007); Lorigo et al. (2008). A study of a 3x3 grid 2D SERP that

used eye-tracking found that participants examined more results before choosing a result than in

a conventional list SERP Kammerer and Gerjets (2014). By utilizing eye-tracking in this study, I

wanted to evaluate how my Google-style SERP stand-in list display compared to the displays that

require physical navigation to view all the results. Specifically, I focused on the following eye-tracking

measures: the first result fixated on at the starting point of search, gaze time per result, and state

transitions from result to result.

By utilizing two different task types, I sought to capture participants’ gaze behaviors in each

display when their task requires them to either scan and find results (Find All) or to compare the
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results to find the "best" answers (Pick 3). For the Find All task, I anticipated that participants

might that participants may develop scanning patterns for quick relevance judgements on each of the

search results. The variable number of relevant results in each result set was designed to encourage

participants to perform a complete scan of the results. A goal of the Pick 3 task was that participants

would compare between results to determine if one result better meets their given goal of finding the

"best" answers in the result set. This task type was designed to encourage participants to compare

results which may impact perceptions of their satisfaction in using one display over the other.

For RQ4a, I hypothesized (H4a) that the task type would have an effect on the starting points,

total gaze time, and scan paths due to the nature of the type of searching each task type is designed to

encourage. In prior work, participants doing a scan of a set of objects in VR showed quicker responses

when targets were present on the left side of the group of objects, suggesting that participants in

this study may also begin their scans in the Find All task with a left side starting point Jang, Shin,

Kim, and Kim (2016). In Pick 3 task, which encouraged participants to compare results, might lead

to different results than simpler finding tasks.

For RQ4b, I hypothesized (H4b) that the display would have an effect on the starting points,

total gaze time, and scan paths, particularly when comparing the curve3 and curve4 displays. This

would be due to the curve3 display having a search result at the center point of view on task start

whereas the curve4 display does not. Prior work has shown that slightly different displays of objects

in VR do not necessarily mean that scan paths would be consistent Jang et al. (2016). In the Jang

et al. 2016 study, it was observed that participants scanned through 3D arrays of virtual objects

differently when there were objects in the center of the array and when those center virtual objects

were absent. In the Find All task, I expected that participants would perform their complete scans

from their initial starting points in the center view and navigate the other search results from that

starting point. Similarly for RQ4c, I hypothesized (H4c) that the display would have an effect on

the starting points, total gaze time, and scan paths in the Pick 3 task where complete scans of the

results were not necessarily required to meet the task goal. I expected to see results picked from

center view of the display at task start as stated in H1c. The Pick 3 task type was not expected to

yield clean navigation patterns through the eye-tracking measures, but it was speculated that the

participants would focus on the center view results to start and may satisfice by choosing the results

that would require less effort to view.
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CHAPTER 4

Methods

To investigate the four research questions described in the previous chapter, I conducted a

within-subjects design user study with 32 participants. In this chapter, I describe the study protocol,

experimental conditions, and data analysis in detail.

In this study, participants interacted with the immersive search system in trials that were

manipulated across two independent variables: display (Section 4.2.2) and task type (Section 4.2.1).

There were four display conditions and two task type conditions resulting in a 4x2 design with 8

total conditions (Table 4.1). The participants were asked to perform 1 practice search trial and 4

measured search trials in each condition.

4.1 Study Protocol

This dissertation study used a within-subjects design and recruited 32 participants. A study

moderator interacted with the participants who performed the information search trials in the VR

HMD.

Before the beginning of the study, the study moderator prepared the study room and equipment.

The VR HMD, VR controller, and study room computer keyboard and mouse were sterilized between

each session. The moderator ensured that the VR system was operational and then loaded the

study settings for the appropriate participant ID. The VR system was designed to step through the

condition orders automatically as the user moves through the study. The moderator also prepared

the study room computer so that the participant could complete the non-VR questionnaires and

watch the demonstration video.

At the beginning of the study, the study moderator met with the participant and went through

the study protocol and the consent form. The consent form is provided in Appendix I. The moderator

instructed the participant to watch a video demonstration of the system in action that detailed how

to use the VR headset and controller, how to interact with the system or select/deselect results (i.e.,
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using the pointer and trigger button), how to scroll with the controller (i.e., using the bottom “A”

button to scroll down, using the top “B” button to scroll up), how to complete the trials, how to

fill out the in-HMD questionnaires between each search trial, and how to step through the system.

The moderator assisted the participant in putting on the equipment and ensuring a comfortable fit.

Then the moderator instructed the user to follow the system prompts to complete the search trials

and each post-condition questionnaire.

The moderator monitored the progress of the participant through a monitoring computer that

showed a mirrored view of what the participant is seeing. They verbally informed the participant

that they can start on each condition. The participant was instructed that they could take breaks

on request, but was also required to take a 2-minute break after completing 20 search trials (the

halfway point of the study). After completing all search trials and post-condition questionnaires

across the 8 experimental conditions, the participants removed the VR HMD and used the study

room computer to complete a post-session questionnaire. Finally, the moderator conducted a

semi-structured interview with the participant that was audio recorded. The moderator then paid

the participant $40 for completing the study.

The length of the study session lasted roughly 1.5 hours. Together with the in-HMD questionnaires,

participants spent less than 50 minutes total wearing the VR HMD. This length of time had been

found by prior work to be in acceptable range for study participants (i.e., less than 70 minutes),

including participants who had experienced VR for the first time Kourtesis, Collina, Doumas, and

MacPherson (2019). Participants were allowed to take a break or stop the session at any point if

they felt fatigued or motion sick.

As in my preliminary study, I used the Unity engine to build the VR search system to display

the search trials and log interactions measures (e.g., clicks, scrolls). New to this study system was

the in-HMD post-condition questionnaires and incorporated Tobii VR eye-tracking - both built into

the system using Unity and the Tobii plugin. Qualtrics was used for the entry questionnaire and

post-session questionnaire. A recording application on the study room computer was used to record

the interview.
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Figure 4.1: Study Protocol

4.2 Search Trials

In this study, the goal was to observe how users navigate 4 different displays (list, curve3, curve4,

sphere) while performing two types of search tasks (Find All, Pick 3) in an immersive virtual

environment using a VR HMD.

To study the behaviors of users as they search in each experimental condition, participants

performed multiple search trials for each combination of search result display and task type.

For the Find All tasks, I created search trials to encourage participants to perform an exhaustive

search through all the search results and make relevance judgements on each of the available result

surrogates. For the Pick 3, I created search trials that required participants to make comparative

relevance judgements between the search results. Participants performed one practice search trial

and four search trials in each of the eight experimental conditions (Table 4.1). In the following

subsections, I describe how each of the search trials are impacted by my independent variables (i.e.,

task type and display) and their elements (e.g., instructions, result rank order).

4.2.1 Task Type Conditions

To study how participants used the displays to find information, I developed two task types

at a remember-level complexity Anderson and Krathwohl (2001). While traditional interactive
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Table 4.1: Conditions with result rank order

list curve3 curve4 sphere
Find All Random Random Random Random

Pick 3 Top-to-Bottom Left-to-Right;
Top-to-Bottom

Left-to-Right;
Top-to-Bottom

Left-to-Right;
Top-to-Bottom

information retrieval user studies have asked participants to perform more complex search tasks

or to find specific information from the retrieved documents, those studies utilized 2D computer

displays. Using an immersive VR HMD and different layouts of SERPs introduces new types of

environmental complexity. Prior work has used simple types of search tasks to monitor effects of the

searching process on the brain Mostafa, Carrasco, Foster, and Giovenallo (2015). By using tasks at

the remember-level of complexity, I reduced the confounding factors of the task complexity so that I

can focus on the impacts of the search result displays in the VR HMD.

The first task type was the Find All task, where the objective was to have participants perform

an exhaustive search through all the search results. The second task type was the Pick 3 task, where

the objective was to have participants perform searches that necessitate making comparisons among

search results for relevance to find an answer. In this section, I will describe each task type in more

detail and how their respective result set corpora were created.

In the Find All task type search trials, participants were given an information need and trial

instructions. For example:

From the given search results, find all the results that you think would help you answer

"Why is the sky blue?" Find and select all relevant search results and then confirm your

answer.

Participants had to make the relevance judgements from the title, URL, and snippet of the search

result surrogates as they will not be able to open the underlying document. A primary objective

with this task type is that participants will perform complete scans of the result set to find all the

results. To encourage this, there were 4-7 relevant results present in each search trial (out of the 16

total results for each trial). To create these search trials, I created a corpus of relevant and irrelevant

search result surrogates for a list of information needs. The list of information needs was created

by me. The relevant and irrelevant search results were sourced from the search engine Bing and

were graded by a set of experts for the task. The experts used a custom built system that displayed
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Figure 4.2: Relevance Judgement System

the search results and snippets (Figure 4.2). Each topic had 20 search results, with 8 taken from

the relevant information need query, and 12 from the irrelevant information need queries. After

both experts had made their relevance judgements on whether the shown search result was relevant

to the given topic, I was able to compare their answers and exclude any search results where the

experts disagreed. Since I needed a target of 16 search results per topic and there were only 8 cases

of disagreement among the experts across all 400 search results, I was able to populate my search

result sets with 4-7 relevant search results and the rest with irrelevant search results backed by an

expert-derived ground truth. Finally, the search result positions were randomized using the random

number function in Microsoft Excel. These random values were used to sort the search results into

their final position. To ensure a distribution of the results would encourage a full scan of the result

set, the randomized positions were checked to make sure that at least one relevant result appeared

in both the front half and the back half of the 16 positions. If this did not occur, the process was

repeated until the balanced distribution was achieved. The positions were then locked and the same

order was used for that trial’s result set for all participants.
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Figure 4.3: Result Positions. These orders were also used when positioning the Pick 3 task results
while maintaining their ranking.

In the Pick 3 tasks, participants were given an information need and trial instructions. For

example:

From the given search results, pick 3 results you think would best help you answer "What

color is a giraffe’s tongue?" and confirm your selections.

They were then tasked to find and pick the 3 search results from the SERP that they believe were

best help them answer the given information need. They had to make the relevance judgements

from the title, URL, and snippet of the search result surrogates as they were not able to open the

underlying document. A primary objective with this task type was for participants to perform

comparisons among search results in order to find the most relevant results.

For the Pick 3 task, I developed a set of 20 information needs, issued these needs as queries to

Google, and saved the top results. I reviewed these results and omitted any that were not clearly

relevant to arrive at a final set of 16 results for each task. Since the goal of this task was to encourage

comparisons among many possible relevant results, I did not include any irrelevant results.

A list of the topics are provided in Appendix E.

4.2.2 Display Conditions

The four display conditions in this study were: (1) the list, (2) the curve3, (3) the curve4, and

(4) the sphere. Each represents a search engine results page (SERP) presenting the result set to

the participant. Each display condition showed 16 total search results for the search trial. Each

of the four display conditions displayed a particular number of results in the initial view. The list
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displayed 6 visible results and allowed the user to scroll vertically to see the remaining results. The

curve3 showed 9 visible results and allowed the user to scroll vertically to see the remaining results.

The curve4 and sphere both showed all 16 results in the initial visible viewport and did not require

any scrolling.

Figure 4.4: Display conditions (clockwise from top left: list, curve3, sphere, curve4).
Red line indicates participant’s center view at task start.

The list condition displayed 6 visible results in a 40° field of view (FoV) and allowed the user to

scroll vertically to see the remaining results. It was the designed to be similar to a conventional 2D

SERP (e.g., "10 blue links") that is prevalent in modern search engines. It displayed the results in a

scrollable list in a virtual window directly in front of the participant. Limited vertical head motion

was required to view all the results, as search results 3 through 14 (see Figure 4.3) could be brought

to eye level using the controller by scrolling.

The curve3 showed 9 visible results in a 3x3 layout with a 70° FoV and allowed the user to scroll
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Figure 4.5: List Display Condition

vertically to see the remaining results. The curve4 showed all 16 results in a 4x4 layout in a 110° FoV

and did not require any scrolling. In addition, the search result surrogates are non-contiguous - each

result surrogate resides in its own virtual window. The design of this condition was influenced by

the 2012 and 2014 studies performed by Kammerer and Gerjets and my prior work Ward and Capra

(2020). Based on user preferences reported in related studies Henriques et al. (2014a); Shupp et al.

(2009); Ward and Capra (2020); Zhou and Yang (2018) and the nature of HMD displays, we adapted

the Kammerer and Gerjets grid to a VR HMD by gently curving the arrangement of virtual windows

that the array of results was presented in. In the curve3 display, no head motion was required to

view the center column of results, as many of the search results can be brought into the view of

the participant by using the controller’s thumbstick to vertically scroll the grid. However, head

motion was required to view the left and right columns of search results. It was expected that the

curve4 display condition required more head motion to view all of the results, as the display was

spatially larger and took up a larger portion of the participant’s field of view. The curve4 display
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was also different from the curve3 display due to its lack of a search result at the center point of the

participant’s view on trial start. The curve3 display required scrolling to view all 16 search results,

but the curve4 display did not.

Figure 4.6: Curve3 Display Condition

The sphere display condition was a SERP design informed by the results of my preliminary

Immersive Search study Ward and Capra (2020) and other prior work B. M. Ens et al. (2014). As in

the curve4 display, this condition displayed a 4x4 arrangement of search result surrogates in separate

virtual windows in a 110° FoV and did not require any scrolling. The biggest difference between the

curve4 and sphere displays were that the top and bottom rows of results in the sphere display were

vertically angled toward the participant.

As discussed in the prior section, the search trials either randomized or ranked the search results

depending on the task type. The Find All search trials used a randomized order for the search

results presented. A randomized order was used in these trials so that participants would not simply

pick the first three search results (i.e., satisfice). This made the task different from a rank-ordered
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Figure 4.7: Curve4 Display Condition

search task. This was an intentional choice being made to create a visual search task that required

a complete scan of the results. These types of tasks are often used in research within the field of

computer science where a visual search is required on unordered objects Billinghurst, Bowskill, Dyer,

and Morphett (1998); B. M. Ens et al. (2014); Henriques et al. (2014a); Pausch et al. (1997). This

allowed for a clearer line of comparison with this prior work.

The Pick 3 search trials used a rank order for the search results presented, maintaining the order

of the results as they were scraped from the open web. The order of the results was presented

left-to-right, then top-to-bottom. For the list condition, this essentially was a top-to-bottom rank

order. The rank orders chosen for the Pick 3 search trials were influenced by the 2014 study by

Kammerer and Gerjets who ordered their results in a grid in the same fashion.

4.3 Participant Recruitment

An a priori power analysis was conducted using G*Power version 3.1.9.6 Faul, Erdfelder, Lang,

and Buchner (2007) for sample size estimation, based on data from Ward and Capra (2020)(N=36),
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Figure 4.8: Sphere Display Condition

which studied the effect of 3 display conditions on searching behaviors. The effect size in Ward and

Capra’s study was 0.31, considered to be moderate using Cohen’s 1988 criteria. With a significance

criterion of α = .05 and power = .90, the minimum sample size needed with this effect size is N =

32 for non-parametric ANOVA with repeated measures, within factors. Thus, the obtained sample

size of N = 32 is more than adequate to test the study hypotheses.

To recruit participants, I used the UNC recruitment email lists to target undergraduate students.

The recruitment email is provided in Appendix H. By narrowing the recruitment to a single group of

students, I hoped to reduce the number of confounding factors that might emerge from recruiting

from a wider array of participants that includes graduate students and faculty (e.g., a wider age

range, familiarity with technology). Due to the mass mail reaching a smaller than expected audience,

recruitment efforts were extended to include flyers around campus and asking other departments to

forward the recruitment email to their undergraduate students. Participants ranged in age from

18-30 years (M = 20.3, SD = 2.25) and self-reported their gender: female (56.25%, N = 18), male
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(43.75%, N = 14), or "self-identify" with a text field (N = 0). Participants also self-reported their

prior use time with VR devices: "never" (43.75%, N = 14), <30 minutes (18.75%, N = 6), 30m-2hrs

(12.5%, N = 4), 2-10hrs (9.38%, N = 3), and 10+ hrs (15.63%, N = 5).

Participants completed 40 total search trials during the study in a within-subjects design. Each

participant was exposed to 5 search trials (1 practice + 4 actual trials) in each of the 8 conditions. I

used balanced Latin squares to counterbalance the display conditions and the task type for a total

of 8 treatment orders that were repeated four times across the 32 participants.

To obtain valid data from 32 participants, I ran 38 participants during the course of the study.

The first 3 participants were treated as pilot participants after errors in the result set were identified

and corrected (see Section 4.8 for more detail). One participant was replaced after stopping halfway

through the study due to a reported dizziness of using the system. Two participants were replaced

when they failed to follow study directions - in both cases refusing to scroll through the displays

that required the action.

4.4 Questionnaires

This study used three types of questionnaires: an entry questionnaire, which collects the

participant demographic data and prior experience with VR; a post-condition questionnaire (given

after each set of trials in a condition), which collects the participant’s perceptions of workload

and satisfaction on the condition they just encountered; and a post-session questionnaire, which

collects the participant’s perceptions across all of the conditions. Questionnaire items adapted from

the NASA-TLX Hart and Staveland (1988) help participants to report their perceived workload

in a given condition, and items adapted from the system usability scale (SUS) Brooke (1996) help

participants to report their perceptions of the system usability in each condition. The entry and

post-session questionnaires were answered on the study room computer using Qualtrics while the

post-condition questionnaire was answered while still in the VR environment (Figure 4.9). The

post-condition questionnaire was presented in two parts to reduce the amount of head movement

required to view all of the items and to keep text sharp and legible.

Conducting the post-condition questionnaire in the VR environment provides two benefits: 1)

prior work has shown that performing a post-condition survey within the same environment reduces

the break-in-presence and systematic bias that removing the headset and using a computer could
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Figure 4.9: Post-condition questionnaire in VR.

introduce Putze et al. (2020); and 2) this approach saved the time that would be required to remove

and re-attach the VR HMD between each condition.

4.4.1 Entry Questionnaire

During the introductory part of the study session, participants were asked to complete an entry

questionnaire. This questionnaire was brief and designed to collect the participant’s demographic

information as well the depth of their prior experience with using virtual reality technologies. I asked

participants to check off their use of recent consumer grade virtual reality products and the length

of time they have used them. This questionnaire was conducted through Qualtrics and completed by

the participant on the study room computer. Table 4.2 summarizes the entry questionnaire items.

The complete questionnaire is given in Appendix A.

4.4.2 Post-condition Questionnaire

After completing all four search trials in a condition, participants completed a post-condition

questionnaire. This questionnaire was designed to measure the participant’s perceived workload

and satisfaction in using the experimental condition. To measure workload, four questions were

adapted from the NASA-TLX questionnaire Hart and Staveland (1988) and users responded on

a 7-point scale. To measure satisfaction, the questionnaire included several items adapted from
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Table 4.2: Entry questions

Theme Description
Demographics What is your age?

What is your gender?
What is your status at UNC?
What department are you affiliated with (if any)?

Prior Experience Which of the following virtual reality (VR) technologies have you used
before? Check all that apply.
Approximately how much time have you spent using VR technologies prior
to this study?

the SUS questionnaire Brooke (1996) and the Simulator Sickness questionnaire Kennedy, Lane,

Berbaum, and Lilienthal (1993), as well as other items designed to measure participant’s perceived

difficulty in completing the task. This questionnaire was completed within the VR environment.

The questionnaire was split into two parts, completed one after the other, due to text legibility, size,

and answer selection concerns. Table 4.3 summarizes the post-condition questionnaire items. The

complete questionnaire is given in Appendix B.

Table 4.3: Post-condition questions

Theme Description
Workload How mentally demanding was the task? (Very Low - Very High)

How physically demanding was the task? (Very Low - Very High)
How hard did you have to work to complete the task? (Very Low - Very High)
How difficult was it to determine when you were done with the task? (Very
Easy - Very Difficult)

Satisfaction Overall, I felt this task was easy.
I felt generally uncomfortable while using this display.
I felt dizzy while using this display.
I am satisfied with the amount of time it took to complete this task.
I thought the arrangement of the search results made this task easy to complete.
I felt confident in the answers I selected.
I thought the arrangement of the search results made it easy to see all of the
results.

4.4.3 Post-session Questionnaire

After completing all eight conditions, participants completed a post-session questionnaire. This

questionnaire was designed to measure the participant’s perceived workload across the whole study as
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well as their perceived satisfaction across all of the display conditions for the Pick 3 task1. To measure

satisfaction, the questionnaire was comprised of several items from the SUS questionnaire Brooke

(1996), as well as other items designed to measure participant’s perceived difficulty in completing

the task. In addition, for each display condition, participants were asked a free-response questions

about what they liked and disliked about the condition. Finally, the participant was asked to rate

their overall satisfaction with using each display condition on a scale of 0 - 100. This questionnaire

was conducted through Qualtrics and completed by the participant on the study room computer.

Table 4.4 summarizes the post-session Likert-type 7-point scale questionnaire items. The complete

questionnaire is given in Appendix C.

Table 4.4: Post-session questions

Theme Description
Prompt For the following questions, recall the task that ask you to pick the 3

results that would best help you answer the question. (An image of the
display was shown.)

Display It was hard to use this display.
Satisfaction I felt this display made the tasks take too long.
(Repeated per display) This display required a lot of backtracking.

I felt the search results shown to me were in an order.
I felt the arrangement made it easy to compare results.
This display made me feel lost.
This display made it hard to feel confident in my answers.

Likes/Dislikes Please take a moment to describe two or three things you liked about the
[XXXXX] display.

(Repeated per display) Please take a moment to describe two or three things you disliked about
the [XXXXX] display.

Rating Please rate your overall satisfaction with using each display using the
sliders below, from 0 = "no satisfaction" to 100 = "complete satisfaction."

4.5 Interview

After participants completed the post-session questionnaire, I conducted a recorded semi-

structured interview. The participants were asked questions about their use of the search system

1I chose to focus on the Pick 3 task because the post-session questionnaire was display-focused and I wanted to
encourage the participants to respond without the confounding factor of considering the task type. It was expected
that the Pick 3 task would take participants longer to complete and they might have stronger responses when focusing
on their use of the display in that task type.
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and each display condition. These interview questions were designed to collect open-ended responses

that I qualitatively analyzed (Section 4.7.2). In addition to the general questions about the displays,

I used the interview to ask participants about how the task type impacted their use of the displays.

Table 4.5 summarizes the interview questions. The complete interview script is given in Appendix D.

Table 4.5: Interview questions

Theme Description
VR Use 1. How was your experience with searching for information in virtual reality?

2. Did you have any problem using the controller?
Display 3. What did you think of the [list] display? What did you like or dislike about it?
Preferences 4. What did you think of the [curve3] display? What did you like or dislike about

it?
5. What did you think of the [curve4] display? What did you like or dislike about
it?
6. What did you think of the [sphere] display? What did you like or dislike about
it?
7. Did you prefer any of the display conditions? Why is that?
8. Having experienced each display condition, do you prefer scrolling or using your
head to turn and look at results? Why is that?

Searching 9. In the task where you were asked to find all of the relevant results, did you feel
like any display made it easier to find all the relevant results than the others? Did
any display make it harder?
10. In the task where you were asked to pick the 3 results that would best help
you answer the question, did you feel like any display made it easier to compare
between results? Did any display make it harder?
11. Did you find yourself going to the same place to start your search? If so, how
did you decide on where to begin? Did your starting place change between display
conditions?
12. Did you develop a pattern to navigate the results and did that change between
display conditions?
13. In the Pick 3 task, did you feel like the search results were ranked and did
that change between the display conditions?

Etc. 14. Do you have any questions or comments about this study?

4.6 Interaction Measures

In the search system, I recorded participants’ interactions in two categories: system interactions

(e.g., clicks and scrolls) (Section 4.6.1) and eye-tracking interactions (e.g., dwell times and scan

paths) (Section 4.6.2).
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4.6.1 System Interaction Measures

In this study, I captured participants’ system interactions: clicks on the search results; scrolls

through the SERPs, and the time from task start to completion. The system recorded each of these

interactions to spreadsheets on the lab computer along with information about the search trial,

display condition, task type condition, and search result ordering.

4.6.2 Eye-Tracking Measures

The HP Reverb G2 Omnicept used in this system was capable of recording eye positions at a

rate of 72Hz. Head and eye positions and velocity vectors were tracked and logged on every frame

the application rendered, along with any search result the eyes were fixated on. In addition, my

logging software kept track of the total and current length of time that the user’s eyes were fixated

on each search result, and these measures were logged at trial completion and when users selected or

deselected a result.

Eye-tracking hardware in virtual reality traditionally has been used for techniques like foveated

rendering, which increases the quality of the virtual environment in the area the user is gazing towards.

However, researchers have recently demonstrated the feasibility of leveraging HMD eye-tracking

hardware to conduct eye-tracking studies in VR Clay, König, and Koenig (2019); Llanes-Jurado,

Marín-Morales, Guixeres, and Alcañiz (2020); Mirault, Guerre-Genton, Dufau, and Grainger (2020);

Ryabinin and Belousov (2021); Ryabinin and Chuprina (2022). Clay et al. described eye-tracking in

VR as a “valuable tool for investigating viewing behaviors,” even when capturing gaze and positional

data at rates as low as 30 times a second (Clay et al., 2019, p.14). Llanes-Jurado et al.’s 2020

study Llanes-Jurado et al. (2020) used eye-tracking in VR to study fixation algorithms by using

illuminated squares in an IVE. They found that that the complexity of the virtual environment

was important to consider in such studies, as IVE rendering could influence the eye-tracking data

acquisition rate. Eye-tracking in VR has also been used to investigate the reading pattern of words

on a poster Ryabinin and Chuprina (2022) and to track users gaze on a moving target Pastel et al.

(2021). However, these latter two applications of VR eye-tracking have encountered some difficulties

and errors. To avoid these limitations, my study considers eye-tracking data at the level of a search

result surrogate (multiple lines of text) and not the level of individual reading patterns of the content.

In eye-tracking studies, metrics most commonly reported include: fixation - the stable eye-in-head
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position for a predetermined length of time; gaze duration/dwell time - the cumulative duration

of consecutive fixations; and scan paths - the spatial arrangement of fixations over the course of a

gaze Jacob and Karn (2003). These metrics are based around areas of interest (AOIs) set up in

the system that are of importance to the researchers. In my dissertation study, each search result

surrogate acted as an AOI, recording when the participants’ eyes moved into, out of, and dwelled on

each of the search results.

The VR HMD used for this study had the hardware for recording participants’ eye gaze behaviors

as they perform the search trials. The search system was built to capture their eye gaze interactions

using the Tobii VR eye-tracking plugin for the Unity engine as they look over the AOIs. The eye

gaze behaviors that I captured include the fixations, dwell time per result, and scan paths. The

system recorded each of the eye gaze behaviors to spreadsheets along with the data needed to link

to the respective search trial data.

4.7 Data Analysis

In the prior chapter, I outlined my research questions that had been tailored around my dependent

variables (i.e., objective measures, interaction measures, perceptions, and eye-tracking measures) and

the sub-questions that were tailored around my independent variables (i.e., task type, display for

Find All task, and display for Pick 3 task), task specific measures (e.g., accuracy for Find All task,

average rank depth for Pick 3), and perceptions of the displays regardless of task (e.g., starting point

and navigation patterns for displays). I have outlined five major comparisons for the 4 displays: list

vs curve3; list vs curve4; list vs sphere; curve3 vs curve4; and curve4 vs sphere. The list serves as

a baseline condition, being the closest to a Google-style SERP that participants may be familiar

with which makes it essential to compare it to each of the other three displays. The curve3 vs

curve4 comparison will examine if participants prefer a viewpoint that shows all the results or a one

that requires less movement and virtual navigation to view all the results. The curve4 vs sphere

comparison will investigate differences between a cylindrical display where the results are angled

towards the user only along the y-axis versus a more spherical display where each result is being

angled toward the user. By focusing on these key comparisons, I reduced the number of comparisons

introduced by this exploratory design (and thus increase my statistical power).
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4.7.1 Quantitative Analysis

I performed a quantitative analysis for four data sets: 1) the objective measures outlined in RQ1;

2) the interaction measures outlined in RQ2; 3) the close-ended questionnaire responses outlined as

part of the collected data for RQ3; and 4) the eye-tracking measures outlined in RQ4.

To address RQ1, I ran an analysis on the objective measures that included participants’ accuracy

in selecting all the relevant search results for the Find All search trials, the average depth rank

of the selected documents in the Pick 3 search trials, and the time-on-task. These measures were

recorded by the system from the trial start to the time when the participant selects and confirmed

their answers. After testing the collected data and determining it was not normally distributed,

the effects of display condition and task type on the measures above were analyzed using using

Friedman’s tests (non-parametric repeated measures ANOVA). Post-hoc pairwise comparisons were

analyzed using Wilcoxon signed-rank tests with Bonferroni corrections for multiple comparisons.

To address RQ2, I ran an analysis using comparative statistics on the interaction measures. These

measures included selects and deselects on search results, and scroll events when the participant used

the up or down buttons to scroll the view port.. These measures were collected as the participant

used the VR controller to move the ray-cast pointer around the screen and as they used the controller

buttons to scroll the list and curve3 displays. To address RQ2, these measures were analyzed using

non-parametric statistical tests. This RQ was exploratory, so there were no hypotheses.

To address RQ3, I analyzed on the close-ended questionnaire responses in the post-condition

and post-session questionnaires. These measures were collected either in the VR condition directly

after the completion of the trial for the post-condition questionnaire, or through a Qualtrics survey

on the lab room computer. These responses were in 7-point Likert-type scale format and suitable

for quantitative analysis. Questionnaire items asked the to indicate their level of agreement with

a statement on a 7-point scale from Strongly Disagree to Strongly Agree. Other items asked

participants to answer on a question specific scale (e.g., "How hard was...?" Very Easy to Very

Hard). The questionnaire items were designed to measure participant’s perceived task workload and

satisfaction with the experimental condition. The post-condition and post-session questionnaires

were analyzed separately using non-parametric ANOVAs.

To address RQ4, I ran analyses on the eye-tracking measures that included participants’ starting

points, fixations, dwell time, and scan paths. These measures were collected as the participants
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looked through the displays during the search trials and were captured by the VR HMD hardware

and accompanying Tobii VR eye-tracking software. As described in Section 4.6.2, I created an AOI

for each of the search results. For each AOI, I was able to calculate the number of fixations with a

minimum duration and total those fixation times to compute the total gaze time for each result. To

compare effects of display condition and task type, the number of fixations and the total gaze time

on each result were analyzed using chi-square tests.

The Tobii software captured the scan paths participants took through each display. By analyzing

the scan paths of the participants, I compared how task type and display impacts participants’ gaze

behavior in: where they started their search; how they move from result to result. My analysis also

included creating state transition matrices for comparison across displays.

4.7.2 Qualitative Analysis

To address the exploratory parts of RQ3, I performed a qualitative analysis on the open-ended

questionnaire and interview responses. I recruited another coder to analyze this dataset with me.

The questionnaire responses and the interview responses were coded separately.

For the open-ended questionnaires, the responses were placed into separate likes and dislikes

lists. Together with a second coder, I used a content analysis process to capture insights from each

response. This took place in 2 rounds. The first round consisted of me using inductive coding on a

subset of the responses that included a like and dislike response for each display for 8 participants

(2 affinity x 4 displays x 8 participants = 64 responses). This produced a code base of 20 Like

codes and 25 Dislike codes. The second coder used the code base to independently code the same

responses. We then worked to resolve discrepancies between our code instances and to rework,

consolidate, or add codes to the code base. The code base ended as 18 Like codes and 21 Dislike

codes. Using this unified code base, we entered a second round of coding where we independently

coded all the responses for each of the likes and dislikes, including the previously coded responses.

We then worked to resolve discrepancies between our code instances. The final codes were used to

interpret the trends in the likes/dislikes responses.

For the interview responses, I transcribed participants’ verbal responses to each interview

question. The initial transcription made use of a Google Pixel 2’s on-device audio transcription

memo application. The initial transcriptions were not 100% accurate, so I manually went through
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the interview responses to fix any errors in the transcriptions. The interview covered a lot of the

same ground as the likes/dislikes open-ended questionnaire responses, so the interview analysis for

this dissertation focused on interview questions that covered novel ground (questions 11-13 in Table

4.5). We analyzed participants’ responses to specific interview questions to understand participants’

starting points, navigation patterns, and perceptions on result ranking in the Pick 3 tasks. I chose a

subset of data (6 interview transcripts, roughly 19% of the data) and worked with the second coder

to develop an initial coding scheme using an inductive approach. Using the coding scheme, we then

independently coded another subset of data (4 interview transcripts, roughly 13% of data) to test the

reliability of the coding scheme. We obtained a percentage agreement of 96%, which is considered

good. Finally, we split the remaining data and finished the coding. This involved adding a small

number of new codes that were discussed and agreed upon. The final codes for all the interviews

were used to interpret the trends in the responses.

4.8 Pilot Testing

To confirm the reliability of the system and the questionnaire measures in place, I ran several

informal and formal pilot participants for this study. Informal pilot participants were sourced from

the UNC SILS Ph.D. students who were asked to run through an abbreviated version of the study

while formal pilot participants were recruited through the same mechanisms as full participants

and were paid to run through the study in its entirety. Data from the informal and formal pilot

participants was used to test the validity of the collected data and to ensure that the system

was correctly measuring interactions and eye-tracking. In addition, the pilot testing found a few

troublesome search results that were replaced with more clearly irrelevant search results (e.g., a pilot

believed that a search result for a library website was a relevant result on the topic "Why is the

sky blue?"). A preliminary data analysis was run on this pilot data to confirm that the system was

collecting all the required data needed for the full analysis.
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CHAPTER 5

Results

In this chapter, I present the quantitative and qualitative results grouped by the research

questions they were designed to address. In RQ1, RQ2, and RQ4, I present the results of the

quantitative analysis based on the objective measures, interaction measures, and eye-tracking

measures, respectively. In RQ3, I present the results of the quantitative analysis of the closed-ended

questionnaire responses and the results of the qualitative analysis of the open-ended questionnaire

and interview responses.

To address the research questions and reduce the amount of comparisons being performed, the

quantitative analysis was performed with three subsets of the data. To examine the effects of task

type, the whole dataset was used. To examine the effects of display condition, the data for the Find

All and Pick 3 tasks were each analyzed as separate subsets. The post-session questionnaire data

was analyzed on the whole dataset as the questionnaire items asked participants to recall their use

of the display for the Pick 3 task only.

The quantitative analysis was performed using a series of tests in R. As the study design was fully

within-subject for each condition (repeated measures), I analyzed all the data as "paired" data. The

data was checked for normality using the Shapiro-Wilk test and, for most measures, was found to be

not normally distributed. To analyze this non-normal data, I used the non-parametric Friedman test

for repeated measures to detect the effects of the groups and blocks (e.g. task type and participant;

display and participant) on the measures. If determined to be significant, I followed that analysis

with a Wilcoxon signed-rank test to evaluate the differences between each experimental condition

McCrum-Gardner (2008); Pereira, Afonso, and Medeiros (2015). Bonferroni correction was used in

the post-hoc tests to reduce the Family-wise error rate introduced through multiple comparisons.

The full set of quantitative results are provided in Appendix G.
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5.1 RQ1: How do different task types and displays impact users’ ability to find
information with immersive search engine result pages?

5.1.1 Time-on-Task

For RQ1a-c (What is the effect of (a) task type, (b) display in the Find All task, and (c) display

in the Pick 3 task on time-on-task? ), I analyzed the trial time averaged at the task level across

display for both task types. The results are presented in columns 1 and 2 of Table 5.1.

For RQ1a, the Friedman test showed that task type had a significant effect on the time-on-task

(χ2(1) = 21.13, p < 0.001), with the Pick 3 tasks having significantly higher time-on-task than the

Find All tasks. This was an expected result, as the Find All tasks only asked the participants to

make relatively simple relevance judgements instead of the comparative evaluation and selections in

the Pick 3 tasks.

Figure 5.1: Search Behaviors.
Error bars show the 95% confidence interval.

To study the impact of the display on the time-on-task, I analyzed each of the task types

separately as the objective for each type was different and the participant performance was expected

to be different. For the Find All tasks (RQ1b), a Friedman’s test showed no significant differences

in time-on-task across the display conditions ((χ2(3) = 3.45, p = 0.327). Although they did not

reach significance, I note that the time-on-task was slightly lower for the larger spatial displays that

did not require any scrolling (the curve4 and sphere). For the Pick 3 tasks (RQ1c), results from a

Friedman test showed that display condition had a significant effect on time-on-task (χ2(3) = 15.86,
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Table 5.1: Search Behaviors.
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Significance from Wilcoxon signed-rank test: ** - p < 0.01; * - p < 0.05

p < 0.001). Post-hoc Wilcoxon signed-rank tests showed that participants performed the tasks in

significantly less time in the curve4 display as compared to the list display (z = 2.43, p = 0.015) and

in the sphere display compared to the list display (z = 2.81, p = 0.005). Again, the time-on-task

was lower for the larger displays (curve4 and sphere). The lower time-on-task in the curve4 and

sphere conditions versus the list were likely due to the ability to see and scan all the results in the

large spatial display conditions without scrolling. These results also resonate with similar results

from Kammerer and Gerjets (2014) where participants were more likely to find the the most reliable

result in a grid-based SERP versus a list SERP Kammerer and Gerjets (2014). In this study, there

were no observed negative impact on the average time-on-task for the spatial displays, as the list

had higher average times in the Find All task and significantly higher average times in the Pick 3

versus the non-scrolling displays.

5.1.2 Accuracy

To investigate RQ1d (What is the effect of display on accuracy for the Find All task? ), I analyzed

participants’ accuracy of selecting relevant search results during the Find All tasks. I used the ground

truth of relevance (described in Section 4.2.1) for the search results to calculate the participants’

accuracy for each search trial. For each search trial, I computed the following data: true positives,

the number of correct results selected; true negatives, the number of incorrect results not selected;
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false positives, the number of incorrect results selected; and false negatives, the number or correct

results that were missed. Using these values, I calculated the accuracy ((true positives + true

negatives)/total number of results). The Friedman test did not observe a significant effect of display

on the accuracy of the participants’ relevance judgements in the Find All task (χ2(3) = 5.85, p

= 0.12). The results are presented in column 3 of Table 5.1. It was expected behavior for the

participants to find all the relevant search results in the Find All task. Finding an effect of the

display would have been a unexpected observation.

5.1.3 Rank Depth

To investigate RQ1e (What is the effect of display on the average rank of selected documents for

the Pick 3 task? ), I analyzed participants’ result selections during the Pick 3 tasks. The results are

presented in column 4 of Table 5.1. For clarity in this text, I will use the term position to describe

the result order in the display and use the term rank to describe the result’s original rank from

the Google SERP it was sourced from – a higher number position indicates both a lower rank and

a lower relative position in the display (see Figure 4.3 for positions). Search result position did

not always correspond to the rank from the original Google SERP because of the results screening

process as described in Section 4.2.1, but the original order was maintained.

Results of a Friedman test showed that display condition had a significant effect on the average

position depth of the three results that were selected (χ2(3) = 11.215, p = 0.011). Post-hoc Wilcoxon

signed-rank tests showed that participants selected results with a higher average rank depth in the

curve4 display as compared to the list (z = 2.37, p = 0.018). One possible reason for the higher

average rank depth is that a sizable number of participants used a vertical scan path (e.g., 1→5→9)

in the curve4 condition. Thus, the second result viewed was at a higher numbered position (lower

rank) than if they had scanned horizontally (e.g., 1→2→3).

5.2 RQ2: How do different task types and displays impact users’ interactions
with immersive search engine result pages?

To investigate RQ2 (What is the effect of (a) task type, (b) display in the Find All task, and (c)

display in the Pick 3 task on users’ interactions? ), I analyzed participants’ interactions with the

system across five metrics: (1) result selects, (2) result deselects, (3) total scroll distance, (4) scroll

up distance, and (5) scroll down distance. The scrolling metrics only pertain to the list and curve3
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displays and were evaluated separately.

5.2.1 Selects and Deselects

Table 5.2 shows the average selects and deselects across the task types. Table 5.3 and Table

5.4 show the same metrics across the displays for the Find All task and Pick 3 task, respectively.

Selects and deselects were recorded when the participant clicked on a search result to perform the

respective action.

Figure 5.2: Selects and Deselects by Task Type.
Error bars show the 95% confidence interval.

Table 5.2: Selects and Deselects by Task Type.
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Significance from Wilcoxon signed-rank test: *** - p < 0.001

Results of a Friedman test showed that task type had a significant effect on both selects (χ2(1)

= 32.00, p < 0.001) and deselects (χ2(1) = 18.24, p < 0.001), with the Find All tasks having

significantly higher selects and the Pick 3 tasks have higher deselects. These were the expected

results, as the Find All tasks required at least 4 selects per trial compared to the Pick 3 tasks’

minimum of 3 selects. However, the Pick 3 tasks did encourage comparisons between each search

result, so it was also expected that might deselect a search result upon finding another that better

met their criteria.

66



Figure 5.3: Selects and Deselects by Display (Find All).
Error bars show the 95% confidence interval.

Table 5.3: Selects and Deselects by Display (Find All).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Significance from Wilcoxon signed-rank test: ** - p < 0.01; * - p < 0.05

Results of a Friedman test showed a significant effect of display condition on deselects for the

Find All tasks (χ2(3) = 16.97, p < 0.001). No significant difference was observed for selects (χ2(3)

= 0.27, p = 0.965). Follow up Wilcoxon signed-rank tests found only two significant differences

between display pairs. The deselects were higher in the list condition compared to the curve4 (z =

2.61, p = 0.009) and the list condition compared to sphere (z = 2.16, p = 0.031). Table 5.3 shows

these means by display.

For the Pick 3 task data subset, the Friedman test found significant effects of display condition

on selects (χ2(3) = 8.87, p = 0.031) and deselects (χ2(3) = 8.87, p = 0.031). Table 5.4 shows these

means by display. While the Friedman test showed an effect of display for both metrics, the pairwise

Wilcoxon signed-rank tests did not find any significant differences between displays.

The list display had significantly more deselects in the Find All task. What this may suggest is
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Figure 5.4: Selects and Deselects by Display (Pick 3).
Error bars show the 95% confidence interval.

Table 5.4: Selects and Deselects by Display (Pick 3).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

that the spatial displays, through virtue of displaying all results at once, having a non-conventional

layout, not requiring scrolling, or some combination of the three, made participants consider the

results more carefully and less prone to selecting an incorrect or less desired result.

5.2.2 Scrolling

Table 5.5 shows the total scroll distance, scroll up distance, and scroll down distance across the

task types. Table 5.6 and Table 5.7 show the same metrics across the displays for the Find All task

and Pick 3 task, respectively. Scrolling was only possible in the list and curve3, and the statistics

and analysis shown only pertain to them. Scrolls are defined as when a participant pressed the

scroll up or down button. In-system, a scroll would move the result set in the indicated direction,

effectively moving the viewport for the participant. At the end of each trial, the system stored the

total scroll distance, the total scroll up distance, and the total scroll down distance. As each display
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required a different distance to perform a "full page scroll." Due to the smaller viewport in the list,

the distances moved for the list and the curve3 were normalized so a comparison in the amount of

scrolling could be made. Each scroll unit was calculated to be 1/10th of the distance to scroll the

full distance in each display, so that to execute a full page scroll down, participants would need to

scroll 10 units.

Figure 5.5: Scroll Interactions by Task Type.
Error bars show the 95% confidence interval.

Table 5.5: Scroll Interactions by Task Type.
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Results of a Friedman test showed that task type had a significant effect on total scroll distance

(χ2(1) = 10.125, p = 0.001) and scroll up distance (χ2(1) = 21.125, p < 0.001), with the Pick 3

tasks having significantly higher total scroll distance and scroll ups. The effect of task type on scroll

down distance did not reach significance. The interesting note about this data is that participants

would scroll up significantly more in the Pick 3 task, which in turn increased the total scroll distance,

suggesting that participants were backtracking to review their selections or compare results – an

action that was unneeded in the relatively more simplistic Find All task.

For the Find All task data subset, the Friedman test found significant effects of display on total
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Figure 5.6: Scroll Interactions by Display (Find All).
Error bars show the 95% confidence interval.

Table 5.6: Scroll Interactions by Display (Find All).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

scroll distance (χ2(1) = 6.13, p = 0.013) and scroll down distance (χ2(1) = 12.50, p < 0.001) Table

5.6 shows these means by display. The scroll down distance was observed to be higher in the list

condition compared to curve3. The averages and graph suggest that the effect size difference is not

very large.

Figure 5.7: Scroll Interactions by Display (Pick 3).
Error bars show the 95% confidence interval.
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Table 5.7: Scroll Interactions by Display (Pick 3).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

For the Pick 3 task data subset, the Friedman test found significant effects of display on total

scroll distance (χ2(1) = 5.45, p = 0.020), scroll up distance (χ2(1) = 5.83, p = 0.016), and scroll

down distance (χ2(1) = 9.32, p = 0.002). Table 5.7 shows these means by display. In this task type,

all three scroll metrics were observed to be higher in list than in curve3: total scroll distance, scroll

up distance, and scroll down distance. These results suggest that the list display viewport with only

6 results (versus 9 in the curve3) meant that more scrolling was required to (1) compare results and

(2) ensure the "best" answers were picked.

5.3 RQ3: How do different task types and displays impact users’ perceptions of
using immersive search engine result pages?

To investigate RQ3a-c (What is the effect of (a) task type, (b) display in the Find All task, and

(c) display in the Pick 3 task on users’ perceptions? ), I analyzed participants’ responses to post-

condition and post-session questionnaires. Each participant completed an in-HMD questionnaire at

the end of task (post-condition questionnaire) and a computer-based questionnaire at the end of the

session (post-session questionnaire). The post-condition questionnaire was comprised of only 7-point

Likert-type responses, while the post-session questionnaire included 7-point Likert-type responses

and 2 open-ended question responses for each display. The analysis for each are presented separately

for the close-ended Likert-type questionnaire responses (Section 5.3.1) and the open-ended responses

(Section 5.3.2). To investigate RQ3d-e (What is the effect of display on users’ perceptions of (d)

their starting points and navigation patterns and (e) result order in the Pick 3 task? ), I analyzed

participant’s responses to three interview questions. The analysis for the interview responses are in

Section 5.3.3.
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5.3.1 Questionnaire Closed-ended responses

Post-Condition Questionnaire Table 5.8 shows the means of the post-condition questionnaire

questions across the task types. Table 5.9 and Table 5.10 show the same metrics across the displays

for the Find All task and Pick 3 task, respectively.

Table 5.8 summarizes the results of the post-condition questionnaire analysis across the task

type. I performed Friedman tests on the responses and found significant effects of task type on 7

of the 11 post-condition questions: (1) mental demand (χ2(1) = 19.59, p < 0.001), (2) hard work

(χ2(1) = 14.29, p < 0.001), (3) diff done (χ2(1) = 14.44, p < 0.001), (4) task easy (χ2(1) = 16.33, p

< 0.001), (5) satisfied time (χ2(1) = 15.21, p < 0.001), (6) arrangement made task easy (χ2(1) =

4.17, p = 0.041), and (7) felt confident (χ2(1) = 31, p < 0.001).

Figure 5.8: Post-Condition Questionnaire Responses by Task Type.
Error bars show the 95% confidence interval.

Table 5.8: Post-Condition Questionnaire Responses by Task Type.
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

The Pick 3 task was not a greatly more demanding task, so it is unsurprising that the participants

reported scores higher for the questions regarding the amount of work and determining when they

had completed the task compared to the Find All task. These responses may be due to the task

type being overall quicker to complete and a clearer objective to be met.
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Figure 5.9: Post-Condition Questionnaire Responses by Display (Find All).
Error bars show the 95% confidence interval.

Table 5.9: Post-Condition Questionnaire Responses by Display (Find All).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Significance from Wilcoxon signed-rank test: * - p < 0.05

Table 5.9 summarizes the results of the post-condition questionnaire analysis for the Find All

task data subset. Results from Friedman tests found a significant effect of display for only one

question: "I thought the arrangement of the search results made it easy to see all of the results"

(χ2(3) = 13.47, p = 0.004). Results from a Wilcoxon signed-rank test found that the sphere display

was reported to be easier to see all the results compared to the list display (z = 2.24, p = 0.025).

Table 5.10 summarizes the results of the post-condition questionnaire analysis for the Pick 3

task data subset. Results from the Friedman tests showed a significant effect of display on three

responses. The "felt uncomfortable" response was found be significant (χ2(3) = 12.15, p = 0.007),

with the follow up Wilcoxon signed-rank tests showing that the list display was reported to make

participants feel more uncomfortable than the curve3 display (z = 2.27, p = 0.023). The effect

of display on the "arrange easy results" response was also significant (χ2(3) = 14.78, p = 0.002),
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Figure 5.10: Post-Condition Questionnaire Responses by Display (Pick 3).
Error bars show the 95% confidence interval.

Table 5.10: Post-Condition Questionnaire Responses by Display (Pick 3).
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.

Significance from Wilcoxon signed-rank test: *** - p < 0.001; * - p < 0.05

there was a significant effect of display for all three spatial display comparisons against the list.

The responses for the "arrangement made it easy to see the results" question were lower for the

list display versus the curve3 (z = 3.51, p < 0.001), curve4 (z = 2.48, p = 0.013), and sphere (z

= 2.04, p = 0.041). Finally, the effect of display on the "felt dizzy" response was also significant

(χ2(3) = 7.87, p = 0.049), with the follow up Wilcoxon signed-rank tests showing that the curve4

was reported to make participants feel more dizzy than the curve3 display (z = 2.00, p = 0.045).

Notably, results from the Friedman test found several one response with significant effect of display:

and "satisfied time" (χ2(3) = 8.50, p = 0.037). However, follow up Wilcoxon signed-rank tests did

not observe any significant differences in the pairwise comparisons the displays for that responses.

For the Find All and the Pick 3 data subset, Friedman tests did not find significant effects of

display on reported mental demand, physical demand, or hard work across the displays. Taken
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together, these results may suggest that each display was comfortable to use for these relatively

simple search tasks, but the list display was reported to make it significantly harder to see the search

results than the other displays.

Post-Session Questionnaire Table 5.11 summarizes the results of the post-session questionnaire

analysis. This questionnaire was performed at the end of the study and responses were given for each

display, so there is no task type analysis or display analysis for the individual task type data subsets.

Some of the questions in this post-session questionnaire revisited concepts from the post-condition

questionnaire (e.g., hard to use, tasks too long, confidence). I choose to ask about these again in the

post-session questionnaire *after the participants had experienced all the conditions* in order to

gain additional insight and allow participants to evaluate the display conditions by making more

direct comparisons.

Figure 5.11: Post-Session Questionnaire Responses.
Error bars show the 95% confidence interval.

I performed Friedman tests and found significant effects of display on 5 of 7 of the post-session

questions: made task take too long (χ2(3) = 17.90, p < 0.001); required a lot of backtracking (χ2(3)

= 45.99, p < 0.001); felt results shown in order (χ2(3) = 16.26, p = 0.0011); arrangement made it

easy to compare results (χ2(3) = 39.78, p < 0.001); and hard to feel confident in my answers (χ2(3)

= 20.38, p < 0.001).

Where results from the Friedman tests showed significant effects of display, I performed post-

hoc Wilcoxon signed-rank tests to determine how each display compared to the others. For the

questionnaire item "I felt this display made the tasks take too long," participants rated the list

display lower than the curve4 (z = 2.29, p = 0.022) and lower than the sphere (z = 2.05, p = 0.04).
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Table 5.11: Post-Session Questionnaire Responses.
Cells show means with standard deviation in parentheses. χ2 and p from Friedman test.
Significance from Wilcoxon signed-rank test: *** - p < 0.001; ** - p < 0.01; * - p < 0.05

For the questionnaire item "This display required a lot of backtracking," participants rated the list

display lower than the curve3 (z = 3.37, p < 0.001), lower than the curve4 (z = 4.09, p < 0.001),

and lower than the sphere (z = 3.85, p < 0.001). Notably: there was a significant difference between

the curve3 and curve4 display in the backtracking responses (z = 2.05, p = 0.04) where the curve3

was perceived as requiring more backtracking than the curve4. For the questionnaire item "I felt

the search results shown to me were in an order," participants rated the list display higher than

the curve3 (z = 3.37, p = 0.032), higher than the curve4 (z = 2.75, p = 0.006), and higher than

the sphere (z = 2.81, p = 0.005). For the questionnaire item "I felt the arrangement made it easy

to compare results," participants rated the list display lower than the curve3 (z = 4.1, p < 0.001),

lower than the curve4 (z = 4.17, p < 0.001), and lower than the sphere (z = 3.99, p < 0.001). For

the questionnaire item "This display made it hard to feel confident in my answers," participants

rated the list display lower than the curve4 (z = 2.7, p = 0.007).

That the list was was significantly different from the other displays in backtracking and result

comparison may be due to its smaller viewport of 6 results compared to the 9 (curve3) and 16

(curve4/sphere) results viewable. It is also possible that more scrolling was perceived as "backtracking"

where the act of moving the head to view results in the spatial displays was not. For the question, “I

felt the search results shown to me were in an order”, participants reported feeling that the list was

in an order more than the three spatial displays. However, the average “in order” score for the list

was only 4.31 on a 7-point scale, suggesting that some participants may have been unsure if any of

the display conditions (even the list) were in an order.
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For the question, "Please rate your overall score from 0-100," the list was scored lowest (54.94),

followed by the curve3 (63.41) and sphere (64.44), and finally the curve4 was scored highest (68.81).

However, a Friedman test did not find these differences to be statistically significant. Overall, the

post-session questionnaires responses suggest that (1) the list was perceived to have more of an

ordering, but (2) the list had more overall pain points.

5.3.2 Questionnaire Open-ended responses

In the post-session questionnaire, I asked participants to write about their likes and dislikes of

each display condition.

Working with a second coder, I analyzed all 32 participants’ responses during the post-session

questionnaire to gain insights about their likes and dislikes about each of the display conditions.

In separate questions, participants were asked to list likes and dislikes about each display. This

resulted in a total of 128 "like" responses (32 participants x 4 displays) and 128 "dislike" responses.

Each response could contain multiple likes or dislikes (participants were asked to list 2 or 3 of each).

The method for coding these responses is described in Section 4.7.2. In total, the coders identified

18 distinct like codes and 21 distinct dislike codes. A complete list of these codes are provided in

Table F.1 of Appendix F. Table 5.12 shows the like and dislike codes that contributed to identifiable

trends, and the number of participants who mentioned each like/dislike, shown by display condition.

This table is provided to illustrate the spread of codes among the display conditions. The trends

table also excludes codes that were not contributing to the meaningful trends that surfaced during

the analysis. Based on our qualitative analysis of this data, I report trends and provide quotes from

participants’ responses to help describe the favorable and unfavorable aspects of using each display.

Familiarity - Familiarity is a trend that is mostly associated with the list display, as participants

were most accustomed to using a single-column, Google-style list of search results. The analysis

produced one like/dislike code pair for familiarity. This code was used when participants described

the familiarity positively or, in one case, negatively.

“It felt most familiar to me since this is how google searches normally are displayed.” –

p14-list-like

77



Table 5.12: Likes/Dislikes Trends.
Includes like and dislike codes and instance counts for each display. Excludes codes (and their

respective instances) that did not contribute to identifiable trends.

“It felt like a waste of VR technology to do something I could just as easily do on the

computer.” – p11-list-dislike

Viewport - The viewport refers to the amount of search results displayed on each display at

once. The list display showed 6 results and required scrolling, the curve3 showed 9 results and
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required scrolling, and the curve4 and sphere displays showed all 16 results without requiring scrolling.

However, the larger displays required head movement to view all the results, effectively creating a

head-controlled viewport where the smaller displays used a scrolling viewport. The analysis produced

two like/dislike code pairs. The "large viewport" code was used when participants expressed that

seeing a bigger set of search results was a positive or negative aspect of a display. The "narrow

viewport" code was used when participants discussed positive or negative aspects of seeing only a

portion of the search results at a time.

Participants had mixed opinions on the viewport size. Some liked the smaller viewports as they

were not overwhelmed by too many results, while others found it difficult to compare results with

limited ability to see multiple results at once. Some participants appreciated not having to scroll

in the larger displays, but others found it overwhelming to see so much information in one place.

Some participants also found the requirement to move their head around on the larger displays to

be physically demanding.

“I enjoyed being able to scroll as well as being able to compare a few answers at a time

instead of getting overwhelmed by too many options” – p29-list-like

“I liked that I could see 9 results at once which made it very easy to compare them all at

once.” – p31-curve3-like

“I liked that you didn’t have to scroll, all the results were right there. It was easy to

compare results just by looking back and forth. ” – p11-curve4-like

“Seeing all the options at once also made it easier to compare the relevant results. ” –

p20-sphere-like

“This display was difficult to use to compare the results in order to determine which ones

were the best since I felt limited in my ability to see multiple at once.” – p26-list-dislike

“The reduced head movement isn’t quite as nice as having everything in front of you,

having to scroll means that many of the same issues from the [list] were still present” –

p25-curve3-dislike
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“It is a lot of options to be displayed on one screen, and you have to move your head

around a lot.” – p24-curve4-dislike

“While the information is in one place, like the [curve4] condition, there was too much

in one place. It felt overwhelming and I found myself only looking at specific sections

at a time, and ignoring other parts because it required me to move my head more.” –

p14-sphere-dislike

Scrolling - The scrolling in search results displays was discussed by participants in three aspects:

the like/dislike of using scrolling, the like/dislike of not using scrolling, and the like/dislike of the

scrolling amount. Some participants preferred not having to scroll, finding it easier to compare

results, while others liked the convenience of having all the results in one place and easily scrollable.

However, a few participants found the continuous scrolling tiring and the head movement required

in the spatial displays physically demanding.

“I liked how it was all in one list, which means I didn’t have to look right and left. I liked

that I can scroll down very easily. ” – p4-list-like

“I liked how much information it held and didn’t mind having to scroll. I didn’t need to

move around as much to see all of the results. ” – p20-curve3-like

“I liked the absence of the scroll bar so I could compare the results easily.” – p8-curve4-

like

“I like having all the results in front of me and not having to scroll.” – p14-sphere-like

“One thing I disliked was how you had to continuously keep scrolling to see the results. I

felt like the results were never ending.” – p1-list-dislike

“I disliked this condition because I never scrolled to the bottom. I always stayed at the

beginning and never seemed to scroll down.” – p6-list-dislike

“Still required to scroll some, a functionality I found I disliked.” – p32-curve3-dislike
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“The display was also the most physically demanding as I felt that I had to address each

result with by turning my head as opposed to scrolling or not having to move much at

all.” – p12-sphere-dislike

Head Movement - Each display required an amount of head movement (e.g. turning) to view

all of the search results. The analysis produced one like/dislike code pair about head movement and

one dislike code about dizziness or unease while using a display. The "head movement" code was used

when participants described using their head to turn and view results or when they mentioned that

total amount of head movement was a positive or negative aspect of a display. The "dizzy/unease"

code was used when participants discussed their use of the display as causing a level of discomfort.

There were only dislike "dizzy/unease" code instances.

The list was designed to require the least head movement of the four displays. The curve3 display

needed more head movement than the list display, but the the curve4 and sphere displays were

designed to required the most head movement. In general, more head movement meant that more

space in the IVE could be used to display search results and that less or no scrolling was required to

view the search result set.

“I liked not having to move my head around a lot...” – p8-list-like

“I really liked that the display was not too wide so I did not have to turn my head and

I could see all 9 squares presented at once. It was easier to quickly scan the titles. ” –

p28-curve3-like

“I liked moving my head and scrolling with my head, not the buttons, easy to compare

results.” – p30-curve4-like

“I tended to miss the very first search result because it was way at the top and sometimes

I didn’t want to move my head up to look at what was there.” – p14-list-dislike

“You have to both scroll and turn your head a bunch and you can’t see everything at

once. It was difficult to see and there were too many options.” – p24-curve3-dislike

“Quite dizzy when comparing results because I have to move head in multiple directions;

Too much head movement when looking at results on the far ends” – p5-curve4-dislike
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“Still required looking relatively far up to see the top row, required the most movement

overall to view everything.” – p13-sphere-dislike

Comparing Results - The participants noted that the ease of comparing search results varied

based on the layout of the display. The analysis produced one like/dislike code pair about comparing

search results in each of the displays. The "easy/hard to compare results" code was used when

participants positively or negatively described the proximity, angle, layout, or need to scroll as

impacting their ability to compare results.

The layout of the curve3 display received positive comments for allowing for easy comparison of

results with just the right amount of head pivoting needed. The sphere display also received positive

comments for its quick and easy scanning of results, making it easy to compare them. On the other

hand, the list display was criticized for scrolling making it harder to compare the results. The curve4

display received negative comments for having two columns in the middle and one on each side,

making it difficult to remember the location of the results when comparing. The sphere display also

received criticism for being uncomfortable to compare results at opposite corners.

“Just the right amount of pivoting the head needed to gauge all results. Easier to compare

all results; clean look; the slight tilt to the side results made for ease of viewing.” –

p32-curve3-like

“I like having all the results in front of me and not having to scroll. I like how quick and

easy it is to scan the results and compare.” – p10-curve4-like

“This one made it very easy to compare all of the options since I did not need to scroll

through the results” – p26-sphere-like

“Was difficult to see all the search results at once, which made it harder to decide which

3 were the best options” – p15-list-dislike

“I couldn’t compare answers to each other easily because I had to scroll.” – p11-curve3-

dislike

82



“I did not like that there were two columns in the middle and one on each side because

it was hard to remember the locations of the results when comparing.” – p22-curve4-

dislike

“it’s uncomfortable to compare, for example, the top left result with the bottom right

one.” – p5-sphere-dislike

Scan Path - The scan path trend includes three codes: (1) "perceived result order" - a like code

used when participants would mention that the results were presented in an rank order; (2) "scan

path" - a dislike code used when participants wrote that they were unsure how to navigate through

the results systematically; and (3) "feeling lost/unsure" - a dislike code used when participants said

that the display made them feel lost or unsure if they had viewed all the search results.

Some comments touched on how there was or was not an intuitive order to follow for the search

results. A few participants liked the list display as they perceived that it had a clear rank order

for the search results. Some participants wrote that they disliked the curve3, curve4, and sphere

displays as they could not tell how to go through the results. One participant remarked that they

had difficulty remembering if they had searched an area in the curve4 display. In the sphere display,

another participant said that they gravitated towards the center options as a way of bypassing the

confusing nature of the display.

“The order of the results was intuitive (where there appeared to be one).” – p25-list-like

“I did not like that I couldn’t tell which results came in what order.” – p22-curve3-

dislike

“The order I saw things in was up to me - sometimes I forgot if I had searched an area or

not” – p2-curve4-dislike

“I tended to gravitate towards the center options.” – p28-sphere-dislike

Backtracking - Backtracking is a trend discussed by participants where they found that the

display was either easier or harder to backtrack in. The analysis produced one like/dislike code pair
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about backtracking. The "easy to backtrack/backtracking" code was used when participants would

either positively say a display made backtracking through results easy to do or negatively describe

that the display "required" backtracking or more backtracking than other displays. This manifested

most in a dislike for the scrolling displays (list especially) for requiring too much backtracking or

being difficult to backtrack in. The non-scrolling displays fared better, with participants reporting

either fewer dislikes and a few likes for the ease of backtracking in the curve4 and sphere.

One participant described the sphere as requiring backtracking due to the shape of the display as

being overwhelming. Some participants expressed that displays made it easier to backtrack because

they could see all results or that simply not having to scroll meant they were not ever backtracking,

which suggests that some participants may not have equated head movement to backtracking in the

way that virtual navigation is.

“Less backtracking was required and it seemed to show the results to me in a perfect

fashion so I could digest them all properly.” – p9-curve3-like

“The display didn’t require any backtracking and I didn’t have to search for any hidden

results in a scroll.” – p9-curve4-like

“I liked that all of the choices were easy to see and that I could see which ones I selected

without having to scroll.” – p19-sphere-like

“A LOT of backtracking, scrolling up and down to compare search results...had to

remember things previously viewed.” – p5-list-dislike

“I didn’t like having to scroll up and down when trying to find the best answer choices.

I feel as if the combination of the curve and the scroll bar didn’t help much over the

normal scroll list, instead it added in the fact that it was hard to concentrate on different

parts of the list.” – p8-curve3-dislike

“If I didn’t go in a remembered order I sometimes had to backtrack” – p2-sphere-dislike

“I disliked this display because the curviness/sphere shape was also a bit overwhelming a

few tasks in. It also required me to go back and check over everything.” – p6-sphere-

dislike
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Time to View Results - Participants would occasionally discuss the length of time to view

all of the search results as a like or dislike for each display. The analysis produced one like/dislike

code pair about how much time it took to view all the search results. If we coded time to view as a

"like", that means the participant expressed that means that they expressed that the display made

it fast to view results. The opposite is true for the dislikes, where the participant expressed that the

display made it slow to view results.

“I felt like I was able to read through the options faster with the list display, I thought it

was the easiest to see, I didn’t have to move my head around.” – p24-list-like

“This was my favorite visual format. I felt like I could get through the task very

easily and it was more efficient than the list as I could scan quicker while scrolling.” –

p21-curve3-like

“I liked that I could see so many results at once and I didn’t have to scroll at all. This

made it much easier to compare them all so I felt like it took less time to complete the

task.” – p31-curve4-like

“The sphere display made it easy to see all of the search results. It was very easy to

compare the different results and look back and forth at different options. This seemed

to be the easiest presentation for speed and accuracy. ” – p28-sphere-like

“Requiring scrolling seems to have taken much more time than the displays where all

were presented at once.” – p28-list-dislike

“Sometimes I felt that needing to scroll was making me take longer on the Pick 3.” –

p12-curve3-dislike

Display Overwhelming - A trend among the participant responses was that they found some

of the displays to be overwhelming - a term used by a number of participants to describe the feeling

of being surrounded by the search results. This trend encompasses more of the feeling of being

surrounding the search results and less of the usefulness described in the Viewport trend. The

analysis produced one like/dislike code pair about the layout of search results being overwhelming.
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The "not overwhelming" like code was used when participants would positively say a display did not

make them feel overwhelmed. This was most often expressed as a positive comparison to another

display. The "display overwhelming" dislike code was used when participants would negatively

describe the feeling of the number of search results in the viewport.

The list display was seen as the least overwhelming, perhaps due to its familiarity. The sphere

display received the most comments about being overwhelming, and the curve4 received fewer

negative comments about feeling overwhelmed compared to the sphere display. This difference in

feeling overwhelmed may be due to the sphere display’s vertically angled top and bottom rows.

“I liked how the results were listed one at a time, so it was not an explosion of information.”

– p23-list-like

“It required very little movement, and let me view a large number of results without

being overwhelmed.” – p13-curve3-like

“I was able to look at every result but I didn’t feel overwhelmed by the arc length of the

search results. I felt the quickest on this condition.” – p12-curve4-like

“When there were similar search results it did feel overwhelming at times.” – p14-curve3-

dislike

“I disliked this display condition because it did make me feel queasy but not sick. It was

just overwhelming to see that many options presented to me at once.” – p6-curve4-

dislike

“there was too much information on the screen for me to process all at once.” – p29-

sphere-dislike

Display Curving - A trend related to the shape of the displays. The analysis produced one

like/dislike code pair about the curving nature of search results either making it easier or harder to

view the search results. The "result angle" code was used when participants would positively or

negatively describe the curving or spherical nature of the displays.
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The layouts of the search results in the curve3 and curve4 displays were curved around the Y

axis while the search results in the sphere display were curved around the X and Y axes. Some

participants liked the curves of the displays, as it made it easier to view results and made the results

feel like they were surrounding them. However, some participants did not like the curve of the

displays finding it frustrating to read and disorienting.

“The slight tilt to the side results made for ease of viewing.” – p32-curve3-like

“The curve made it easy to see things by simply rotating my head.” – p13-curve4-like

“The sphere gave a little more help to the eye sight problem. The results seemed less far

away than the [curve4].” – p9-sphere-like

“I liked that the results felt like they were surrounding you and that they were all

displayed at once.” – p15-sphere-like

“I did not like that it was curved on the sides because this made it frustrating to read

sometimes.” – p22-curve3-dislike

“...the curvature felt odd” – p29-curve4-dislike

“I didn’t like how the results at the corners appeared to be askew. It was more disorienting

than if they were flat.” – p31-sphere-dislike

Display Height/Width - Participants would occasionally describe the displays as either being

too tall or too wide. The analysis produced two dislike codes. The "results too high/low/far" code

was used when participants would negatively write about the position of the results at the top,

bottom, or sides of the display being too high, low, or far away, respectively. The "row lengths" code

was used when participants would negatively discuss how many results were in each row.

These codes were more common in the large spatial displays. What is particularly interesting

when comparing the curve4 and sphere displays is that the vertically-angled results in the top and

bottom rows in the sphere were meant to mitigate the feeling that the large spatial display results

were too high or low. This suggests that the vertical angle of the results were either ineffective
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to meet this goal or that they were not large enough, despite the number of positive comments

regarding the angle of results in the sphere display in the previous trend. It is unsurprising to see

that the list and curve3 were not described as being too wide, though the curve4 and sphere displays

did have a couple of negative comments regarding their width.

“It was very difficult to keep track of all the results, and it made very poor use of the

total space in my field of vision.” – p25-list-dislike

“The results were too far apart and out there that it was hard to properly look for the

search result because the corners were so far away that it didn’t seem reasonable to look

there.” – p9-curve4-dislike

“Too much lateral spread of the results; eye tends toward the central results.” – p32-

sphere-dislike

5.3.3 Interview

Working with a second coder, I analyzed all 32 participants’ responses during the exit interview to

gain insights about their starting point, navigation pattern, and perceptions of results ranking. First,

two authors chose a subset of data (6 interview transcripts, roughly 19% of the data) and worked

together to develop an initial coding scheme using an inductive approach. Second, using the coding

scheme, two authors independently coded another subset of data (4 interview transcripts, roughly

13% of data) to test the reliability of the coding scheme. The two coders obtained a percentage

agreement of 96%, which is considered good. Third, the two authors split the remaining data and

finished the coding. This involved adding a small number of new codes that were discussed and

agreed upon. Based on our qualitative analysis of interview data, I report trends and describe

examples from participants’ responses to help explain observed behaviors. The codes are included in

Table F.2 of Appendix F.

Starting Points In the list display, 93.7% (30/32) of participants reported starting at the top

of the display. The other two reported starting from either bottom or the center of the display.

In the curve3, curve4, and sphere displays, 78.1% (25/32), 71.8% (23/32), and 68.7% (22/32) of

participants reported starting at the top left corner, respectively. Among those who did not start
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from the top left, the majority reported that they started from the center while two participants

started from the bottom of the display.

Figure 5.12: Participant Reported Starting Points

This trend of starting at the top left seems to be due to the Western manner of reading (i.e.,

left to right/top to bottom) that the participants were already familiar with. Nearly a third of

participants (N = 10) explicitly mentioned their reading pattern as a reason to start from top/top

left. For instance, P23 said, “That’s how I read things, any information, like books or something.”

Several other participants (N = 6) noted that they felt it was “natural” to start from top/top left

although they could not describe exactly why. For instance, P30 said, “I just felt naturally inclined

to.”

For the spatial displays (non-list), nearly a quarter of participants said they started their search

trials from a center position. The motivations for starting from the center were most often related

to effort. Several participants (N = 7) mentioned that they started at the center because that was

where their eyes were at the start of the trial. For instance, P25 said, “It was just right in front of

my eyes that was just the first thing I read and I was kind of going outwards from there.” Other

participants (N = 2) mentioned the additional effort involved in starting from the top left. For

instance, “For the sphere in particular, I remember starting in the middle because that just felt more

natural than just the top left, where I had to look more to the top left.” It is worth noting that even

if participants started in the center, more often than not, they would “reorient” to the top left to
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begin their deliberate scanning. I discuss this reorientation behavior more in the next section.

Figure 5.13: Navigation patterns (curve3 display for reference).

Table 5.13: Navigation patterns counts (self-reported from interviews). Parentheses indicates
number of reorientations counts.

Navigation Patterns Based on participants’ interview responses, I identified seven main navi-

gation patterns: (1) horizontal zigzag, (2) horizontal snake, (3) vertical zigzag, (4) vertical snake,

(5) inward spiral, (6) outward spiral, and (7) reorientation. Figure 5.13 illustrates these navigation
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patterns and Table 5.13 shows the number of participants who mentioned using each pattern. A

few responses were grouped in an “Other” category in cases where participants said they used a

significant variation of the aforementioned patterns, a combination of patterns, or were inconsistent

in their scanning and developed no pattern.

The following are the descriptions of the observed navigation patterns:

• Horizontal Zigzag - A by-row, fixed direction pattern. Starting from the top left result,

scanning all the way right along the row, moving to view to the leftmost result of the row

below and then scanning that row from left to right.

• Horizontal Snake - A by-row, bidirectional pattern. Starting from the top left result, scanning

all the way right along the row, move one row down, and then scanning the next row from

right to left, alternating direction with each row.

• Vertical Zigzag - A by-column, fixed direction pattern. Starting from the top left result,

scanning all the way down along the column, moving to view to the topmost result of the

adjacent column and then scanning that column from top to bottom. This pattern also includes

the single column, top-to-bottom scanning that most participants performed in the list display.

• Vertical Snake - A by-column, bidirectional pattern. Starting from the top left result,

scanning all the way down along the column, move one column right, and then scanning the

next column from bottom to top, alternating direction with each column.

• Inward Spiral - A multi-directional pattern. Starting from the top left result, scanning along

the top edge of the display, and then moving in a circular pattern until all edge results were

viewed before finishing their scan in the center of the display.

• Outward Spiral - A multi-directional pattern. Starting from the center of the display,

scanning along to the edge of the display, and then moving in a circular pattern until all edge

results were viewed.

• Reorientation - A special pattern. The participant would begin in the center of the display,

consider the result, and then reorient their view to the top left result before beginning to use

one of the other patterns.
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Separate from the other patterns, participants also described a “reorientation” behavior in which

the they would begin in the center of the display, consider the result there, and then reorient their

view to the top left result before beginning to use one of the other patterns. For instance, P20

said, “If I saw something that I knew was relevant in the center, I’d start over there, but I feel like

pretty much every time I would also shift back to the top left, just so I made sure that I looked at

everything.” This suggests that starting from top left might have provided a better sense of direction

when participants were trying to ensure that they viewed all results. In Table 5.13, the numbers in

parentheses indicate the number of participants who reoriented before starting each pattern.

From Table 5.13, I can also see that participants reported using snaking (i.e., vertical and

horizontal snake) more than non-snaking (i.e., vertical and horizontal zigzag pattern, spirals). A

possible reason for this is if you are scanning down a column when you get to the bottom, it requires

less head and eye movement to move horizontally and start scanning at the bottom of the next

column rather than to move diagonally up and restart at the top of the next column.

Interestingly, the number of participants who reported engaging in the horizontal zigzag pattern

was lower in the curve4 and sphere displays compared to the curve3. Participants switched from

scanning by row in curve3 to scanning by column in the curve4 and sphere displays. In the curve3,

the 3 results in each row were all visible, but to see the whole column, participants needed to scroll.

This may have led participants to perceive that it was more efficient to scan by row vs. column.

Participants also reported using more varied navigation patterns in the curve4 and sphere displays.

Several participants (N = 7) reported following a different scan path in curve4/sphere displays

vs. curve3 display. Some participants used a combination of different navigation patterns. For

instance, P1 used inward spiral followed by reverse horizontal snake. Interestingly, some participants

noted that it felt unnatural for them to follow any specific scan path in curve4/sphere displays. For

instance, P31 commented, “It felt weird trying to figure out which direction to go, I felt like I would

go from the middle and then like to right and kind of to that corner [bottom right] and then around,

rather than a more ordered fashion.” Similarly, P29 said, “That one [sphere] was more random. Just

I didn’t feel myself going like across and down. It was more like just kind of all over the place.”

Overall, the participants reported using a greater variety of scanning strategies in the spatial displays,

especially in the curve4 and sphere displays where all the results were visible without scrolling.
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Perceptions of Results Ranking As mentioned in Section 4.2.1, the results in the Pick 3 tasks

were ordered in all displays according to the their Google rank as shown in Figure 4.3. However,

when asked in the post-session interview if the results in Pick 3 task were ranked, 40.6% (13/32)

of participants reported no perception of the rankings across all displays. Only 28.1% (9/32) of

participants responded that they felt that the results were ranked across all displays. Interestingly,

18.7% (6/32) of participants reported an order perception only in the list display and 6.2% (2/32) in

the list and curve 3 displays but not others.

Figure 5.14: Perceptions of Results Ranking

The results show four interesting trends. First, in terms of the participants who recognized the

ordering in results (any or all displays), most (N = 12) felt that the top results were more relevant

(i.e., top in the list or first two rows in the curve3). Second, the scrolling action might have induced

the perceptions of ordering, which led to selective perceptions of ordering in list and/or curve3. For

instance, P20 said, “I feel like with the scrolling ones, there is not really much at the bottom like at

the very end of the list that were relevant.” Third, especially in the spatial displays, the fact that

the displays does not force any specific direction (vertical or horizontal) appeared to contribute to

the the absence of ordering perception. For example, P9 said, “I just I think it was also because I

wasn’t given [a direction] you know, someone else’s start is not going to be my start.” Finally, a

few participants (N = 3) mentioned that they felt the results were grouped or clustered instead of

ordered in spatial displays. That is, some participants felt that what they perceived as the most
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relevant results were spatially located close to each other.

5.4 RQ4: How do different task types and displays impact users’ eye interactions
while using immersive search engine result pages?

To investigate RQ4 (What is the effect of (a) task type, (b) display in the Find All task, and (c)

display in the Pick 3 task on eye-tracking measures? ), I analyzed participant’s eye gaze behaviors as

outlined in Section 4.6.2 and further detailed in the following sections where needed. These behaviors

are analyzed in the following section as either eye position behaviors (i.e., starting points, eye leaves,

total gaze time) or scanning behaviors (i.e., patterns and transitions). This quantitative analysis

compliments the participants’ reported behaviors as qualitatively analyzed in the prior section.

5.4.1 Eye Position Behaviors

Starting Points To determine participants’ starting point for each trial, I used the eye-tracking

data to determine the first result they dwelled on for at least 500ms. I selected 500ms as the threshold

for two reasons. First, studies in cognitive psychology have reported a range of word recognition

reaction times from 250ms to 700ms Cornelissen, Kringelbach, and Hansen (2010); Fraisse (1968);

Katz et al. (2012); Simon, Paullin, Overmyer, and Berbaum (1985) and eye-tracking research suggests

that 150ms is the minimum amount of time required to read and acquire the meaning of a word Cole,

Gwizdka, Liu, Belkin, and Zhang (2013). Second, I analyzed data for the Find All task and found

that 500ms was the smallest amount of time needed by participants to select a search result as being

relevant (for 98% of the selected results, participants took at least 500ms to decide that the result

was relevant). Given that the Find All task did not involve comparisons among results, I considered

this as a lower-bound for the Pick 3 task (which did require comparisons). I also conducted the

analyses described below at several other minimum dwell time thresholds (150ms, 250ms, 750ms)

and found that the trends reported here were fairly consistent across these different cutoffs.

Tables 5.14 and 5.15 show the distribution of starting points across all the result positions for

the Find All and Pick 3 tasks respectively. Each row shows the distribution for the 128 trials in that

display condition (32 participants * (5 trials - 1 practice = 4 trials) = 128 total trials). Tables 5.14

and 5.15 show several interesting results. First, for the Find All task, there was a top (list display)

and top left (spatial displays) position bias. This can be seen by the large number of trials where

participants started at position 1 (shown in green). I performed chi-square tests for each display to
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Table 5.14: Starting points (Find All).
Cells show number of trials where participant started at position N (out of 128 trials for each row).

Green shading indicates higher counts.

Table 5.15: Starting points (Pick 3).
Cells show number of trials where participant started at position N (out of 128 trials for each row).

Green shading indicates higher counts.

see if this bias for starting at position 1 (versus any other position) differed between the Find All

and Pick 3 tasks. The results showed that for each display, participants were more likely to start at

position 1 in the Find All task compared to the Pick 3 task: list χ2(1) = 6.89, p = 0.009; curve3

χ2(1) = 9.01, p = 0.003; curve4 χ2(1) = 4.17, p = 0.041; sphere χ2(1) = 14.57, p < 0.001. Another

result of interest is a center-bias tendency, especially in the curve3 display. For the curve3 display,

position 5 was at the exact center position and was a common starting point for both task types (27

for Find All and 41 for Pick 3). This center-bias was also present in the curve4 and sphere displays

at positions 10 and 11. One possible explanation for these center-biases is that at the start of each

trial the instructions and information need were displayed in a window near the center of the screen.

When this window was dismissed by the user, the results display would appear and the results at

positions 5 (curve3) and positions 10 and 11 (curve4 and sphere) were near their previous gaze point.

Total Gaze Time It is worth exploring the total time each result position was gazed at across all

search trials. Table 5.16 shows the total time in seconds for each display in the Find All task and

Table 5.17 shows the total time in seconds for each display in the Pick 3 task. The interesting trends

to notice here are: (1) in the list display, more time was spent on the 2nd result than the 1st result,

95



especially in the Pick 3 task, perhaps suggesting that the top result was positioned too high; (2) in

curve3 (Find All) the results in the right column (3/6/9/12/15) were gazed at for less time than the

other results on their respective rows and a similar trend is seen in the right column of the curve4

and sphere (4/8/12/16); (3) in the Find All task, participants spent less time in the bottom 9 results,

potentially due to becoming more efficient in their scan patterns; and (4) in the Pick 3 task, the first

4-5 results in each display were viewed for significantly more time than results in the bottom of the

displays, which may suggest that participants noticed the order of the results or believed the results

at the beginning of their scan patterns were the adequate to complete the task. The last trend in

particular is noteworthy due to the top/top left position bias discussed in Sections 5.3.3 and 5.4.1.

Table 5.16: Total time per position (Find All).
Cells show total time in seconds. Green shading indicates cells in the top quartile while red shading

indicates cells in the bottom quartile for that display.

Table 5.17: Total time per position (Pick 3).
Cells show total time in seconds. Green shading indicates cells in the top quartile while red shading

indicates cells in the bottom quartile for that display.

5.4.2 Scanning Behaviors

Based on the eye-tracking data, I created transition matrices for each display condition showing

the probability that a participant moved their gaze from one result position to another result position

during the Find All task (Figure 5.15).

List – The list display, not surprisingly, showed high probabilities of moving directly from

one result to its next neighbor (e.g., +1 moving down, or -1 moving up the list). The transition

probabilities off the main diagonal were very low (or zero). These results indicate that participants

moved linearly through the list. Figure 5.16 (left) illustrates these transitions with the high probability
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Figure 5.15: Transition Matrices (Find All) - clockwise from top left: list, curve3, sphere, curve4.
For clarity, transitions with 0 transition probabilities are blank and those with less than 0.02

probabilities are replaced with dashes. Probabilities between 0.2 and 0.4 are highlighted in light
green, while probabilities > 0.4 are highlighted in dark green. The total column is the number of

transitions that occurred from the result position to another.

transitions primarily are moving down the list and with a secondary transition probability of moving

up the list (i.e. backtracking). There were no non-neighbor position transitions observed that were

measured over 20%.

Curve3 – In the curve3 display, there was more variety in scanning patterns compared to the list.

The +1 and -1 patterns are still prevalent (green cells along the diagonal in Figure 5.15), but in

the curve3 these represent a horizontal zigzag pattern (see Figure 5.13). There is also evidence of

vertical movement at the edges (e.g., high transition probabilities from 1→4 (prob=.25), 4→7 (.3),

3→6 (.32), 6→9 (.17)), suggesting horizontal snaking. Notably, the transitions were clustered among

the top 9 results and bottom 7 results. This illustrates that many participants would apply their

chosen scanning pattern to the first 3x3=9 results that were visible and then scroll down to scan the
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Figure 5.16: List and Curve3 Transitions (Find All) - Green arrows are the highest probability
transition, orange arrows are the 2nd highest, and blue arrows are the remaining transitions with
probabilities above 0.2. The scroll bar shown is approximately the height of the respective displays’

viewport. Displays are not to scale.

7 remaining results. Figure 5.16 (right) shows the transition probabilities were highest for horizontal

movement.

Curve4 – In the curve4 display, there were more observed vertical transitions (e.g., 1→5, 5→9,

2→6, 6→10, 3→7, 7→11). Indeed, the vertical transition from 1→5 had a higher probability (.53)

than the horizontal transition from 1→2 (.37). Horizontal transition probabilities were highest along

along the top and bottom edges of the display. These results suggest that the vertical snaking

pattern (Figure 5.13) was more common in the curve4 display. The green arrows in Figure 5.17 (top)

highlight the vertical snaking pattern from the top transition probabilities in the curve4 display.

Sphere – The sphere display had scanning patterns that were similar to the curve4, but included

slightly more dispersion. In the sphere, the transition probability from 1→2 (prob=0.5, horizontal)

was greater than from 1→5 (prob=.35, vertical), suggesting that the tilting of the top and bottom
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rows of results toward the participant in the sphere condition may have had an effect. The more

dispersed transition probabilities in the sphere suggest that its spatial layout may have promoted

the most flexibility in scan paths of all the displays. Figure 5.17 (bottom) shows the more varied

transition probabilities than those in the curve4 display (top).

It is important to see where transition probabilities from the eye-tracking data either confirm or

conflict with the findings from the interview (Section 5.3.3) about the participant reported navigation

patterns. The agreement in the two analyses is most clear in the list display with participants

reporting a very clear top-to-bottom scanning pattern that the transitions show in Figure 5.16 (left).

For the curve3 display, more participants reported using a horizontal pattern (N = 17) compared to

a vertical pattern (N = 11) (Table 5.13). This can clearly be seen in the eye-tracking data in Figure

5.16 (right) with the prevalence of green arrows pointing horizontally. Where the eye-tracking data

begins to differ from the participant interview responses is in the curve4 display. For the curve4

display, about the same number of participants reported using a vertical pattern (N = 13) compared

to a horizontal pattern (N = 12), with 5 participants describing some "other" type of pattern (Table

5.13). However, Figure 5.17 (top) clearly shows shows that the vertical transitions were more likely

than horizontal transitions in the middle rows. This difference in the interview data and eye-tracking

data may be due to (1) the "other" patterns may have been composed of more vertical transitions

than horizontal, or (2) participants may not have recalled their patterns clearly. Finally, for the

sphere, the transitions seen in Figure 5.17 (bottom) suggest a greater variety of patterns used, with

smaller probabilities all around. This appears to be consistent with participants’ interview responses

about the sphere (Table 5.13). These results are also consistent with the dislike responses from the

post-session questionnaire where more participants described being unsure of how to systematically

scan through the sphere.

99



Figure 5.17: Curve4 (top) and Sphere Transitions (Find All) - Green arrows are the highest
probability transition, orange arrows are the 2nd highest, and blue arrows are the remaining

transitions with probabilities above 0.2.
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CHAPTER 6

Discussion

In this study, I analyzed users’ behaviors across four spatially immersive search result page

displays while performing two different task types. In my analyses, I performed quantitative analysis

of the participants’ objective task measures, interactions with the system, their perceptions of using

the system, and their eye gaze behaviors while using the system. I also performed qualitative analysis

of the participants’ open-ended questionnaire responses and their interview responses. In this chapter,

I summarize the findings from my analysis by research question and revisit my hypotheses to evaluate

whether there is evidence to support or reject them. Then I discuss the implications of this work for

immersive SERP displays and discuss the limitations of this study.

6.1 Summary of Study Results

6.1.1 RQ1: Summary of Objective Measures Results

For RQ1, I examined how participants performed their searches across three objective measures:

(1) time-on-task - the average of the 4 search trial times for the task, (2) accuracy in selecting

relevant search results (Find All only), and (3) average rank depth of selected search results (Pick 3

only). The time-on-task analysis was done to investigate the effect of the task type across all data

(RQ1a), the effect of display on the Find All task data subset (RQ1b), and the effect of display on

the Pick 3 task data subset (RQ1c). The accuracy analysis was performed to answer RQ1d and the

average rank depth analysis was performed to answer RQ1e.

The results showed that there were significant differences in the time-on-task in the Pick 3 task

(i.e., higher in the list than curve4 and sphere) and the average rank of the selected documents in

the Pick 3 task (i.e., higher in the list than curve4). The average rank depth was higher in the Pick

3, which might suggest that the participants satisificed in the list display by picking the top results

"above the fold." However, that does not appear to have equated with lower search times in the

list display for the Pick 3 task. This slightly conflicting response may suggest there is a small time
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penalty associated with using the list display in tasks requiring comparisons, even when viewing a

small number of search results. There were no significant differences observed in the time-on-task or

the accuracy of selected results in the Find All task. In all, the results suggest that participants are

able to use and occasionally perform certain tasks more quickly in the spatial displays.

In my first three hypotheses, I expected that there would be an effect of task type (H1a) and an

effect of display for the Find All task (H1b) and the Pick 3 task (H1c) on the time-on-task measure.

For H1a, my analysis found that task type did have a significant effect on time-on-task, with the

Pick 3 tasks having significantly higher times than the Find All task. Thus H1a is supported. This

was an expected result, as the Find All tasks only asked the participants to make objective relevance

judgements instead of the subjective result comparison in the Pick 3 tasks. For H1b, I observed no

effect of display on time-on-task for the Find All task. This runs counter to my hypothesis H1b, as I

expected that the scrolling displays would require more time than the larger spatial displays. I did

not find support for hypothesis H1b. For H1c, my analysis found an effect of display on time-on-task

for the Pick 3 task. The time-on-task when using the list display was significantly higher than in the

curve4 display in the Pick 3 task type. This may suggest that the smaller viewport or the scrolling

required in the list display increased the amount of time needed to sufficiently compare the search

results and meet the goal for the Pick 3 task. This supports hypothesis H1c.

In H1d I hypothesized that there would be no significant effect of display on participants’ accuracy

in finding the relevant results in each search result set in the Find All tasks. My analysis of the data

did not find any significant effect of display on accuracy, meaning that I retain H1d. My hypothesis

was based on my preliminary study Ward and Capra (2020) where no participants selected irrelevant

results for their answers.

In H1e I hypothesized that there would be an effect of display on the average rank of the selected

documents in the Pick 3 task. The results in this task type were ordered, and even though the task

was designed to encourage participants to compare results, the most relevant results were at the

top of the list and curve3 displays. My analyses found that display did have an effect on average

rank of the selected documents. Participants selected results with a significantly higher average rank

depth in the curve4 display compared to the list. In addition, the list had a lower average depth

rank compared to the curve3 and sphere (although these two did not reach significance). These

results suggest that the spatial displays, especially the larger curve4 and sphere, had participants
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looking at lower ranks from the beginning. The interview analysis that discusses the reorientation

behavior (Section 5.3.3) and the eye-tracking data on starting points and scan paths (Section (5.4.1)

show that participants considered and selected those lower ranked results before moving up to look

towards the higher ranked results.

6.1.2 RQ2: Summary of Interaction Measures Results

For RQ2, I examined how participants performed their searches across five interactions measures:

(1) result selects, (2) result deselects, (3) total scroll distance, (4) scroll up distance, and (5) scroll

down distance. This analysis was done to analyze the effect of the task type across all data (RQ2a),

the effect of display on the Find All task data subset (RQ2b), and the effect of display on the Pick

3 task data subset (RQ2c). The scroll metrics were only analyzed across the list display and the

curve3 display where scrolling was required.

I held no hypotheses for RQ2. However, for RQ2a the results showed there were significant effects

of task type on the number of result selects (Find All > Pick 3), result deselects (Pick 3 > Find

All), total scroll distance (Pick 3 > Find All), and the total scroll up distance (Pick 3 > Find All).

The number of selects being higher in the Find All task makes sense, since the Find All required

participants to identify between 4 and 7 relevant results, whereas the Pick3 required selecting only 3

results. Similarly, the Pick 3 task having more results deselected than the Find All task makes sense

because it was more likely that a participant would reconsider a result when doing comparisons and

less likely to do the same action when making relevance judgements on a search result to a topic. In

the Pick 3 task, the amount participants scrolled up (and consequently their total scroll distance)

was significantly higher than in the Find All task. This makes sense, as the Find All task likely only

required a single scan through the results to perform the relevance judgments whereas the Pick 3

task required making comparisons among results and this may have required more scrolling.

Between displays, the list had more scroll downs and less total scroll distance than the curve3 in

the Find All task (RQ2b) and more total scroll distance, scroll ups, and scroll downs in the Pick 3

task (RQ2c). The greater amount of scrolling in the list display in the Pick 3 task may be a result

of its smaller viewport. That the number of search results on screen was only about 6 in the list

display versus the 9 in the curve3 may mean that the participants had to perform more scrolling in

the list because the mental work of comparing off-screen results was greater.
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6.1.3 RQ3: Summary of User Perceptions Results

For RQ3, I examined participants’ perceptions of using the displays in both task types by

quantitatively analyzing Likert-type 7-point scale responses in post-condition and post-session

questionnaires and by qualitatively analyzing open-ended questionnaire and interview question

responses. The closed-ended questionnaire response analysis was used to investigate the effect of

the task type across all data (RQ3a), the effect of display on the Find All task data subset (RQ3b),

and the effect of display on the Pick 3 task data subset (RQ3c). The interview response analysis

was used to investigate participants’ self-reported starting positions and navigation patterns across

display (RQ3d) and their perceptions of result order in the Pick 3 task type (RQ3e).

For RQ3a, in the post-condition questionnaire, participants’ responses were significantly different

between the two task types for 7 of 11 questionnaire items. This suggests that the task type did

impact how participants responded to the post-condition questionnaire, with the Pick 3 task being

reported as being more mentally demanding or requiring more hard work to complete than the Find

All task. For RQ3b, for the Find All tasks, participants reported that the results were easier to

see all the results in the sphere versus the list. For RQ3c, three significant differences were found

for the Pick 3 tasks: (1) participants reported that the results were easier to see all the results in

the curve3, curve4, and sphere versus the list; (2) participants reported that list made them feel

more uncomfortable than the curve3; and (3) participants reported that the curve4 made them

feel more dizzy than the curve3. The other user perception measures showed generally favorable

ratings for time, ease of use, and effort for all the display conditions (there were no other significant

differences). These results suggest that all the displays were relatively easy to use and not too

physically demanding.

In the post-session questionnaire, my analysis showed a significant effect of display on multiple

measures. Of seven questionnaire items, five had significant differences between the displays with

most of the significant pairwise differences being between the list display and one of the spatial

displays. The list was reported to make the tasks take too long (v curve4, sphere), require more

backtracking (v curve3, curve4, sphere), make it harder to compare results (v curve3, curve4, sphere),

and make it harder to feel confident in answers (v curve4) - all seemingly negative traits. However,

participants rated the list display significantly higher than the spatial displays for the question item

"I felt the search results shown to me were in an order." This was the only response with significant
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differences that could be perceived as a positive for the list display. The list display was designed

to be closest to the Google-style SERPs used in desktop and mobile computing environments and

responses that rate the list lower than the spatial displays may suggest that users are open to or

more willing to use non-conventional SERP layouts in immersive virtual environments.

With the help of a second coder, I analyzed the open-ended responses to the post-session

questionnaire to determine what participants liked or disliked about each of the displays. Our final

analysis produced 18 like codes and 21 dislike codes. These codes surface 11 major trends in the data:

familiarity, viewport, scrolling, head movement, comparing results, scan path, backtracking, time

to view results, display overwhelming, display curving, and display height/width. In these trends,

we grouped likes and disliked based on what aspect of the displays or their use the participant was

discussing. In Implications (Section 6.2), I discuss the most prevailing concerns with each display

and the major takeaways.

Again with the help of a second coder, I analyzed the responses to three open-ended interview

questions. These questions asked participants where they started their search tasks in each display,

how they navigated each display, and if they perceived that there was any order in the results shown

to them in the Pick 3 task. Through this analysis, we found that participants had a bias towards

the top or top left result as the starting point of their search with a secondary inclination to start

in the center of the spatial displays. The analysis of how participants moved through the displays

surfaced seven major navigation patterns: (1) horizontal zigzag, (2) horizontal snake, (3) vertical

zigzag, (4) vertical snake, (5) inward spiral, (6) outward spiral, and (7) reorientation. Apart from

the list display which was dominated by the use of the vertical pattern (coded as a single column

vertical zigzag), the spatial displays saw a wider variety of self-reported navigation patterns possibly

due to the differences in display dimensions, use of scrolling, search result angles, or a combination

of the three. In the spatial displays, participants reported using more horizontal snake patterns in

the curve3, more vertical snake patterns in the curve4, and wider variety of navigation patterns in

the sphere. The eye-tracking scan path analysis (Section 5.4.2) confirms many of these self-reported

patterns. Finally, only about half of participants reported perceiving a result order for the Pick 3

task in the list display, with fewer reporting an order in the spatial displays.

In H3b and H3c I hypothesized that, contrary to the more exaggerated and physically intensive

displays in my preliminary study Ward and Capra (2020), participants would not report displays as
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being significantly different in terms of physical demand. The qualitative analysis of the participant

responses in the preliminary study helped me to identify the parts of the displays used in that study

that were difficult for participants to use and would need to be changed for this dissertation study.

The changes included the elimination of body rotation to view all the results and the narrowing

of the heights and widths of the displays to reduce the amount of head movement needed overall.

The analysis of the post-condition questionnaire item about the physical demand found no effect of

display for the Find All task or the Pick 3 task. These results support retaining hypotheses H3b and

H3c. In addition, the average reported physical demand was lower than 2 on a 7-point scale (Find

All - M = 1.61, SD = 0.92; Pick 3 - M = 1.63, SD = 0.9) and was not significantly different across

task type, which suggests that physical demand for this whole study was fairly low.

6.1.4 RQ4: Summary of Eye-Tracking Measures Results

For RQ4, I monitored participants’ eye movements as they performed the search trials by

keeping track of when their eyes gazed at a search result, how long they stayed on a search result,

and their eye movement from result to result. This analysis was done to analyze the effect of the

task type across all data (RQ4a), the effect of display on the Find All task data subset (RQ4b), and

the effect of display on the Pick 3 task data subset (RQ4c).

My analysis of the data focused on three major parts: (1) starting point - the first search result

gazed at after trial start that met a minimum threshold of 500ms; (2) total gaze time - the total

amount of time (cumulative) each search result was gazed at; and (3) search result transitions -

the transition probabilities for the Find All task – presented as probability matrices and transition

diagrams.

In H4a I hypothesized that the task type would have an effect on the starting points, total

gaze time, and scan paths due to the nature of the type of search each task type was designed to

encourage. The Find All task was designed to encourage complete scans of the search result sets

while the Pick 3 task was designed to encourage participants to compare search results. However,

after considering this, I determined that the clear scan paths seen in the search result transition

analysis for the Find All task (Section 5.4.2) were not expected to be seen in the Pick 3 analysis of

transitions. Thus, for the RQ4a analysis, I focused on the starting points (Tables 5.14 and 5.15) and

the total gaze time for each search result (Tables 5.16 and 5.16). A chi-square analysis found that
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there was a significant difference between task types in regards to the starting points - participants

were more likely to start their scan paths in the top/top left position in the Find All task. The data

also suggest that participants were more likely to start in the center viewpoint in the Pick 3 task.

Simple inspection of the total gaze time between task types also show that participants spent less

time in the right column of search results in the Find All task and a top/top left bias in the Pick 3

task. These findings support my hypothesis H4a.

In H4b & H4c I hypothesized that the display would have an effect on the starting points, total

gaze time, and scan paths. While the list would most likely have an obvious scan path completely

different from the others, it was believed that the differences in the spatial displays would be seen

due to the presence or absence of a search result in the center point of the display at search trial start

(curve3 - 3x3 had a result at the center point; curve4 - the 4x4 did not have a result at the center

point) or the difference in vertical angles of the search results in the top and bottom rows (curve4 -

no vertical angle v sphere - vertically angled toward participant). The transition matrices (Figure

5.15) for the Find All task and the search trial starting points (Table 5.14) show that there were clear

differences in the scan paths taken by participants. I originally hypothesized that the the curve3 and

curve4 would affect scan paths because of the difference in center views at trial start. However, the

analysis of the transitions and interview responses suggest that the dimensions of the search result

arrangements (curve3 - effectively 3x6 v curve4 - 4x4) were a larger factor. The curve3 saw more

horizontal snaking patterns while the curve4 saw more vertical snaking patterns. The sphere saw a

greater variety of scan paths both in the transitions and interview analysis. While my transitions

analysis provides a view of how participants performed their complete scans in the Find All task, it

is the analysis of the average rank depth (Table 5.1), the eye-tracking starting points (Table 5.15),

the total gaze times (Table 5.17) together that provide a picture of how participants searched in the

Pick 3 task. Participants selected search results with an average rank depth significantly lower in

the curve4 display versus the list display and participants were more likely to start their searches in

the center view of the display in the Pick 3 task which meant lower ranked results in the spatial

displays. However, participants spent more total time gazing at the top 5 ranked results in the Pick

3 task than the bottom 5 results. This may suggest that the search results at the center view were

important for initial selection, but that participants performed reorientation behaviors to perform

the rest of their search or to perform confirmation comparisons. I discuss the implications of these
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differences in the following section, but the evidence supports my hypotheses H4b and H4c that

display would have an impact on scan paths for each task type, even if not for the theorized reason.

6.2 Implications

In this study I investigated the impact of different spatial arrangements of search result displays

on participants’ behaviors and perceptions in an immersive virtual environment using a head-mounted

display. In this section, I discuss implications of my results and observations.

Use of Spatial Displays. The results showed that participants were accepting of and scored

the spatial displays (curve3, curve4, and sphere) higher than the flat, single column list display.

Participants reported that the list was easy to use and for some its familiarity to the Google-style list

was described as a positive. But participants also reported that the list required more backtracking

than the three spatial displays. They also reported that the arrangement of the results in the list

made it harder to compare the search results. And despite having a higher perception of rank order

in the list display, participants rated the list as making the tasks take too long and making them feel

less confident in their answers (in the post-session questionnaire). In my preliminary study Ward

and Capra (2020), the 2 spatial displays (grid, arc) elicited negative comments about the lack of

familiarity to the Google-style list, likely because of the amount of physical movement they required.

In this study, the curve3, curve4, and sphere displays were designed with the feedback from the

preliminary study in mind by restricting the height and width of the search result arrangements and

thus reducing the amount of physical movement to view all the search results.

Top/Top Left Position Bias. The findings suggest a bias for the top left result in spatial

displays even when it requires additional physical effort to view. Prior work has shown that in

Google-style list SERPs, users have a bias toward the top ranked result when scrolling was required

to view the lower ranked results Joachims et al. (2017, 2005). The results from this study (e.g.,

average rank depth in the Pick 3 task, total gaze time in the top 5 results in list and curve3 displays)

are consistent with those findings. Participants also reported starting at the top or top left as a

natural behavior and that it helped them to establish a way to systematically scan through the

results in each display. However, the results also suggest that participants may view and consider

the center result(s) before reorienting their view to the top/top left if the center result is in the

user’s forward view at the start of the task.
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Scanning Patterns. The results of the eye-tracking data and interview responses together show

that participants developed patterns to navigate through the search results and that display had an

effect on the patterns used. As expected, participants used a vertical scanning pattern for the list

display. For the curve3 display, more participants reported using horizontal scan patterns (snaking

and zigzag) compared to vertical patterns. This may be attributed to the curve3 display’s shorter

rows (3 across) than columns (6 down), its use of vertical scrolling, or both.

For the curve4, I observed more vertical scan paths based on eye-tracking and participants

reported more vertical navigation scanning. The left and right columns in the curve4 display were

angled toward the participant, but the top and bottom rows were not. The vertical angle of the

search results may have suggested to participants that they should follow a vertical scan path. In

the sphere display, the top and bottom rows were also vertical angled toward the participant, which

may have created a display with fewer cues about scanning paths.

Angles and Layouts of Search Results. The top and bottom results in the sphere were

vertically angled toward the participant but were not in the curve4 display. However, this difference

did not yield significant differences in search trial measures, participant reported perceptions, or in

the overall score given to either display. During the interview a few participants commented that

they could not even tell the difference when using the two displays and there were few differences

in the number of each reported navigation patterns. However, the eye-tracking data suggests that

there were more vertical transitions in the curve4 and greater variability the scan paths in the

sphere display. These results suggest that there may be difference in how people scan these two

displays, but that the quantitative impacts of the differences are small (e.g., in terms of time-on-task,

accuracy, etc.). This suggests that there is little perceived benefit to vertically tilting search results.

Prior work has looked at flat Henriques, Mendes, Pascoal, Trancoso, and Ferreira (2014b); Ward

and Capra (2020); Zhou and Yang (2018), cylindrical and semi-cylindrical Henriques et al. (2014b);

Pascoal, Mendes, Henriques, Trancoso, and Ferreira (2015); Ward and Capra (2020); Zhou and Yang

(2018), and spherical and semi-spherical B. M. Ens et al. (2014); Pascoal et al. (2015) layouts of

virtual objects and windows and found that semi-cylindrical shapes were most often preferred in

single window or 3D object scenarios. The findings from this study also suggest that there is also

a preference towards a semi-cylindrical layout (the curve3 and curve4 in this study) for multiple

text-only windows.
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Virtual and Physical Navigation The findings from the likes/dislikes analysis show that

participants generally showed a preference for physical navigation (e.g., head movement) over virtual

navigation (e.g., scrolling). The narrow viewport of the list and curve3 displays necessitated a means

to virtually move the participant’s viewport to the other search results, which was implemented as

scrolling in this study. In their comments, participants would describe scrolling up (or down after

the initial page scroll) as an act of backtracking but did not describe head movements to previously

view results as backtracking. In general, the act of scrolling was disliked, with participants describing

it as making result comparisons more difficult, the time to view all results longer, and confirmation

scans more exhausting. The list display especially was disliked for the amount of backtracking

participants perceived it required. While some participants reported that the head movement in the

larger spatial displays was a dislike, and a smaller number reported that use of those displays caused

some dizziness or unease, the overall level of agreement to the to post-condition questionnaire items

about feeling uncomfortable and feeling dizzy while using the display was low. This suggests that

a relatively small trade off in comfort for a larger viewport and physical navigation is preferable

to users of immersive SERPs. These findings are similar to those in prior work, where physical

navigation was preferred for moving through displays or screens Andrews et al. (2010); Andrews and

North (2013); Billinghurst, Bowskill, Jessop, and Morphett (1998); Ward and Capra (2020) over a

means of virtual navigation (e.g., scrolling, pagination, window management).

Perceptions of Rank Order. In the post-session questionnaire, participants reported that

their perception that the results were presented in a ranked order (in the Pick 3 task where the

results were ordered) was higher in the list and lower in the spatial displays. This was confirmed

by the analysis of the interview responses. This may suggest that perceptions of ranking decrease

as results are presented in more dimensions. This aligns prior work where users perceived no rank

ordering in search results presented in 2D grids Kammerer and Gerjets (2012, 2014).

In the Pick 3 task, I observed that participants selected results with a higher average rank depth

in the spatial displays compared to the list. There are several possible reasons for this (e.g., more

results visible without scrolling, center-position bias). It is also possible that the different dimensions

of the displays may have lead participants to interpret a left-to-right, top-to-bottom ordering; a

top-to-bottom, left-to-right ordering; or no ordering at all.
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6.3 Limitations and Future Work

It is important to discuss a few limitations of this research. First, the tasks started participants

looking forward as they began their search trials, towards the center results of the spatial displays.

This may have influenced their initial search starting points. Future studies may need to consider

how to start participants in a more neutral state. Second, the size of each search result was relatively

large so that each would be very legible and the eye-tracking data on the surrogates would be

accurate. Third, size of the search result set (16 item) was relatively small and the curve4 and

sphere were able to display all 16 results without pagination. Future studies should evaluate how

scrolling or pagination with larger result sets on SERPs in IVEs affect searching behaviors. Fourth,

scrolling was a baked-in part of the list and curve3 displays and potentially a confounding factor

due to the curve4 and sphere displays not requiring scrolling. Future studies should evaluate how a

result set that would not require scrolling in any display (e.g., 6 results) or a result set that would

require scrolling for all displays (e.g., 32 results) may impact searching behaviors or perceptions of

the displays. Finally, the search results were text-only surrogates. Including images along with the

text could change scanning behaviors.

As mentioned in the recruitment section, this study recruited only college undergraduate students

in an effort to reduce the number of confounding factors that might emerge from recruiting from

a wider array of participants that includes graduate students and faculty (e.g., a wider age range,

familiarity with technology).

It is also important to note limitations in the approach of the analysis taken and the measures

that were collected and not analyzed at this time. This dissertation included analysis from a view of

the task types and the displays. This approach gives a view of how the displays fared overall on a

pool of participants across different kinds of tasks, but does not consider event sequence and position

data/physical movement analysis, mostly due to the large amount of data and the trade offs of time

and potential benefits for this particular analysis. Future analysis could include analyzing average

rank depth from the perspective of the participant’s eye movements instead of researcher-defined

position numbers, or include an analysis of physical head movement as it relates to participants’

perceptions of the displays.

Future work should also investigate how the length of rows vs the height of columns impacts

navigation patterns used. In this study, I observed more horizontal patterns in the curve3 and more
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vertical patterns in the curve4. My analysis suggested that it was potentially the shorter length of

the rows than columns in the curve3 that led to the use of more horizontal patterns, possibly due

to perceived efficiency of scanning row-by-row. Did participants rely on the dimensions of the grid

in the curve3 and the angle of the results more in the curve4? The question is if scanning in the

direction of fewer results is a generalizable trend. Future work might study if users use consistent

patterns in, for example, a 3x6 layout as they do in a 6x3 layout.

Finally, one of the implications was that participants preferred the grid displays. However, the

grid layouts introduced more variability in navigation patterns. How should a search engine rank

results in these grid displays? Future studies should investigate different ways of ranking search

results (e.g., left-to-right, top-to-bottom v top-to-bottom, left-to-right v clustering). Researchers

should also study if there is consistency in scan paths within individuals.
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CHAPTER 7

Conclusion

This dissertation sought to understand the behaviors and perceptions of users performing

information searching tasks in immersive virtual environments. I performed a study that investigated

this along two experimental conditions (4 displays and 2 task type). The analysis of the results

provides insights into system design and physical engagement with immersive search result pages.

The exploratory within-subjects study was conducted using a virtual reality head-mounted

display with built in eye-tracking. In the study, participants navigated 4 different displays of search

results (‘list’ - a 2D list; ‘curve3’ - a 3x3 grid; ‘curve4’ - a 4x4 grid; and ‘sphere’ - a 4x4 sphere)

while performing two types of search tasks (Find All and Pick 3). The Find All task type asked

participants to perform a encourage participants to perform an exhaustive search through all the

search results and make relevance judgements on each of the available result surrogates. The Pick 3

task type asked participants to make comparative relevance judgements between the search results

to select the 3 search results they perceived would best help them answer the topic. Participants

completed search tasks in 8 conditions (4 display x 2 task type) and their search behaviors, system

interactions, perceptions, and eye-tracking measures were all collected. The search tasks included 4

search trials in each condition.

Quantitative and qualitative methods were used to analyze the datasets. The quantitative

analysis included non-parametric analysis of the search behaviors, system interactions, Likert-type

questionnaire responses, and eye-tracking data. To examine the effect of task type, the analysis

was performed on the full dataset. To examine the effect the display, subsets for the Find All tasks

and Pick 3 tasks were created and analyzed separately. The qualitative analysis included inductive

coding on the open-ended questionnaire responses and interview responses. The two datasets were

analyzed separately to find trends in the likes and dislikes of each display and the participants’

self-reported navigation behaviors.

The implications of this dissertation research includes the following findings. Firstly, users were
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accepting of the spatial displays (curve3, curve4, and sphere) and, in some measures, significantly

preferred them to the list. Second, users had a top/top left position bias when beginning searches

of a result set but would often first consider results in their initial view, especially in the spatial

displays. Third, the angle of the search results and the dimensions of the displays influenced the

navigation patterns of the users. The major difference between the curve4 and sphere displays were

that the top and bottom results were angled toward the user in the sphere and not in the curve4.

However, participants performed a greater variety of navigation patterns in the sphere than in the

curve4 display where vertical patterns dominated. Participants also performed more horizontal

navigation in the curve3 than in the curve4 which had longer rows. Fourth, users had a preference

for physical navigation (e.g., head movement) over virtual navigation (e.g., scrolling) to view and

compare search results. Finally, users were less likely to perceived a rank order in the spatial displays

where a clear scan path was not obvious to them.

This work makes contributions to the field of interactive information retrieval and eye-tracking

user studies that use immersive technologies. This study system was built in an immersive virtual

environment and incorporated VR HMD eye-tracking data analysis, with both being relatively novel

for interactive information retrieval studies Schleußinger (2021). In addition to the implications

outlined above, the analysis identified several navigation patterns for exploring different layouts of

text-only objects in IVEs. This work also applied research from prior eye-tracking work in immersive

VR to a user study for SERP scan path analysis.
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APPENDIX A

Entry Questionnaire

1. What is your age?

• (open blank)

2. What is your gender?

• Female

• Male

• Self-Identify (with open blank)

• No Answer

3. What is your status at UNC?

• 1st Year

• 2nd Year

• 3rd Year

• 4th Year

• 5th Year or later

4. Which department are you affiliated with?

• (open blank)

5. Which of the following virtual reality technologies have you used before? Check all that apply.

• HTC Vive

• Oculus Quest (or other Oculus Devices)

• Sony PlayStation VR

• Other (with open blank)

• None
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6. Approximately how much time have you spent using VR equipment prior to this study?

• I have never used VR equipment before.

• 0 - 30 minutes

• 30 minutes - 2 hours

• 2 - 10 hours

• 10+ hours
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APPENDIX B

Post-condition Questionnaire

Please answer the following questions about your experience during this task.

1. How mentally demanding was the task? (Very Low - Very High; 7-point scale)

2. How physically demanding was the task? (Very Low - Very High; 7-point scale)

3. How hard did you have to work to complete the task? (Very Low - Very High; 7-point scale)

4. How difficult was it to determine when you were done with the task? (Very Easy - Very

Difficult; 7-point scale)

Please indicate your level of agreement with each item below on a 7-point scale, from 1 = "strongly

disagree" to 7 = "strongly agree".

1. Overall, I felt this task was easy.

2. I felt generally uncomfortable while using this display condition.

3. I felt dizzy while using this display condition.

4. I am satisfied with the amount of time it took to complete this task.

5. I thought the arrangement of the search results made this task easy to complete.

6. I felt confident in the answers I selected.

7. I thought the arrangement of the search results made it easy to see all of the results.
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APPENDIX C

Post-session Questionnaire

(The 7-point scale questionnaire items and like/dislike questions were completed as a set for each

display condition. The rating question was asked after all completing the above questionnaires items

for all displays.)

For the following questions, recall the task that ask you to pick the 3 results that would

best help you answer the question.

[DISPLAY NAME]

[DISPLAY IMAGE]

Think back to the [DISPLAY NAME] display condition. Please indicate your level of agreement

with each item below on a 7-point scale, from 1 = "strongly disagree" to 7 = "strongly agree".

1. It was hard to use this display.

2. I felt this display made the tasks take too long.

3. This display required a lot of backtracking.

4. I felt the search results shown to me were in an order.

5. I felt the arrangement made it easy to compare results.

6. This display made me feel lost.

7. This display made it hard to feel confident in my answers.
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Please take a moment to describe two or three things you liked about the [DISPLAY NAME] display

condition.

Please take a moment to describe two or three things you disliked about the [DISPLAY NAME]

display condition.

(After completing the above questions for all four display conditions)

Rating the display conditions

Please rate your overall satisfaction with using each display condition using the sliders below, from

0 = "no satisfaction" to 100 = "complete satisfaction".

Score 0 50 100
list ()—————————————————————————————————————–
curve3 ()—————————————————————————————————————–
curve4 ()—————————————————————————————————————–
sphere ()—————————————————————————————————————–
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APPENDIX D

Interview Script

In the EIGHT tasks you performed, you were exposed to different display conditions. In this interview

you will be asked questions about your experience as a whole, and about your experience with the

individual display conditions.

During your use of the application...

1. How was your experience with searching for information in virtual reality?

2. Did you have any problem using the controller?

3. What did you think of the [list] display condition? What did you like/ dislike about it?

4. What did you think of the [curve3] display condition? What did you like/dislike about it?

5. What did you think of the [curve4] display condition? What did you like/dislike about it?

6. What did you think of the [sphere] display condition? What did you like/dislike about it?

7. Did you prefer any of the display conditions? Why is that?

8. Having experienced each display condition, do you prefer scrolling or using your head to turn

and look at results? Why is that?

9. In the task where you were asked to find all of the relevant results, did you feel like any display

made it easier to find all the relevant results than the others? Did any display make it harder?

10. In the task where you were asked to pick the 3 results that would best help you answer the

question, did you feel like any display made it easier to compare between results? Did any

display make it harder?

11. Did you find yourself going to the same place to start your search? If so, how did you decide

on where to begin? Did your starting place change between display conditions?

12. Did you develop a pattern to navigate the results, and did that change between display

conditions?
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13. In the Pick 3 task, did you feel like the search results were ranked, and did that change between

the display conditions?

14. Do you have any questions or comments about this study?
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APPENDIX E

Search Trial Topics

In the Find All task type search trials, participants were given an information need and trial

instructions. For example:

From the given search results, find all the results that you think would help you answer

"Why is the sky blue?" Find and select all relevant search results and then confirm your

answer.

Table E.1 shows a list of the search trial topics used for the Find All tasks and the number of

search results relevant to that topic included in the search result set (of 16).

Task Type ID Trial/
Practice Topic Relevant

Results
Find All 1 Practice Why is the sky blue? 4
Find All 2 Practice What is the height of the Great Sphinx of Giza? 4
Find All 3 Practice What year was the National Hockey League founded? 4
Find All 4 Practice How to make a pecan pie? 4
Find All 5 Trial Where did the Hindenburg disaster take place? 4
Find All 6 Trial How to replace a hard drive on a laptop computer? 5
Find All 7 Trial How to test the speed of your internet connection? 6
Find All 8 Trial What is the most popular computer font? 5
Find All 9 Trial Which musical artist wrote the song "Johnny B. Goode"? 4
Find All 10 Trial What year was the app Flappy Bird was released? 5
Find All 11 Trial Which video game sold the most copies in 2007? 4
Find All 12 Trial Which ice cream flavor is the most popular in New York? 7
Find All 13 Trial What year was the Gregorian calendar introduced? 4
Find All 14 Trial How many organs are in the human digestive tract? 5
Find All 15 Trial Who wrote the play Othello? 6
Find All 16 Trial When was the telephone invented? 7
Find All 17 Trial Where will the 2024 Olympics will be held? 4
Find All 18 Trial How many Apollo missions landed on the moon? 5
Find All 19 Trial How many languages use Logographic writing systems? 4
Find All 20 Trial What company makes the Stan Smith shoe? 7

Table E.1: Search Trial Topics (Find All)
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In the Pick 3 tasks, participants were given an information need and trial instructions. For

example:

From the given search results, pick 3 results you think would best help you answer "What

color is a giraffe’s tongue?" and confirm your selections.

Table E.2 shows a list of the search trial topics used for the Pick 3 tasks and the number of

search results relevant to that topic included in the search result set (of 16).

Task Type ID Trial/
Practice Topic Relevant

Results
Pick 3 21 Practice How to make a chocolate cake? 16
Pick 3 22 Practice What color is a giraffe’s tongue? 16
Pick 3 23 Practice Who was the king of the Roman mythological gods? 16
Pick 3 24 Practice Why is turkey the traditional Thanksgiving meal? 16
Pick 3 25 Trial How to replace a headlight on a Volvo car? 16
Pick 3 26 Trial Which jungle cat is the fastest? 16
Pick 3 27 Trial How many moons does the planet Saturn have? 16
Pick 3 28 Trial How many glasses of water are recommended per day? 16
Pick 3 29 Trial What movie won the Academy Award for Best Picture in 1952? 16
Pick 3 30 Trial How many pounds of salmon do bears eat on average? 16
Pick 3 31 Trial What is the capitol of Germany? 16
Pick 3 32 Trial What happened to the ancient Olmec people? 16
Pick 3 33 Trial What was the significance of the Battle of Hastings? 16
Pick 3 34 Trial Why did the dinosaurs go extinct? 16
Pick 3 35 Trial What are the four classic Chinese novels? 16
Pick 3 36 Trial Who was the world chess champion in 1988? 16
Pick 3 37 Trial Why are airships not used anymore? 16
Pick 3 38 Trial What goes into a red eye coffee? 16
Pick 3 39 Trial Who were the winning team of the baseball World Series in 1996? 16
Pick 3 40 Trial What are the benefits of using a cast iron pan? 16

Table E.2: Search Trial Topics (Pick 3)
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APPENDIX F

Qualitative Codes

Table F.1: Full Likes/Dislikes codes
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Table F.2: Interview codes for starting points, navigation patterns, and perceived order.
* - Reorientations. ! - Reverse Direction

Reverse direction, no pattern, and other codes were counted as Other codes.
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APPENDIX G

Quantitative Results

Data Measure Test Statistic p-value

Interactions (Task Type)

Time-on-task Shapiro-Wilk 0.830 <0.001
Num Selects Shapiro-Wilk 0.865 <0.001
Num Deselects Shapiro-Wilk 0.860 <0.001
Accuracy Shapiro-Wilk 0.686 <0.001
Average Position Shapiro-Wilk 0.744 <0.001
Scroll Distance Shapiro-Wilk 0.949 0.010
Scroll Up Shapiro-Wilk 0.882 <0.001
Scroll Down Shapiro-Wilk 0.944 0.006

Interactions (Display Find All)

Time-on-task Shapiro-Wilk 0.942 <0.001
Num Selects Shapiro-Wilk 0.966 0.003
Num Deselects Shapiro-Wilk 0.696 <0.001
Accuracy Shapiro-Wilk 0.730 <0.001
Scroll Distance Shapiro-Wilk 0.684 <0.001
Scroll Up Shapiro-Wilk 0.713 <0.001
Scroll Down Shapiro-Wilk 0.601 <0.001

Interactions (Display Pick 3)

Time-on-task Shapiro-Wilk 0.919 <0.001
Num Selects Shapiro-Wilk 0.853 <0.001
Num Deselects Shapiro-Wilk 0.853 <0.001
Average Position Shapiro-Wilk 0.986 0.197
Scroll Distance Shapiro-Wilk 0.957 0.027
Scroll Up Shapiro-Wilk 0.954 0.019
Scroll Down Shapiro-Wilk 0.960 0.038

Table G.1: Results from Shapiro-Wilk tests of normality on system interaction data.
p-values < 0.05 indicate that the data was not normally distributed.
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Data Measure Test Statistic p-value

Post-Condition (Task Type)

mental demand Shapiro-Wilk 0.895 <0.001
physical demand Shapiro-Wilk 0.819 <0.001
hard work Shapiro-Wilk 0.883 <0.001
diff done Shapiro-Wilk 0.891 <0.001
task easy Shapiro-Wilk 0.896 <0.001
felt uncomf Shapiro-Wilk 0.895 <0.001
felt dizzy Shapiro-Wilk 0.843 <0.001
satisfied time Shapiro-Wilk 0.914 <0.001
arrange easy task Shapiro-Wilk 0.967 0.083
felt conf Shapiro-Wilk 0.928 0.001
arrange easy results Shapiro-Wilk 0.981 0.422

Post-Condition (Display Find All)

mental demand Shapiro-Wilk 0.724 <0.001
physical demand Shapiro-Wilk 0.688 <0.001
hard work Shapiro-Wilk 0.689 <0.001
diff done Shapiro-Wilk 0.703 <0.001
task easy Shapiro-Wilk 0.606 <0.001
felt uncomf Shapiro-Wilk 0.808 <0.001
felt dizzy Shapiro-Wilk 0.732 <0.001
satisfied time Shapiro-Wilk 0.698 <0.001
arrange easy task Shapiro-Wilk 0.851 <0.001
felt conf Shapiro-Wilk 0.680 <0.001
arrange easy results Shapiro-Wilk 0.838 <0.001

Post-Condition (Display Pick 3)

mental demand Shapiro-Wilk 0.902 <0.001
physical demand Shapiro-Wilk 0.707 <0.001
hard work Shapiro-Wilk 0.882 <0.001
diff done Shapiro-Wilk 0.879 <0.001
task easy Shapiro-Wilk 0.881 <0.001
felt uncomf Shapiro-Wilk 0.824 <0.001
felt dizzy Shapiro-Wilk 0.753 <0.001
satisfied time Shapiro-Wilk 0.890 <0.001
arrange easy task Shapiro-Wilk 0.912 <0.001
felt conf Shapiro-Wilk 0.929 <0.001
arrange easy results Shapiro-Wilk 0.889 <0.001

Post-Session (Display)

hard to use Shapiro-Wilk 0.886 <0.001
tasks too long Shapiro-Wilk 0.873 <0.001
backtracking Shapiro-Wilk 0.867 <0.001
results ordered Shapiro-Wilk 0.898 <0.001
arrangement easy compare Shapiro-Wilk 0.868 <0.001
feel lost Shapiro-Wilk 0.907 <0.001
hard conf Shapiro-Wilk 0.923 <0.001
score Shapiro-Wilk 0.951 <0.001

Table G.2: Results from Shapiro-Wilk tests of normality on Post-condition and Post-session
questionnaires.

p-values < 0.05 indicate that the data was not normally distributed.
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Data Measure Test n Statistic df p-value sign.
Eff.
Size Mag.

Interactions
(Task Type)

Time-on-task Friedman 32 21.125 1 <0.001 *** 0.660 Large
Num Selects Friedman 32 32.000 1 <0.001 *** 1.000 Large
Num Deselects Friedman 32 18.241 1 <0.001 *** 0.570 Large
Accuracy Friedman 32 26.000 1 <0.001 *** 0.813 Large
Average Position Friedman 32 32.000 1 <0.001 *** 1.000 Large
Scroll Distance Friedman 32 10.125 1 0.001 ** 0.316 Moderate
Scroll Up Friedman 32 21.125 1 <0.001 *** 0.660 Large
Scroll Down Friedman 32 3.125 1 0.077 ns 0.098 Small

Interactions
(Display
Find All)

Time-on-task Friedman 32 3.450 3 0.327 ns 0.036 Small
Num Selects Friedman 32 0.271 3 0.965 ns 0.003 Small
Num Deselects Friedman 32 16.966 3 <0.001 *** 0.177 Small
Accuracy Friedman 32 5.849 3 0.119 ns 0.061 Small
Scroll Distance Friedman 32 6.125 1 0.013 * 0.191 Small
Scroll Up Friedman 32 0.043 1 0.835 ns 0.001 Small
Scroll Down Friedman 32 12.500 1 <0.001 *** 0.391 Moderate

Interactions
(Display
Pick 3)

Time-on-task Friedman 32 15.863 3 0.001 ** 0.165 Small
Num Selects Friedman 32 8.874 3 0.031 * 0.092 Small
Num Deselects Friedman 32 8.874 3 0.031 * 0.092 Small
Average Position Friedman 32 11.215 3 0.011 * 0.117 Small
Scroll Distance Friedman 32 5.452 1 0.020 * 0.170 Small
Scroll Up Friedman 32 5.828 1 0.016 * 0.182 Small
Scroll Down Friedman 32 9.323 1 0.002 ** 0.291 Small

Table G.3: Results from Friedman tests on system interaction data.
Friedman test effect size estimate (Kendall’s W statistic)

Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)
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Data Measure Test n Statistic df p-value sign.
Eff.
Size Mag.

Post-Condition
(Task Type)

mental demand Friedman 32 19.593 1 <0.001 *** 0.612 Large
physical demand Friedman 32 0.000 1 1.000 ns 0.000 Small
hard work Friedman 32 14.286 1 <0.001 *** 0.446 Moderate
diff done Friedman 32 14.440 1 <0.001 *** 0.451 Moderate
task easy Friedman 32 16.333 1 <0.001 *** 0.510 Large
felt uncomf Friedman 32 3.522 1 0.061 ns 0.110 Small
felt dizzy Friedman 32 0.250 1 0.617 ns 0.008 Small
satisfied time Friedman 32 15.207 1 <0.001 *** 0.475 Moderate
arrange easy task Friedman 32 4.172 1 0.041 * 0.130 Small
felt conf Friedman 32 31.000 1 <0.001 *** 0.969 Large
arrange easy results Friedman 32 1.000 1 0.317 ns 0.031 Small

Post-Condition
(Display
Find All)

mental demand Friedman 32 2.139 3 0.544 ns 0.022 Small
physical demand Friedman 32 4.289 3 0.232 ns 0.045 Small
hard work Friedman 32 3.147 3 0.369 ns 0.033 Small
diff done Friedman 32 3.340 3 0.342 ns 0.035 Small
task easy Friedman 32 3.788 3 0.285 ns 0.039 Small
felt uncomf Friedman 32 2.557 3 0.465 ns 0.027 Small
felt dizzy Friedman 32 6.881 3 0.076 ns 0.072 Small
satisfied time Friedman 32 2.980 3 0.395 ns 0.031 Small
arrange easy task Friedman 32 3.549 3 0.314 ns 0.037 Small
felt confident Friedman 32 5.977 3 0.113 ns 0.062 Small
arrange easy results Friedman 32 13.466 3 0.004 ** 0.140 Small

Post-Condition
(Display
Pick 3)

mental demand Friedman 32 6.144 3 0.105 ns 0.064 Small
physical demand Friedman 32 6.213 3 0.102 ns 0.065 Small
hard work Friedman 32 4.814 3 0.186 ns 0.050 Small
diff done Friedman 32 0.917 3 0.821 ns 0.010 Small
task easy Friedman 32 7.020 3 0.071 ns 0.073 Small
felt uncomf Friedman 32 12.151 3 0.007 ** 0.127 Small
felt dizzy Friedman 32 7.869 3 0.049 * 0.082 Small
satisfied time Friedman 32 8.498 3 0.037 * 0.089 Small
arrange easy task Friedman 32 7.771 3 0.051 ns 0.081 Small
felt confident Friedman 32 3.709 3 0.295 ns 0.039 Small
arrange easy results Friedman 32 14.782 3 0.002 ** 0.154 Small

Post-Session
(Display)

hard to use Friedman 32 4.648 3 0.199 ns 0.048 Small
tasks too long Friedman 32 17.898 3 <0.001 *** 0.186 Small
backtracking Friedman 32 45.993 3 <0.001 *** 0.479 Moderate
results ordered Friedman 32 16.260 3 0.001 ** 0.169 Small
arrangement
easy compare Friedman 32 39.784 3 <0.001 *** 0.414 Moderate
feel lost Friedman 32 1.212 3 0.750 ns 0.013 Small
hard conf Friedman 32 20.378 3 <0.001 *** 0.212 Small
score Friedman 32 7.279 3 0.064 ns 0.076 Small

Table G.4: Results from Friedman tests on Post-condition and Post-session questionnaires.
Friedman test effect size estimate (Kendall’s W statistic)

Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)
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Measure Est. group1 group2 z-score V
conf.
low

conf.
high p adj. sign.

Eff.
Size Mag.

Num Deselects -0.250 curve3 list 0.76 54 -0.375 0.000 0.446 ns 0.135 Small
Num Deselects -0.250 curve4 list 2.61 13 -0.375 -0.250 0.009 ** 0.462 Moderate
Num Deselects 0.250 list sphere 2.16 161 0.125 0.375 0.031 * 0.381 Moderate
Num Deselects 0.250 curve3 curve4 0.86 79 0.000 0.250 0.391 ns 0.152 Small
Num Deselects 0.000 curve4 sphere 0 25 -0.375 0.250 1.000 ns 0.000 Small

Table G.5: Results from Wilcoxon signed-rank tests on system interaction data (Find All task).
Wilcoxon signed-rank test - follow up pairwise comparison for significant Friedman test

p adj. uses Bonferroni correction; effect size estimate (r statistic)
Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)

Measure Est. group1 group2 z-score V
conf.
low

conf.
high p adj. sign.

Eff.
Size Mag.

Time-on-task -6.734 curve3 list 1.45 148 -12.490 -1.182 0.147 ns 0.256 Small
Time-on-task -10.981 curve4 list 2.43 109 -17.721 -4.402 0.015 * 0.430 Moderate
Time-on-task 9.602 list sphere 2.81 434 4.274 15.102 0.005 ** 0.496 Moderate
Time-on-task 4.353 curve3 curve4 0.29 341 -2.029 10.066 0.770 ns 0.052 Small
Time-on-task -0.801 curve4 sphere 0 242 -4.796 3.031 1.000 ns 0.000 Small
Avg Position 0.583 curve3 list 1.87 354.5 0.125 1.125 0.062 ns 0.330 Moderate
Avg Position 0.958 curve4 list 2.37 420.5 0.417 1.625 0.018 * 0.418 Moderate
Avg Position -0.750 list sphere 1.43 137 -1.500 -0.083 0.152 ns 0.253 Small
Avg Position -0.292 curve3 curve4 0 211.5 -1.042 0.417 1.000 ns 0.000 Small
Avg Position 0.167 curve4 sphere 0 287 -0.542 0.875 1.000 ns 0.000 Small

Table G.6: Results from Wilcoxon signed-rank tests on system interaction data (Pick 3 task).
Wilcoxon signed-rank test - follow up pairwise comparison for significant Friedman test

p adj. uses Bonferroni correction; effect size estimate (r statistic)
Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)

Measure Est. group1 group2 z-score V
conf.
low

conf.
high p adj. sign.

Eff.
Size Mag.

arrange easy results 1.500 curve3 list 1.93 238.5 0.000 2.000 0.053 ns 0.342 Moderate
arrange easy results 1.500 curve4 list 1.9 313.5 0.500 2.500 0.058 ns 0.335 Moderate
arrange easy results -2.000 list sphere 2.24 65 -3.500 -1.000 0.025 * 0.396 Moderate
arrange easy results -1.000 curve3 curve4 0 118.5 -2.000 1.000 1.000 ns 0.000 Small
arrange easy results -1.000 curve4 sphere 0.2 41.5 -2.000 0.500 0.845 ns 0.035 Small

Table G.7: Results from Wilcoxon signed-rank tests on Post-Condition (Find All) questionnaires.
Wilcoxon signed-rank test - follow up pairwise comparison for significant Friedman test

p adj. uses Bonferroni correction; effect size estimate (r statistic)
Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)
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Measure Est. group1 group2 z-score V
conf.
low

conf.
high p adj. sign.

Eff.
Size Mag.

felt uncomfortable -1.000 curve3 list 2.27 18 -2.000 -0.500 0.023 * 0.402 Moderate
felt uncomfortable -1.000 curve4 list 0.03 63 -1.500 0.500 0.980 ns 0.004 Small
felt uncomfortable 0.500 list sphere 0 116 -0.500 1.500 1.000 ns 0.000 Small
felt uncomfortable -1.000 curve3 curve4 0.79 13.5 -2.500 0.000 0.432 ns 0.139 Small
felt uncomfortable -1.000 curve4 sphere 0 49.5 -1.000 1.000 1.000 ns 0.000 Small
felt dizzy -1.000 curve3 list 0 20.5 -2.000 0.500 1.000 ns 0.000 Small
felt dizzy 1.000 curve4 list 0.47 58 0.000 2.000 0.640 ns 0.083 Small
felt dizzy -1.000 list sphere 0 26.5 -2.500 1.000 1.000 ns 0.000 Small
felt dizzy -2.000 curve3 curve4 2. 4 -2.500 -1.000 0.045 * 0.354 Moderate
felt dizzy 0.000 curve4 sphere 0 51 -1.000 1.500 1.000 ns 0.000 Small
arrange easy results 3.000 curve3 list 3.51 228 2.000 3.500 <0.001 *** 0.621 Large
arrange easy results 2.500 curve4 list 2.48 314 1.000 3.500 0.013 * 0.439 Moderate
arrange easy results -2.000 list sphere 2.04 104 -3.000 -0.500 0.041 * 0.361 Moderate
arrange easy results 0.000 curve3 curve4 0 147 -1.000 1.000 1.000 ns 0.000 Small
arrange easy results 0.000 curve4 sphere 0 87 -1.000 1.500 1.000 ns 0.000 Small

Table G.8: Results from Wilcoxon signed-rank tests on Post-Condition (Pick 3) questionnaires.
Wilcoxon signed-rank test - follow up pairwise comparison for significant Friedman test

p adj. uses Bonferroni correction; effect size estimate (r statistic)
Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)

Measure Est. group1 group2 z-score V
conf.
low

conf.
high p adj. sign.

Eff.
Size Mag.

tasks too long -1.500 curve3 list 0.61 112 -3.000 0.500 0.540 ns 0.108 Small
tasks too long -2.000 curve4 list 2.29 86 -3.500 -1.000 0.022 * 0.405 Moderate
tasks too long 2.000 list sphere 2.05 361.5 0.500 3.500 0.040 * 0.363 Moderate
tasks too long 1.500 curve3 curve4 1.05 200 0.000 2.500 0.295 ns 0.185 Small
tasks too long 0.000 curve4 sphere 0 38 -1.000 1.000 1.000 ns 0.000 Small
backtracking -3.000 curve3 list 3.37 37 -4.000 -2.500 <0.001 *** 0.596 Large
backtracking -3.500 curve4 list 4.09 21.5 -4.500 -3.000 <0.001 **** 0.724 Large
backtracking 4.000 list sphere 3.85 437.5 2.500 4.500 <0.001 *** 0.681 Large
backtracking 1.000 curve3 curve4 2.05 318 0.500 2.000 0.040 * 0.363 Moderate
backtracking -1.000 curve4 sphere 0 24.5 -2.000 1.000 1.000 ns 0.000 Small
results ordered -2.000 curve3 list 2.14 37 -3.000 -1.000 0.032 * 0.379 Moderate
results ordered -2.000 curve4 list 2.75 56.5 -3.000 -1.000 0.006 ** 0.486 Moderate
results ordered 2.000 list sphere 2.81 304.5 1.000 3.000 0.005 ** 0.496 Moderate
results ordered 1.000 curve3 curve4 0.52 98 0.000 2.000 0.605 ns 0.091 Small
results ordered 0.000 curve4 sphere 0 19 -1.500 1.500 1.000 ns 0.000 Small
arr. easy compare 3.500 curve3 list 4.1 423 2.500 4.000 <0.001 **** 0.724 Large
arr. easy compare 3.500 curve4 list 4.17 478 2.500 4.500 <0.001 **** 0.737 Large
arr. easy compare -3.500 list sphere 3.99 21 -4.500 -3.000 <0.001 **** 0.706 Large
arr. easy compare 0.000 curve3 curve4 0 203 -1.000 0.500 1.000 ns 0.000 Small
arr. easy compare 0.000 curve4 sphere 0 58 -1.000 1.000 1.000 ns 0.000 Small
hard feel confid. -1.500 curve3 list 1.35 101.5 -2.500 0.000 0.176 ns 0.239 Small
hard feel confid. -2.500 curve4 list 2.7 50.5 -3.500 -1.000 0.007 ** 0.477 Moderate
hard feel confid. 2.500 list sphere 1.88 220.5 0.500 3.500 0.060 ns 0.332 Moderate
hard feel confid. 1.000 curve3 curve4 1.75 233.5 0.500 2.000 0.080 ns 0.309 Moderate
hard feel confid. -1.000 curve4 sphere 0.95 28.5 -1.500 0.000 0.341 ns 0.168 Small

Table G.9: Results from Wilcoxon signed-rank tests on Post-Session questionnaires.
Wilcoxon signed-rank test - follow up pairwise comparison for significant Friedman test

p adj. uses Bonferroni correction; effect size estimate (r statistic)
Magnitude - Cohen’s interpretation of effect: < 0.3 (small); 0.3 - < 0.5 (moderate); >= 0.5 (large)
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APPENDIX H

Recruiting Correspondence

To: UNC mass mailing list (and other department mailing lists)

Cc: PI address

Subject: Participants needed for a research study about information retrieval in virtual reality

— Message Text —

We are recruiting participants for a research study about information seeking in a head-mounted

virtual reality environment.

You will be asked to use a virtual reality head-mounted display and hand-held controller to complete

40 trials to find information in sets of search results. Each trial will ask you to look through a set

of search results to either A) select all relevant search results for a given information need; or B)

compare and select search results that best answer a given information need. After completing the

tasks, we will ask you some questions about your experience. The study will take approximately 1.5

hours, and you will receive $40.00 for participating.

This study will take place in our on-campus lab in Manning Hall (next to Lenoir).

Requirements for participants are:

• You must be at least 18 years old

• You must be an undergraduate student at UNC Chapel Hill

• You must be fluent in both spoken and written English

• You must not be prone to dizziness, motion sickness, or seizures

NOTE: This study will use a virtual reality head-mounted display. You should not

participate if you are prone to dizziness, motion sickness, or seizures.

To sign-up for the study, visit calendar.URL to view available times. Then, email at least 3 possible

times you are available to recruitment address.
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Thank you.

Austin Ward – Principal Investigator

Dr. Rob Capra – Faculty Advisor

School of Library and Information Science

University of North Carolina at Chapel Hill

You will not be offered or received special consideration if you take part in this research; it is purely

voluntary. This study (IRB #21-2594) has been reviewed by the UNC Institutional Review Board,

IRB Study.
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APPENDIX I

Consent Form

University of North Carolina at Chapel Hill

Consent to Participate in a Research Study

Adult Participants

Consent Form Version Date: November 15, 2021

IRB Study # 21-2594

Title of Study: Immersive Search: Comparing Conventional and Spatially Arranged Search Engine

Result Pages in Immersive Virtual Environments

Principal Investigator: Austin Ward

Principal Investigator Department: School of Information and Library Science

Principal Investigator Phone number: PI phone

Principal Investigator Email Address: PI address

Faculty Advisor: Rob Capra

Faculty Advisor Email Address: Advisor address

CONCISE SUMMARY

This study aims to examine how different spatial arrangements of results in 2D and 3D may help

users in web information search tasks. You will be asked to perform information search tasks while

wearing a virtual reality head-mounted display. You will be asked to complete questionnaires after

each task. After completing the tasks, you will be asked some questions about your overall experience

in a post-session interview. The whole search process and interview will be recorded for further

analysis.

Risks of participation include mild dizziness or discomfort while wearing the virtual reality head-

mounted display. You will be seated for the tasks to minimize any physical danger than may arise

from that dizziness. You may experience embarrassment or frustration if you cannot complete the

tasks. You can stop the study at any moment should you find it not suitable for you to continue.
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This study will take approximately 1 hour and 30 minutes to complete. If you are interested in the

study, please continue to read below.

What are some general things you should know about research studies?

You are being asked to take part in a research study. To join the study is voluntary. You may choose

not to participate, or you may withdraw your consent to be in the study, for any reason, without

penalty.

Research studies are designed to obtain new knowledge. This new information may help people in

the future. You may not receive any direct benefit from being in the research study. There also may

be risks to being in research studies.

Details about this study are discussed below. It is important that you understand this information

so that you can make an informed choice about being in this research study.

You will be given a copy of this consent form. You should ask the researchers named above, or staff

members who may assist them, any questions you have about this study at any time.

What is the purpose of this study?

The purpose of this research study is to investigate how different spatial arrangements of results in

2D and 3D may help users in Web information search tasks. Our results will inform the design of

search systems and information displays in immersive virtual environments seen through virtual and

augmented reality devices.

Are there any reasons you should not be in this study?

You should not be in this study if you are not at least 18 years old.

You should not be in this study if you are not a student or employee at UNC Chapel Hill.

You should not be in this study if you are not fluent in both spoken and written English.

You should not be in this study if you are prone to dizziness, motion sickness, or seizures.
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How many people will take part in this study?

There will be between 30 to 48 people in this research study.

How long will your part in this study last?

Your part in this study will last approximately 1 hour and 30 minutes.

What will happen if you take part in the study?

You will be asked to use a virtual reality head-mounted display and controller to find information in

a set of search results for eight tasks that we will provide. The tasks consist of five trials each for a

total of 40 trials. Each trial will ask you to look through a set of search results to either A) select all

relevant search results for a given information need; or B) compare and select search results that

best answer a given information need. You will select your answer with the controller and indicate

that you have your final answer. The head-mounted VR system includes hardware that will track

your eye-movements, head movements, and your interactions with the hand-held controller. While

you work on the tasks, we will also use a data logging tool to record your interactions with the

objects and controls in the system. We will not record audio or video of you performing the tasks,

but we will audio record a brief interview with you at the end of the session about your experiences

doing the tasks.

If you participate in this study, you will:

1. Do 20 trials that ask you to search for and select all relevant result among a given set of search

results for a given information need. After making your selections, you are asked to confirm

your answer.

2. Do 20 trials that ask you to search for and select search results among a given set of search

results that best answer a given information need. After making your selections, you are asked

to confirm your answer.

3. Wear a virtual reality head-mounted display to view the system and use a handheld controller

to interact with the system.
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4. Answer a questionnaire after each task and another questionnaire after completing all the

tasks.

5. Participate in a brief interview at the end of the session that will be audio recorded.

What are the possible benefits from being in this study?

Research is designed to benefit society by gaining new knowledge. You will not benefit personally

from being in this research study.

What are the possible risks or discomforts involved from being in this study?

You may feel mild dizziness or discomfort while wearing the virtual reality head-mounted display.

You will be seated for the task to minimize any physical danger than may arise from that dizziness.

You should remove the headset if you experience any of those symptoms. You are advised not to

drive or operate heavy machinery for a period of at least 30 minutes after the study session. There

may be uncommon or previously unknown risks. There is a rare risk you could become embarrassed

if you are unable to complete the tasks. All data collected in this study will be stored on secure

storage to minimize the risk of breach of confidentiality. You should report any problems to the

researcher.

What if we learn about new findings or information during the study?

You will be given any new information gained during the course of the study that might affect your

willingness to continue your participation.

How will information about you be protected?

All the data you provide will be stored using a participant id number. We will not associate your

name or other personal information with the data, and you will not be personally identified in

any report or publication about this study. We will store the research data on password protected

computers and on UNC storage (e.g., UNC OneDrive and storage.unc.edu). Aggregated and/or data

that does not contain personal identifiers may be exchanged among the project team members using
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UNC’s email system.

The information that created from your responses and interactions as part of the tasks will become

the property of the research team and may be used in future research studies and publications,

including showing these materials and data to other participants and making them publicly available

on our website so that other researchers may use them. In these uses, the data and information will

be identified using an id number, not your name or other personal identifier.

There may be times when federal or state law requires the disclosure of research records, including

personal information. This is very unlikely, but if disclosure is ever required, UNC-Chapel Hill will

take steps allowable by law to protect the privacy of personal information. In some cases, your

information in this research study could be reviewed by representatives of the University, research

sponsors, or government agencies (for example, the FDA) for purposes such as quality control or

safety.

What if you want to stop before your part in the study is complete?

You can withdraw from this study at any time, without penalty. The investigators also have the

right to stop your participation at any time. This could be because you have had an unexpected

reaction, or have failed to follow instructions, or because the entire study has been stopped. If you

withdraw or are withdrawn from this study all data collected will be destroyed and no additional

data will be collected.

Will you receive anything for being in this study?

You will be receiving $40 for taking part in this study. If you are unable to complete the entire

study, you will be compensated $20 per 45 minutes completed. If we discontinue your participation

for not following instructions, you will receive nothing.

Will it cost you anything to be in this study?

It will not cost you anything to be in this study.
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What if you are a UNC student?

You may choose not to be in the study or to stop being in the study before it is over at any time.

This will not affect your class standing or grades at UNC-Chapel Hill. You will not be offered or

receive any special consideration if you take part in this research.

What if you have questions about this study?

You have the right to ask, and have answered, any questions you may have about this research. If you

have questions about the study (including payments), complaints, concerns, or if a research-related

injury occurs, you should contact the researchers listed on the first page of this form.

What if you have questions about your rights as a research participant?

All research on human volunteers is reviewed by a committee that works to protect your rights and

welfare. If you have questions or concerns about your rights as a research subject, or if you would

like to obtain information or offer input, you may contact the Institutional Review Board at IRB

phone or by email to IRB address.

Audio Recording:

Participation in this study requires consenting to the audio of the interview being recorded. If you

withdraw your consent to the audio recording during the study, you will be compensated as described

above.

• The recording of your study session will be stored in a password protected UNC cloud account

and given access only to the Primary Investigator (PI), should there be anyone need to gain

access to such data, the PI will send you further request and ask for permission.

• Your data will be kept until the completion of the analysis and writing of the results.

• You can request us to stop the recording any time during your study session.

Check the line that best matches your choice:
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____ OK to record me during the study

____ Not OK to record me during the study

Participant’s Agreement:

I have read the information provided above. I have asked all the questions I have at this time.

Data collected during this study will become the property of the research team and may be used as

described in this consent form.

I voluntarily agree to participate in this research study.

[SIGNATURE BLOCKS HERE]
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