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ABSTRACT 

 

Adams G. Bailey:  

The Distributional Impacts of Economic Development Incentives: Three Essays  

(Under the direction of Jeremy Moulton) 

 

Economic Development Incentives (EDIs) are among the most common and costly tools 

used by state and local governments in the United States to promote economic development. 

While literature has predominantly focused on the efficiency of EDIs, comparatively less focus 

has been paid to the distributional impacts of business attraction or the impact on individual 

welfare. In three papers, this dissertation seeks to better understand and evaluate how business 

attraction supported by EDIs impacts current residents. The first paper critiques EDI evaluations 

that focus on bottom-line growth instead of metrics that can show changes to the quality of life 

and welfare of current residents. A new framework, Distributive Welfare Evaluations, is 

proposed. A second paper examines how business attraction impacts wages and employment 

rates in local economies, using large warehouses as a natural experiment. Analysis shows that 

jobs were filled by shifting commuting patterns and had minimal benefits for incumbent workers. 

Finally, a third paper, co-authored with Jeremy Moulton and Scott Wentland, measures the 

impacts of EDIs announcements on housing markets. We find highly variable results across 114 

cases but demonstrate significant increases in prices when many jobs are promised. Together, 

evidence contributes to a growing body of work arguing that EDIs have limited or even negative 

impacts on the welfare of current residents and can contribute to growing inequality. 
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CHAPTER 1: INTRODUCTION

 

Location incentives are among the most common and costly tools used by local 

governments to promote economic development. In the United States, economic development 

incentives (EDIs) for business attraction and retention are used by as many as 95% of local 

governments, and estimates of their costs range from $45- to $90-billion annually. (Parilla & Liu, 

2018; Thomas, 2011) 

EDI have been heavily researched, commensurate with the intensity of their use. Research 

typically questions the effectiveness of EDIs in changing firm decisions, creating employment 

opportunities, or driving productivity gains, as well as the political motivations for offering 

incentives. Yet, the literature is inconclusive on even basic questions due to the empirical 

challenges of producing unbiases estimates of the effects of EDIs. EDIs are strongly suspected to 

have negative effects for the United States as a whole, inducing harmful, zero-sum competition 

between state and local governments competing for mobile business investments. However, EDIs 

may be effectively used by states and cities to generate modest levels of returns from increased 

employment, rising home values, and new tax streams. (Bartik, 2018) Pragmatic policymakers, 

who balance the need to be economically competitive with a desire to best serve residents, are 

typically rewarded by voters for making incentive deals. (Jensen & Malesky, 2018) 

The difficulties of measuring the impact of EDIs has prevented deeper forays into how 

EDIs impact local development. As stated by Kline & Moretti (2014, p656): “Most of what we 

currently know involves the ability of local subsidies to create local jobs—clearly a useful first 
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step, but ultimately an incomplete assessment of the local and national welfare impacts of interest.” 

We also do not fully understand how the movement of large firms to new locations, even in the 

absence of incentive spending, impacts local economies and their residents. 

Policymakers should not be concerned with just creating more jobs, making a local 

economy bigger, but in improving quality of life and empowering citizens to reach their full 

economic potential. Recent work is beginning to ask these questions, and there is a growing 

understanding that policies encouraging place-based investments can fail to benefit the people who 

live there. Articles such as Bartik (2018), Kline & Moretti (2014), Patrick & Stephens, 2019), and 

(Shuai, 2015), to provide some examples, show that business attraction and EDIs tend to 

concentrate benefits among landowners and in-migrants (workers moving to an area to take jobs). 

These effects are particularly relevant for fast growing cities and for investments in technology-

intensive sectors that have contributed to intensifying inter- and intra-regional inequality and can 

lead to gentrification and displacement. 

My dissertation questions whether EDIs equitably improve the welfare of residents. Each 

of the three chapters makes a unique contribution to the growing literature investigating the 

distributional impacts of EDIs for business attraction. I have constructed new datasets, brought 

together literatures on development and normative ethics, identified a new avenue for quasi-

experimental designs to exogenously measure the impacts of business attraction, and produced the 

first set of nationally-representative estimates of how EDIs impact home prices. The work contains 

both theory-driven and quantitative elements to discuss and quantify impacts that are especially 

important to understanding the effects of EDIs for business attraction on the welfare of workers 

and on inequality. The dissertation is organized as follows. 
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The first paper, “Beyond the Bottom Line: The Case for Welfare-Based Evaluations of 

Economic Development Incentives,” proposes a new evaluative framework for assessing whether 

EDIs for business attraction are effective in generating equitable development. I criticize “bottom-

line” evaluations of EDIs that focus only on economic growth, demonstrating the potential for 

these evaluations to approve or prioritize EDIs that impose undue or unjust harms. Instead, 

evaluations should shift their focus towards the distribution of gains and losses to individual 

welfare for current residents that can result from EDIs. Combining literature from economic 

theory, place-based policy, and normative ethics, I review how EDIs can impact welfare, 

explaining how evaluators can best estimate the magnitudes and distributions to welfare from EDIs 

in different contexts. 

Chapter 1 also reviews literature on expected impacts on the welfare of current residents 

that stem from shifting tax burdens, additional employment opportunities, and rising property 

values and costs of living. This analysis identified open questions and gaps in the literature which 

informed the direction of the next two dissertation papers. First, policymakers have a limited 

understanding of how new jobs impact unemployment and wages. Chapter 2 asks if incumbent 

workers in a location benefit from business attraction, or if mobile labors instead reap most benefits 

to a shock in demand for local labor. Second, home prices are identified as a potential driver of 

inequality, increasing the wealth of homeowners while rising costs of living for renters, yet the 

literature has a very limited understanding of how EDIs affect housing markets. 

The second chapter, entitled “Right Place, Right Time: The Impact of Warehousing Jobs 

on Local Economies,” utilizes a natural experiment to estimate the long-term impacts of business 

attraction on a local economy. Companies typically invest in places with favorable economic and 

political conditions, biasing estimates of the benefits of business attraction. In a novel, quasi-
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experimental design, I identify a set of new investments in rural counties whose location choices 

can be considered exogenous to unobserved economic, demographic or political factors. 

I hand-collected a dataset of large distribution centers built in the early 2000s located strategically 

along transportation corridors outside of population centers.  Compared to a matched set of 

counterfactual counties, I estimate how employment shocks impact long-term county-level trends 

in employment, wages, labor force participation, and migration and commuting patterns. My 

findings support conclusions that job creation has limited benefits for workers. While a large 

employment multiplier effect of 2.4 is observed and population increased, there was no observed 

impact on average wages. Unemployment dipped modestly, but effects dissipated after just four 

years. Instead, the primary observed impact to welfare from warehousing jobs came through 

workers shortening their commutes. 

Finally, the third chapter, entitled “Let’s Make a Deal: Local Business Incentives and 

Home Prices,” co-authored with Dr. Jeremy Moulton and Dr. Scott Wentland, examines impacts 

of EDIs on housing markets and homes prices. Using “surprise announcements” of very large 

EDIs, we combine 114 quasi-natural experiments to assess how home prices react following 

incentive announcements. While previous studies have shown estimates in limited or single-case 

contexts, our sample shows the breadth of experiences and reactions from local housing markets 

to different types of EDIs across the US. 

We construct a new dataset that combines data on large incentives, search results from a 

historical news aggregator, home sales from the Zillow Transaction and Assessment Database 

(ZTRAX) database, and driving times between homes and corporate locations. Overall, we find 

that when EDIs communicate expectations of high numbers of jobs relative to the size of the area, 

home sales increase significantly in areas within a 15-minute commute directly following incentive 
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announcements. Individual case-level impacts are large and varied, with individual EDI 

announcements causing both significant increases and decreases to home prices. This helps 

communicate the high costs of EDIs, and indicate that expected effects may not materialize. Where 

effects are seen, policymakers should be concerned with the distributional impacts of effects. 

In an era when US economic activity is becoming increasingly concentrated in a few urban 

areas characterized by very high costs of living, deeply ingrained inequality, and diminished social 

networks, questions about whether growth translates into welfare for residents are more important 

than ever. All together, these my dissertation provides evidence and arguments that should caution 

policymakers against over-reliance on EDIs as an economic development tool, showing that 

narrow focus on pro-growth policies limits the ability for places to best improve the well-being of 

their citizens.
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CHAPTER 2: BEYOND THE BOTTOM LINE: THE CASE FOR DISTRIBUTIVE 

WELFARE EVALUATIONS OF ECONOMIC DEVELOPMENT INCENTIVES 

 

Introduction 

 

 In April of 2021, Governor Roy Cooper of North Carolina announced that Apple would 

build a new campus in Research Triangle Park, creating 3,000 high-paying jobs. To secure this 

investment, the state promised $845.8 million in tax cuts and other economic development 

incentives (EDIs) to the company. The tax-cut was justified by a projection of the total economic 

impact of the campus of $78.9 billion. (NC Commerce, 2021) Yet this brash estimate does little 

to describe who will benefit from the deal, whether growth will be equitable, or whether 

residents of North Carolina will experience an improved quality of life as a result of growth.  

EDIs are commonly used by state and local governments to attract businesses, and for 

many governments are the most costly tool used in pursuit of economic development. (Bartik, 

2019b) The efficacy of EDIs are typically evaluated with “bottom-line” metrics that distill the 

impact of programs into a single number representing greater economic activity, higher incomes, 

or a larger population. Bottom-line metrics make the tacit assumption that a rising tide lifts all 

boats, and that economic growth will improve the quality of life of all residents. Evaluations 

using these metrics, however, cannot identify the extent to which residents experience gains or 

losses to welfare, or the distribution of gains and losses among different sectors of a society. Yet 

despite projections of positive economic growth, EDIs can lead to greater levels of intra-regional 

inequality, displacement, and diminished well-being for current residents. 
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This paper proposes a new framework for evaluating EDIs and other business attraction 

tools to ensure that policies have a positive and just impact on the population they aim to serve. 

Distributive welfare evaluations make two core improvements to bottom-line evaluations. First, 

policymakers are called on to consider the impacts of development policy on the welfare of 

citizens. Second, they are charged to consider the distribution of welfare benefits.  

Distributive welfare evaluations can give a more nuanced, accessible and complete 

picture of how an EDI will impact a region, considering the lived experience of current residents 

at the time of the policy at the full geographic area of impact. Local context and specific 

economic development goals can inform how policymakers conceptualize welfare. Combined 

with existing research on EDIs, policymakers can estimate the magnitude and distribution of an 

EDI’s impacts through shifts in taxation, new employment opportunities, and changing property 

prices. Evaluators can then determine if gains and losses to welfare are fairly distributed across 

society, considering dimensions such as socio-economic status, race and ethnicity, historical 

disadvantaged groups, home ownership status, and physical location within a region. 

If traditional evaluations seek to maximize the benefit to cost ratio, or the efficiency of 

the policy, then this approach seeks to maximize welfare while avoiding concentrated costs 

imposed on any single group. From a distributive welfare lens, the most effective EDIs attract 

companies whose labor needs match the local labor force and which help work-needy residents 

achieve middle-class lifestyles. EDIs that focus on advanced industries or accelerate existing 

growth are likely to be deemed efficient from a bottom-line standpoint but are less likely to 

equitably improve the welfare of current residents.  

This paper proceeds as follows. Section 2 reviews literature surrounding goals of 

economic development tools, current evaluative practices, and barriers to accurately measuring 
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the impacts of EDIs on local economies. Section 3 discusses three core parameters of distributive 

welfare evaluations: who is considered, how welfare is captured, and how decisions are made 

based on the magnitude and distribution of gains and losses to welfare experienced by 

individuals. Section 4 discusses mechanisms through which EDIs can impact welfare through tax 

burdens, employment, and housing prices. Section 5 discusses policy implications and 

differences between recommendations generated by distributive welfare and bottom-line 

evaluations. Section 6 concludes. 

Evaluating Economic Development Incentives 

 

Development policy is often framed as a tradeoff between growth and equity. (Okun, 

1975; Slattery & Zidar, 2020) This view sees economic geographies in constant competition with 

neighbors, with redistributive policies hindering competitiveness. Unequal levels of spatial 

growth observed across the US during the early 21st century reinforce these ideas, as urban 

technology hubs experience divergent growth while other regions stagnate. (Austin et al., 2018; 

Ganong & Shoag, 2017) 

Equity and efficiency are intrinsically tied. Focusing on only one limits the obtainability 

of the other. Ignoring equity in the pursuit of efficiency could, in the long run, harm efficiency 

by contributing to low mobility or social unrest. (Stiglitz, 2012) Conversely, Harvey (2009) 

argues that in the long run, growing the pie will increase potential for wealth redistribution and 

benefits for disadvantaged individuals, so spatial inequalities within a society should be 

embraced to the extent that they generate gains to efficiency. Some policies, such as investments 

in education and workforce training programs, can achieve both. (Stone, 2011)  

On their own, competitiveness and growth are neither universally beneficial nor an 

appropriate end goal of policy. In the long-term, New Economic Geography sees cities as having 
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ideal sizes beyond which disutilities of scale overwhelm benefits of agglomeration. This shows a 

natural limit to the benefits of growth. (E. L. Glaeser, 2008) Disutility from rising prices or 

congestion can overwhelm the marginal gains derived from more economic activity. (Wang et 

al., 2018) Benefits from growth in the short-run can be considered as a matter of degree—some 

growth is beneficial to maintain forward momentum, avoid decline or stagnation, and expand 

opportunities for residents, while extremes of very rapid growth can be destabilizing and harmful 

to residents. (Edmiston & Turnbull, 2003)  

Debates on the efficacy of ED policies, however, frequently focus solely on growth, 

displaying a “narrow pro-growth political bias.” (Kantor, 2016, p895) A focus only on growth 

and efficiency adopts a ‘big bootstrap’ view of addressing social problems—assuming that 

regions can outgrow social problems or that only through profound growth can resources be 

accessed to address social inequities. Equitable development is viewed as a luxury to be pursued 

only after growth is achieved. (Zhang et al., 2017) However, economic growth does not 

guarantee prosperity or rising freedoms and capabilities for its citizens. (Furman, 2019; Pike et 

al., 2007) 

Desire for growth is at time motivated by unjust power relations. Molotch (1976) 

conceives of cities as “Growth Machines” consistently pursuing growth that is beneficial to 

elites, including property owners. The interests of capital are in direct conflict with interests of 

equality and social justice. (Fitzgerald & Leigh, 2002) Even affluent, expanding communities 

use pro-growth attraction strategies, and governments do not transition away from these 

strategies once growth is achieved. (Morgan et al., 2019; Osgood et al., 2012)  

In response, scholarship has promoted equity as a goal for economic development policy 

to be considered on par with efficient growth. (Fainstein, 2011; Stone, 2011) Fitzgerald & Green 
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Leigh (2002) summarize critiques of growth-focused policy into a refined definition of 

development: “Local economic development preserves and raises the community's standard of 

living through a process of human and physical infrastructure development based on principles 

of equity and sustainability.” (p15) Based on this definition, economic growth is not a necessary 

component of development, though it often accompanies developments and investments 

prioritized by Fitzgerald & Green Leigh.   

Proposals for development that incorporate both equity and efficiency objectives often 

focus on empowering the people in the middle rather than focusing on the very affluent or the 

least-advantaged. Feldman et al. (2016) discuss unlocking the full potential of citizens, with 

investments in capabilities empowering residents to pursue entrepreneurial and innovative 

ventures. King (2011) advocates that an “entrepreneurial state that not only provides welfare but 

also generates increased wealth… needs to project a future embodying a middle-class society 

rather than only empowering the poor and disfranchised.” (p.468) Similarly, Fainstein (2011) 

argues in her book The Just City that policy should aim to attract jobs and fund programs 

providing egalitarian opportunities and pathways to the middle class, reflecting a model of an 

equitable city.   

The Impossible Task 

 

The need to balance equitable and efficient growth is especially pertinent in the case of 

EDIs—deals made by state and local governments to lure mobile firms and fuel local job 

creation. EDIs are perhaps the most ubiquitous and costly economic development tool in the 

United States, with estimates of annual payments and foregone tax revenues totaling between 

$45 billion and $90 billion. (Bartik, 2019; Parilla & Liu, 2018) In 2009, 95 percent of localities 

used some form of incentives, up from 68 percent in 1999. (Thomas, 2011) While significant 
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research has focused on whether EDIs create growth, scholarship has not fully addressed the 

impact of EDIs on welfare and equality, which is important as the distributional effects of EDIs 

may be orders of magnitude larger than efficiency gains. (Bartik, 2005) However, as many 

governments are moving towards stricter requirements for reporting and evaluating EDIs, there 

is an opportunity to reconceptualize best practices. (Pew, 2017) 

When crafting EDI policies, policymakers must estimate the likely impacts of 

investments and job creation using assumptions based on existing research, economic modeling 

of impacts, local knowledge, and, often, their own intuition. Yet policymakers face time 

constraints, political pressure, incomplete information, and have limited capacity.  

Additionally, research on EDIs that goes beyond overall economic impact to consider 

welfare is limited. A core barrier to research on EDIs is the lack of counterfactuals. Though 

companies claim that incentives are needed to secure investments, in most cases incentives do 

not alter location decisions. 1 (Bartik, 2018b) Without a reliable counterfactual, attributing causal 

impacts on even simple metrics is very difficult. For example, consider the difficulty of 

measuring the impact of a university on a region. The institution cannot easily be disentangled 

from its setting, confounding attempts at causal reasoning. Comparisons to similar geographic 

regions risk bias from differences in growth trajectories, the endogeneity of program selection, 

and influences of other factors unique to the region. (Drucker, 2016) 

For unbiased analyses of EDI policies, two main routes available are natural experiments 

and case studies. Natural or quasi-natural experiments use quirks in a policies design or 

 

1 A literature review focused on the threat of endogenous selection bias concludes that incentives change company 

decisions between 2 and 25% of cases. (Bartik, 2018b) Bartik’s own analysis assumes that 6% of location choices 

are altered by EDI. (Bartik, 2019b)  
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implementation to isolate exogenous, causal effects of a policy on an outcome variable of 

interest.2 However, natural experiments are hard to identify, difficult to run, and cannot be used 

as a general method for evaluations. Studies that have used this method have largely found low 

or null returns from incentive policies. (Bartik & Erickcek, 2014; Buss, 2001) Second, detailed 

retrospective case studies forego counterfactuals but can observe wide impacts of a policy. 

Lessons from case studies have limited external validity and may not be broadly applicable to all 

EDIs. However, when interpreted in context of a location, they can help policymakers find 

proxies to observe the experiences of other places with similar circumstance. (Sunstein, 2021)  

Some researchers have concluded that an unbiased evaluation of incentives is not 

possible, noting inaccurate data, political incentives to exaggerate findings, and incomplete 

analyses that fail to estimate the marginal impacts of EDI policies. (Bartik & Erickcek, 2014; 

Buss, 2001; Byrne, 2018) Adding to the challenge, almost all existing data sources capture the 

experiences of places, not individuals, making it difficult to assess whether development reaches 

and are beneficial for current residents.  

Bottom-Line Evaluations  

 

 “Bottom-line” evaluative frameworks look primarily at the total economic activity 

associated with the policy. A single metric, such as income, tax revenue, or employment, is used 

to show that benefits justify the costs of the program for the region. For example, a bottom-line 

evaluation might conclude that a policy will increase employment by 100, increase total wages 

by 1%, or result in a 1% increase to a region’s gross product. A single large number can provide 

a sense of assuredness in a deal that may or may not benefit the welfare of the population, as it 

 
2 For examples, studies exploit provisions in state constitutions (Patrick, 2014), patterns of policy generosity (Patrick 

& Stephens, 2020), and distance to neighboring jurisdictions (Mason & Thomas, 2010; Mast, 2020) 
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lacks the specificity to capture the full slate of changes that a region and its residents can 

experience. They can be calculated without input from community members or ask only for 

token input.  

 Bottom-line prognoses rely on economic models of employment multiplier effects. 

Input-output economic models, including private software packages IMPLAN and EMSI and 

Bureau of Economic Analysis package RIMS II, track nationwide fluctuations in new business 

and subsequent changes in other industries. These models are used to estimate job multipliers, 

which in turn inform the overall levels of expected economic activity. Estimated multipliers 

typically project between 2 and 4 jobs should be expected for each job promised by a company 

attracted by an EDI. In technology sectors, multiplier estimates have been as high as 5.9. 

(Moretti, 2010)   

However, input-output models fail to account for changing prices within a region that can 

crowd-out existing residents and businesses and moderate future expansionary growth. (Bartik & 

Sotherland, 2019) They also fail to differentiate between naturally formed industry 

agglomerations and companies compelled to relocate with EDI, and risk overstating the 

estimated effects, especially when making assumptions about follow-on investments from 

suppliers. Given the absence of these dispersive forces, it is not surprising that multiple studies 

have found that models like RIMS II overstate employment multipliers in a range of empirical 

contexts. (Adams, 2016; Bartik & Sotherland, 2019; K. D. Edmiston, 2004; Fox & Murray, 

2004) For instance, car companies setting up new factories are observed to have employment 

multipliers far below values projected by input-output models. Effects that did appear took years 

to materialize and were highly variable from case to case, indicating that follow-on jobs are 

hardly guaranteed. (Adams, 2016) With a model of jobs following labor demand shocks and 
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accounting for price variations, Bartik & Sotherland (2019) estimated smaller multiplier effects 

of 1.5 to 2 for most industries and up to 3 for advanced-technology industries.3   

Even when accurate, “bottom-line” evaluations are not able to incorporate welfare as a 

goal of development policy. Evaluations aggregate the society-wide experiences of everyone 

within a geographic area and do not capture the experiences of individuals, account for 

population change, or determine if gains and losses are distributed equitably. While metrics such 

as migration, per capita income, and employment can be considered as proxies for well-being, 

they lack the specificity to ensure real improvements in quality of life for residents.  

More nuanced metrics such as median income, incomes for the bottom quintile, poverty levels, 

or living standards can introduce some concern for equitable impacts of development. (Boarini et 

al., 2016) Unlike overall GDP growth, these metrics avoid rewarding policies that create gains 

only for the most affluent members of society, yet still cannot guarantee that less advantaged 

residents will benefit. For instance, incomes for the bottom quintile of the population could 

increase, but losses to real spending power from rising home prices, increased congestion, or 

regressive taxation can overwhelm the marginal gains derived from greater economic activity 

and higher wages. (Wang et al., 2018) Population change can also skew income distributions if 

EDIs attract higher-wage earners while displacing less affluent residents. 

Distributive Welfare Evaluations 

Compared to Bottom-Line evaluations and growth projections, a distributive welfarist 

approach is more in step with modern efforts to frame conceptions of development policy around 

individuals, quality of life, and lived experiences. While welfare can be broadly defined in 

 
3 One common modeling software, REMI, does incorporate price shifts, but gives multiplier estimates similar to 

Input-Output estimates. 
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different contexts, the approach implies that the overall goal of economic development is to 

improve the lives of residents in a meaningful, equitable way. Such ideas are hardly novel but 

have been poorly implemented. As argued by economist Cass Sunstein, governments should: 

“… focus directly on human welfare. It should see cost-benefit analysis as a mere proxy for  

welfare, and an imperfect one to boot. It needs to investigate welfare itself, and to explore what  

that idea is best understood to mean. It needs as well to focus on distributional considerations–on 

who is helped and who is hurt.” (Sunstein, 2021)  

 

Similarly, Partridge & Rickman (2003) advocate for resident’s utility to be the guiding principle 

by which development tools are judged, framing the core tradeoff of job-creating, growth-centric 

policies as the benefits of additional jobs and career paths weighed against the loss of amenities 

and disutility of growth as experienced by residents.  

 The next section provides parameters to define distributive welfare evaluations and gives 

details on how evaluations can be designed by policymakers seeking to ensure that EDI policies 

are improving the welfare of their constituents and communities in a just way.  

Welfare for Development 

 

The primary characteristic of a distributional welfare analysis is to center people, rather 

than place, in analysis. To do so requires three core methodological parameters. First, what 

population of people are being analyzed? Second, how are changes to individual welfare 

conceptualized and measured? And third, how do we aggregate the experiences of the full 

population of interest in order to judge policies? Together, these three questions constitute 

definitional parameters for distributive welfare evaluations. These analyses are consequentialists, 

examining only the impacts of EDIs and resulting changes in the welfare and lived experiences 

of individual residents. (Adler, 2019) 

In the following section, a definitive response to the first question is provided and 

defended. The population of interest should be the full jurisdiction at the time the EDI was 
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granted. However, in cases where policies can impose direct harms on residents of other 

jurisdictions, those harmed should be included in the analysis as well. Jurisdiction refers to the 

political boundaries that a policymaker represents, which in the case of EDIs is typically a state, 

county, or municipal government.  

More general recommendations are made for the next two parameters. Evaluators can be 

given some flexibility in selecting an operational definition of welfare that matches the case-

specific characteristics of the EDI in question, the cultural priorities of the population, and the 

capacity of evaluators. In aggregating individual experiences to judge whether EDIs meet criteria 

of distributive justice, evaluators can select among alternatives based on local context and the 

types of estimations produced by the welfare analysis.  

Lack of specificity aims to make this framework more accessible. Evaluations can range 

from professional researchers conducting in-depth reviews of EDIs using sophisticated 

demographic data and survey-based research techniques to policymakers doing back-of-the-

envelope calculations before voting on whether or offer an EDI. Both contexts are needed and 

valid, but will require radically different evaluative approaches.  

Population of Interest 

 

To conduct a distributive welfare evaluation, evaluators must first decide on a population 

of interest, specifying whose welfare should be considered. This requires selecting both a 

geographic boundary and a moment in time. Two specifics groups of people should have 

standing under evaluations. First, evaluations should consider residents of the jurisdiction at the 

time the EDI deal was granted or policy was enacted. Second, the welfare of anyone in nearby 

jurisdictions directly harmed by EDIs or resulting growth should be considered by evaluations.  
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The population of a region changes as residents arrive, leave, are born, or die. Given 

these changes, any comparison of geography-level statistics across time periods are not 

comparing identical groups of people. EDIs can impact migration flows, suggesting that the 

population cannot be assumed to be unchanged. Observed gains to individual welfare in a 

geographic area over time could be a result of better-off individuals migrating to the area, less 

well-off individuals leaving or being displaced, or from economic activity in a broader urban 

area being concentrated in a narrow sub-region. To accurately capture the effects of a policy on 

well-being, only the welfare of individuals who lived in the region when the policy was enacted 

should be considered—excluding ‘in-migrants’ who move to the area following the policy but 

including the welfare of ‘out-migrants’ who leave the area following the policy.  

The well-being of ‘in-migrants’ should be excluded for two reasons. First, it is not clear 

that in-migrants would experience lower welfare in the absence of the EDI. If business attraction 

tools compelled in-migration, it can be assumed that in the absence of the EDI (or if the company 

selected a different region) the migrant would have instead stayed put or moved to a comparable 

alternative region. There is no reason to conclude that the individual’s welfare under this 

counterfactual alternative would be lower.4  

Second, local governments have a strong obligation to serve their residents but have a 

weaker obligation to serve residents outside their borders. Governments should enact policies 

primarily for the benefit of those currently living within their jurisdiction. By way of example, 

governments do not typically seek to provide public goods or redistribute wealth to people 

outside their borders, even if need for such services are greater or the gains to individual welfare 

 
4 If an EDI was large enough that it compelled a company to deviate from its first-choice location to pursue tax 

breaks, it could be argued that the in-migrants are harmed by being denied an opportunity to pursue the same jobs in 

a superior region. 
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higher. This argument does not imply that governments have no obligation to avoid imposing 

harms on people outside their jurisdictions.5 For example, cities who do not stand to benefit from 

in-migration are not justified in limiting freedoms of mobility of others by barring new residents, 

refusing to accept refugees, or by enacting policies that strategically discourage individuals from 

moving to the area. (Goetz et al., 2011) 

Conversely, the welfare of out-migrants should be included. Out-migrants can experience 

gains and losses directly associated with EDI policies which affect decisions to relocate 

Positively, EDIs and economic development can increase the mobility of current residents, 

enabling relocation by choice. On the other hand, residents can be displaced by EDIs. Rising 

costs that force residents to choose between basic needs and relocation are a clear reduction in 

personal freedoms and capabilities. (Alkire, 2016; Sen, 1999) Displacement can have a strongly 

negative impact on the individual’s welfare that extend well beyond the disutility of reduced 

spending power. Individuals form ‘located life plans’ that situate career and personal goals 

within space, and displacement denies access to these plans. (Huber & Wolkenstein, 2018)  

Some theorists have considered whether displacement goes beyond imposing economic 

harms on individuals and should instead be considered a violation of occupation rights for an 

individual or community. (Stilz, 2013) Harvey (2009) and Lefebvre et al. (2003) argue that 

individuals have the right to transform their own cities for their own benefits. Under this line of 

reasoning, any policy that risks gentrification or the crowding-out of current residents would be 

immediately rejected by most moral evaluative systems, regardless of the overall impact on 

welfare. (Rawls, 1971; Wolff, 2006) Huber & Wolkenstein (2018) hesitate to name economic 

 
5 Whether EDIs impose harms on other regions, especially in cases where an incentive compels a company to 

relocate, is an important question but beyond the scope of this paper. 
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pressures for displacement as a rights violation, noting the restrictiveness of this classification 

and the potential for income redistribution to alleviate harms. 

Area of Effect 

 Gains and losses to welfare resulting from EDIs may not stop at jurisdictional borders. 

Especially in urban contexts, the development policies put in place by a local government can 

impact neighbors. While local governments do not have a strong obligation to pass policies that 

improve the well-being of individuals in neighboring jurisdictions, they do have an obligation to 

avoid policies that impose harms on their neighbors. EDIs can result in congestion and rising 

costs of living, including higher rents, in areas that span political jurisdictions. Evaluators should 

ensure that an EDI has a net benefit for the full geographic area of impact in cases where harms 

to welfare are not strictly localized. 

 What is meant by harm? Harms are considered actions that negatively impact the 

interests of another jurisdiction. Harm does not, however, imply an obligation to make decisions 

that will benefit a neighbor at the expense of their own interests. 

 Requiring considerations of harms imposed on neighbors is especially important in 

fragmented urban areas. Metropolitan areas often contain multiple, and sometimes many, 

municipal and county governments. For instance, Chicago, Pittsburg , and St. Louis, among the 

most fragmented cities in the country, have 306, 255 and 180 municipal jurisdictions with city 

governments respectively within its metropolitan areas. (Hendrick & Shi, 2015) There is 

substantial evidence that greater fragmentation increases the frequency and intensity of EDI use. 

Jurisdictions closer to competing neighbors offer more EDIs, (Edmiston & Turnbull, 2003; 

Mason & Thomas, 2010; Mast, 2020) have lower bargaining power (Cassell & Turner, 2010), 
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pay more per job attracted (Peters & Fisher, 2004), and focus less on equity. (Stokan & Deslatte, 

2019)  

Many American cities saw municipal fragmentation during the “white flight” era of the 

1950s and 1960s. Along with policies that caused environmental injustice, disinvestment, and 

segregation, fragmentation within cities created “unjust power relations that are deep and densely 

concentrated, as well as opaque and relatively intractable.” (Hayward, 2011, p. 3) Separate 

municipal governments allowed affluent enclaves to ignore other sections of the city and 

normalize inequalities, keeping less fortunate neighbors ‘out of sight and out of mind.’ 

(Fainstein, 2011) Rather than enabling freedom of movement to efficient producers of public 

goods as theorized by Tiebout (1956), affluent municipalities use policies such as restrictive 

zoning to limit movement into the enclave.  

 Business attraction policies that bring companies to affluent, exclusionary enclaves can 

extend the legacy of these injustices. EDIs can concentrate investments and growth in narrow 

geographic pockets of a fragmented city, displace residents or otherwise impact communities and 

neighborhoods, or deepen structural inequities. (Fainstein, 2011) These effects should be 

regarded as harms imposed on neighbors whose welfare should be considered in evaluations. 

They do not immediately disqualify policies, but they should also not be ignored. In response, 

Kantor (2016) argues that urban policies created in the interest of the whole region, instead of 

patchworked policies stemming from fragmented pockets of wealth and deprivation, are essential 

to finding equity-focused solutions to urban problems.  

Capturing Individual Welfare 

 

Once the population of interest is defined, analysis turns towards measuring the welfare 

impacts of the policy. Welfare-based evaluations analyze changes in the ability of individuals to 



21 

 

achieve a ‘good life.’ To do so, operational definitions of welfare and wellbeing are needed. 

Section 4 describes potential impacts on welfare from EDIs, grouped by the burdens of taxation, 

the effects of jobs, and impacts on property values and housing prices. However, this analysis 

does not seek to prescribe a set definition of welfare or set of metrics. In addition to be being 

hard to measure, definitions of welfare can dive deep into philosophical discussions of the 

human condition, outlining what a society believes constitutes a ‘good life.’ Evaluators must 

decide what welfare entails for themselves based on the values of their community, the 

situational capacity of the evaluators, and the expected impacts of the individual policy.  

One reason for not ascribing a set definition of welfare or wellbeing is that these concepts 

often project culturally homogeneous conceptions of what “well-being” looks like. (Nussbaum, 

2011) Due to differing interpretations of what a ‘good life’ entails, places may adopt different 

definitions of welfare. Metrics may also change based on the specific context of the EDI. One 

evaluation may want to specifically examine the welfare benefits of reducing unemployment in 

rural areas, while another may focus on rising rents in urban areas and the welfare impacts of 

gentrification and displacement. 

Another reason is that methodological challenges limit the operationalization of many 

components of welfare. Metrics that best capture welfare are both not widely agreed upon and 

very difficult to measure. (Alkire, 2016) For EDIs, where measurement problems and capacity 

for in-depth evaluations are prevalent even for simple, bottom-line evaluations, many results will 

be theoretical and analyses will require projections, guess work, and conjecture. (Adler, 2019) 

Especially for forward-looking analyses conducted to evaluate proposed EDIs, evaluators must 

make use of projections grounded in context to make important decisions. However, 

conceptualizations of welfare do not need to be perfect to be useful. Indeed, the daunting task of 
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capturing individual utility is often a barrier to the more widespread adoption of wellbeing as a 

core goal of policymakers. (Frijters et al., 2020)  

In some cases, an evaluation will seek to create a single number to summarize an 

individual’s gains or losses due to an EDI policy. In others, a distributive welfare evaluation can 

generate a broad but abstract understanding of the breadth and distribution of gains and losses to 

welfare that an EDI can cause, serving as a jumping off point for community dialogue about how 

economic development tools match local needs and visions for the future. What should be 

common across approaches is that welfare estimates should include the number of people who 

are experiencing a gain or loss to welfare, and the extent to which the effect has impacted their 

wellbeing. Impacts can be broadly split between subjective and objective components.  

Objective Wellbeing  

Objective wellbeing consists of metrics that show how individuals satisfy basic and 

immediate needs. Wealth and income can be considered as basic building blocks of objective 

wellbeing. An individual’s spending power, defined by both their income and costs, impacts their 

welfare.  

Wealth has diminishing marginal utility to individuals, meaning that less affluent 

individuals derive more welfare from an extra dollar of wealth. Policies that result in 

concentrated gains for the affluent will have a lower impact on welfare than policies with a more 

equitable distribution. (Adler, 2019) Earners first use income to ward off deprivation, purchasing 

basic necessities such as food, housing, and medicine. As income increases, each dollar of 

spending power has a smaller impact on wellbeing.    

Within the context of EDIs, objective outcomes can relate to changes in income, tax 

burden, and changes in costs of living, which together can be summed to calculate real income, 
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which captures spending power. They can also include effects on individual net wealth, such as 

appreciating home prices for homeowners. However, objective metrics can go beyond simple 

financial measures.  Place-based amenities and public good consumption can be assumed to 

improve wellbeing of citizens who access them. Conversely, increased traffic congestion is 

expected to cut down on an individual’s leisure time. Degradation of environment, such as 

proximity to a polluting factory, can be assumed to negatively impact the health and happiness of 

residents. Both are reductions in objective welfare that can be estimated for individuals in the 

society. 

Subjective Wellbeing 

Subjective welfare is based on an individual’s consideration of their own experiences. 

Objective welfare ignores factors of a good life that cannot be purchased or translated directly 

into dollars and cents—including freedoms and capabilities, a person’s place within society, and 

overall life satisfaction. In cases where elements of subjective wellbeing need to be considered, 

comparisons of gains and losses resulting from EDIs may be more difficult to compare. 

Subjective wellbeing can look beyond immediate satisfaction of needs to look at longer-

term conceptions of a ‘good life.’ Sen (1999) conceptualizes a list of freedoms and capabilities 

that define one’s ability to fully participate in economic, social, and political spheres of life. 

Development is seen as opening paths to greater freedoms, mobility, and opportunities.  

Capabilities avoid conflating choices from experience—individuals need not choose to 

act upon a freedom in order to be considered to benefit from them. For example, individuals who 

chooses not to vote, to live without electricity, or to move to a different city are very different 

from individuals who are not allowed this choice due to poverty or political oppression. In 
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practice, development policies can consider more about how freedoms are limited, rather than 

how freedoms are expanded. (Alkire, 2016) 

 Individual welfare can also be dependent on an individual’s place within society. 

Relational egalitarianism sees equality as equal political relations within a society, which in turn 

will ensure equal treatment and opportunity. (Anderson, 1999) Similarly, Rawls (1971) 

conceptualizes social bases of self-respect, which ensure equal participation and recognition in a 

democratic system. Bases are heavily shaped by history and culture of a particular society. When 

considering development, self-determination of community and ability to remain in one’s home 

neighborhood or region are important aspect of these principles. (Stilz, 2013)   

Subjective measures can be combined into a hedonistic metric of life satisfaction, or 

happiness, which can be understood to encompass an individual’s total experience in life. This 

metric can be measured by surveys asking residents about their overall feeling of happiness and 

life satisfaction. Happiness is not the only component of life satisfaction, but is both a major 

contributor and a strong correlate to other indicators. (Graham, 2016) Other hedonic dimensions 

of welfare that affect individuals present reality and long-term well-being include relationships 

and social networks, physical and mental health conditions, leisure time, and job satisfaction.  

Metrics of life satisfaction can show income and employment as on par with factors such as 

being in a relationship or physical health. (Clark et al., 2018) Understanding the importance of 

place in society can help us understand why economic growth among developed counties has not 

been shown to increase happiness among residents in the long term.6 (Frijters et al., 2020)  

 
6
 Place within society is also a mechanism through which inequality can impact the wellbeing of others. If your 

neighbor wins the lottery, your feelings of jealousy could create loss to wellbeing. However, evaluations will likely 

shy away from this line of reasoning under the grounds that growing personal wealth is a goal of development on 

par with creating equitable growth, and that progressive tax policies could easily balance these effects to compensate 

‘losers.’  
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 For EDIs, subjective welfare can be affected in several ways. New companies can 

provide greater economic mobility, opening up career pathways. The transition from 

unemployment to employment (and vice versa) can constitute a change in the way a person 

relates to society and empower them with greater freedoms and capabilities. So too can a job that 

grants workers levels of respect, on-the-job training, and enables future mobility. Investments in 

health and education can increase the agency and capabilities of individuals to pursue 

aspirational life goals, contributing to subjective welfare. (Graham, 2016) On the other hand, 

excessive burdens or cost-of-living increases that displace individuals from communities can 

impact a person’s capabilities and their place within a community. 

Aggregating Individual Outcomes  

 

Finally, evaluators must not simply understand the breadth of impacts on individual 

welfare but make decisions based on the magnitude and distribution of these impacts. Like any 

policy, EDIs will result in ‘winners’, who experience net gains to welfare, and ‘losers’, who 

experience net losses. Policymakers need a decision-making mechanism that values both 

efficiency and equity—promoting increases to the size of the pie and a just distribution of 

wealth, freedoms, and opportunities. (Robinson & Hammitt, 2019) Communities can also define 

equitable development as a restorative process to correct for legacies of injustices caused by both 

public policies and private actions. (Hayward, 2011) 

What individuals or groups should a decision-making mechanism seek to protect from 

undue harms? Like with conceptualizations of welfare, principals of distributive equity and 

equitable growth can be heterogenous and layered, based on community characteristics, existing 

inequities, and structural injustices. Some analyses may focus simply on whether wealth or 

income inequality increases. Others can delineate impacts by racial or ethnic groups, or by 
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specific areas within a region. These groups are typically related and intersectional. Aggregation 

techniques should be able to capture ‘layered’ conception of justice along as many of these 

dimensions as an evaluator deems necessary. A method is less desirable if, for example, 

concentration on socio-economic justice precludes consideration of marginalized or historically 

disadvantaged racial or ethnic groups. 

Given the challenges inherent to measuring welfare, the method for aggregating 

individual experiences is predominately dependent on the type of welfare estimates collected. 

Some basic frameworks and arguments for applicability are presented below. However, 

methodologies for these aggregation tools are beyond the scope of this paper. Adler (2019) 

provides an extensive summary of methods for measuring and aggregating individual welfare, 

while many examples of life satisfaction measurement for capturing non-pecuniary impacts are 

summarized by Knabe & Rätzel (2011) and Graham (2016). 

Two main avenues are available to move from individual-level impacts to societal-level 

determinations. First, individual effects can be weighted and aggregated though a utilitarian CBA 

for results measured in dollars or with a prioritarian social welfare function for effects measured 

in units of welfare. Second, policymakers could instead consider whether any group could 

reasonably object to the breadth of gains and losses to welfare, or debate whether individuals 

would reasonably choose to opt into a society that uses such a policy.  

When effects of a policy are measured in monetary terms, evaluators can aggregate 

individual effects to the societal level using a utilitarian cost-benefit analysis (CBA). Utilitarian 

CBAs sums the consequential utility of changes in incomes for every member of society. If the 

net effect is positive, a policy is deemed to be welfare enhancing and appropriate for the region 

to pass.  
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Utilitarian CBAs value increases to equality. Policies that transfer wealth to affluent 

individuals, considered neutral by a bottom-line evaluation, would be rejected by a utilitarian 

evaluation while wealth transfers to the less-advantaged, even if not fully efficient, can increase 

societal utility. (Adler, 2019)  

However, utilitarian CBAs may not do enough to ensure that policies are in the best 

interests of communities, and should be supplemented by some form of distributional analysis. 

(Robinson & Hammitt, 2019) CBAs have no checks or limitations on the harms that can be 

imposed on any one individual or group. For instance, CBAs could justify concentrated 

economic harms imposed on marginalized racial or ethnic groups or on specific neighborhoods. 

CBAs also cannot conceptualize harms which cannot be compared to benefits, such as 

comparing the violation of a person’s basic rights to a neighbor’s increase in income, and thus 

risk excluding important impacts of EDIs.  

Wolff (2006) describes conditions in which utilitarian CBAs should not be used for 

evaluations. Citizens must have equal odds of benefitting from the policy, and the policy must be 

repeated so that each citizen has many chances at benefitting. Moreover, the policy cannot 

impose harms from which it is difficult to recover or which cannot be quantified and compared.  

Many EDIs do not meet these criteria. The risk of crowding-out of existing businesses 

and the displacement of residents represent serious harms that cannot easily be reversed or 

compared to gains of incomes or property values enjoyed by the winners of EDI policies. 

Additionally, EDIs can systematically skew towards benefitting more affluent populations or 

concentrate harms on historically disadvantaged communities. An EDI program that targets high-

value added industries by design will leave many without a chance to win from incentives, 

creating jobs that can only be filled by highly-educated workers, and often doing so in already 
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high-income areas. Finally, large EDIs can seriously impact the growth trajectory of a region, 

limiting ‘repeatability’ of the policy.  

When individual effects are measured in terms of welfare and wellbeing, they can be 

aggregated through a prioritarian social welfare function (SWF). Prioritarians argue that it is 

better in and of itself to provide utility to less well-off individuals. (Parfit, 1997) Therefore, 

changes in welfare for less advantaged individuals should be given greater weight than changes 

for more advantaged individuals. Weights are assigned to each individual in a society though a 

social welfare function (SWF) that summarizes the relative value of increasing the welfare of 

each individual.   

Applying a SWF to often conceptual welfare impacts also compounds methodological 

challenges. Prioritarian evaluations can also can struggle to account for the intersectionality of 

distributive justice. To create an SWF, evaluators must for example determine who should 

receive greater weight: a child, a member of a marginalized racial or ethnic group, or someone 

living below the poverty line.   

SWFs can come in many different dimensions and functions. If using a SWF to evaluate 

EDIs, the SWF should give a positive weight to all member of a society. Assigning the most 

affluent member of society a weight of 0, for example, would ignore the value of efficiency and 

‘growing the pie.’ In a pragmatic sense, those gains can be taxed and redistributed to achieve 

broader welfare. (Adler, 2019) The SWF should also avoid giving weights that focus evaluations 

narrowly on a small group of the most vulnerable members of society, such as individuals with 

serious physical or mental health challenges or those with very low incomes. EDIs are not 

designed to concentrate benefits on this group of people, and an exclusive focus could lead to 

rejections of policies that create net gains to welfare and reduce inequality. Instead, SWFs should 
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ensure strong consideration of lower-wage but economically mobile workers who can benefit 

most from opportunities to pursue middle-class lifestyles. 

 Finally, when evaluators have a sense of possible effects but few ways to measure the 

impacts of EDIs on individual income or welfare, principles of reasonable objection can be used 

as a decision-making mechanism. This approach can also be used in combination with 

aggregation methods discussed above.  

Scanlon (1998) calls for a society to adopt policies that no one could reasonably reject. 

Governments can be viewed as having a contractual obligation to their citizens to not undertake 

development policies that impose undue or unreasonable harms on any specific group. This 

theory of Contractualism seeks not to aggregate welfare but to judge whether the distribution of 

gains and losses would be justified by participating individuals based on our moral obligations to 

our fellow citizens. A policy that taxes all residents and efficiently provides benefits for 

disadvantaged members of society cannot be reasonably objected to. The same policy that 

benefits only the most affluent, or imposes serious harms on any individual or group, would be 

called unreasonable. 

Similarly, Rawls (1971) details a thought-experiment in which individuals with no 

knowledge of their position in society decide whether an action is fair, or would make them want 

to participate in that society. Unlike in Scanlon’s view, Rawls considers decisions made behind a 

‘veil of ignorance’ by individuals without knowledge of their own identity or place within a 

society. Under those conditions, citizens would object to policies that concentrate losses on 

vulnerable or disadvantaged members of society or cause serious harms through displacement. 

Principles of reasonable objection presents a more abstract definition of what constitutes 

a good or bad policy, but is also more actionable for evaluators operating under imperfect 
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information or capacity constraints than prioritarian CBA protocols that require the weighted 

summation of welfare. A list of pros and cons for cities, created through examining the full 

effects of EDIs on a region, can be a starting point for discussions in which community groups 

and other stakeholders can voice objections to the policy. Contractualism also allows for layered 

conceptions of equitable development and distributive justice. Under this framework, any 

individual or group can object. Therefore, analyses need not be limited to one dimension. Justice 

along income stratifications, among historically disadvantaged groups, between renters and 

homeowners, or along geographic divisions can be considered in parallel. Like with defining 

welfare, local context and understanding of existing disparities within a region can help focus 

analysis. 

Considering EDIs, the framework would allow for the rejection of policies that transfer 

wealth to the affluent, impose concentrated harms through displacement or other effects, are 

skewed against historically disadvantaged populations, or are otherwise deemed unreasonably 

from a welfare perspective. Policies that accelerate displacement, concentrate costs and harms on 

less affluent individuals or on historically disadvantaged populations, or otherwise emphasize 

growth not in the overall interest of the current population could be rejected, leading to EDI 

policies more consistent with the goals of equitable development. 

Distributive Welfare and Business Attraction 

 

Business attraction strategies such as EDIs can impact the welfare of residents in many 

ways. Three main considerations are welfare impacts from taxation and changing public good 

provision, job creation, and property values changes.  

To put these effects in context, it is useful to begin with an evaluation by Bartik (2018a) 

that estimates the returns from aggregate EDI spending nationwide. The study estimates that a 
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dollar of EDI spending generates positive returns from wages ($1.06), property price increases 

(34¢), and increased government tax revenue (20¢). It also estimates a negative crowding-out 

effect of 8¢ per dollar spent. With a total return of $1.52 per dollar spent, Bartik’s CBA 

concludes that incentives are weakly beneficial for cities. However, effects are highly variable, 

and research has shown much higher returns from other economic development policies. 

Additionally, the study warns that the distribution of these gains may be heavily skewed towards 

more advantaged residents and in-migrants. In short, positive net returns are not indicative of 

improvements to the welfare of current residents, as arguments framed below articulate.  

The sections below outline potential gains and losses to welfare from an EDI. In using 

these arguments, evaluators should apply local knowledge to estimate both the relative 

magnitude and the distribution of effects for individuals across wealth and income tiers, from 

different geographic area inside the region, and across ethnic and racial groups. With these 

estimates, evaluators can judge the efficacy of an EDI and determine a policy’s compatibility 

with regional development goals and conceptualizations of welfare and equity.  

Welfare Burden of Taxation  

 

A direct effect of EDIs on individuals is changes in taxation. The costs of EDIs require 

either higher taxation for individuals or reductions in public goods provision, both of which 

decrease welfare of residents.  

The costs of EDIs cannot be easily interpreted as the dollar amount of tax cuts. In many 

cases, governments forego future revenues instead of spending directly from public coffers. 

However, this does not mean that tools like tax abatements, public grants, or tax incremental 

financing should not be considered as real costs. A better way to project the impact of an EDI on 

public finances is to compare new tax streams stemming from an attracted business to the 
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increase in commitments for public goods resulting from growth. When new taxes from the 

company, from new migrants, and from increased local economic activity are lower than the 

government’s new obligations to provide public services, gaps must be filled by either reduction 

in public good provision or higher taxes. As an example, consider the impacts of EDIs on public 

school education. The question at hand is not whether funding for schools increases or decreases, 

but the effect on per pupil spending and the educational experiences of students. If the school 

system’s budget does not increase in response to population growth, per-pupil spending on 

education will decrease, leading to more crowded classrooms, fewer resources per student, and 

lower-quality educational experiences for students.  

Evaluations often optimistically project that increased tax revenues from greater 

economic activity will fully cover the cost of the incentive. (Fisher, 2007) However, Bartik's 

(2019) projects that governments recoup only about 20% of incentive costs from increased 

revenue streams. 

Two mediating effects should be considered. First, economies of scale for public good 

provision can impact the overall impacts of taxation. New residents can help a city reach an 

economy of scale at which service provision is optimized. (Glaeser, 2008; Tiebout, 1956) 

However, if the population is already larger than its optimal scale, further growth will lead to 

inefficient provision of services. Transportation services are a good example. A new resident 

both pays taxes that can maintain roads and fund transportation infrastructure and uses these 

transportation systems, contributing to congestion. The net effect of new taxpayers is largely 

dependent on the current state of congestion in the city. If roads are not near full capacity and 

traffic tends to be light, a new tax payer will likely have a positive effect on efficient provision of 



33 

 

public services. If congestion is already a problem, further growth can aggravate existing issues 

in ways that new tax streams cannot correct.  

Second, the distributional effects the costs of EDIs are important. Taxation’s effect on 

welfare is more pronounced when taxes are regressive, or concentrated on less-affluent members 

of society, because a dollar of spending power does more to enhance the welfare of a relatively 

less affluent individual. EDI programs that are financed with progressive taxation or 

predominately fund projects in less affluent parts of a region can be considered less harmful to 

welfare. Similarly, cuts to public services typically impact less affluent residents more. Though 

drawing causal links between incentives and public goods spending is difficult, Wang (2016) 

shows that EDI spending led to reductions in public service provisions in local budget areas such 

as sanitation, human services, and utilities. Wen et al. (2021) identified cases where incentive 

spending was associated with cuts in state education funding. Taxation can be especially 

regressive when governments do not appropriately plan for the costs of EDIs and resort to raising 

money outside of normal budgetary cycles with tools such as sales taxes and user fees. (Jensen & 

Malesky, 2018; Mason & Thomas, 2010)  

An extreme example is Ferguson, Missouri, which in 2008 gave an EDI to Emerson 

Electric, a large multinational engineering service firm, to build a headquarters and data center. 

Ferguson, a predominately Black and lower-income municipality within the fragmented St. 

Louis metropolitan area, created a tax incremental finance (TIF) district for Emerson. Money to 

repay these bonds was ostensibly meant to come from higher taxes resulting from greater 

economic activity. Instead, the city balanced its books by pushing its police and court systems to 

increase fines levied on citizens through aggressive enforcement of minor infractions. A review 

of law-enforcement practices in Ferguson found that the police prioritized ‘productivity’ of 
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officers in raising revenues over genuine public safety concerns, imposed fines and court fees 

disproportionately on Black residents, and violated residents constitutional rights. (Department 

of Justice, 2015) When Michael Brown was killed by police in 2013, sparking nationwide 

protests, 20% of Ferguson’s operating budget came from court fees. (Johnson, 2015) 

Welfare from Jobs 

 

A primary goal of EDIs is to create jobs. A new job conveys benefits primarily, though 

not entirely, to the worker who fills it. New jobs can lead to follow-on opportunities through 

multiplier effects and create other jobs in related industries, increased local spending creating 

opportunities in local service industries, and virtuous cycles of employment churn as workers 

vacating existing jobs to take new ones. Short-term employment opportunities in residential and 

commercial construction can also accompany growth. (Howard, 2020) Shocks to employment 

tend to increase the employment to population ratio of locations both in the short and long-terms, 

though it is far from a one to one ratio. Literature reviewed by Bartik (2019a) finds a short-run 

employment elasticity of 0.63, with an elasticity of 0.2 to 0.3 observed after 10 years.7   

However, not all jobs have the same impact on the economy, and should be analyzed 

based on the expected effects and not purely on the quantity of openings. Much as medical 

policymakers in health fields have utilized the concept of Quality-Adjusted Life Years (QALYs) 

to quantify the value and importance of medical procedures, new jobs created through business 

attraction policies should be seen as falling along an impact-adjusted employment opportunity 

 

7 Shifts in remote work may impact these estimates. Following the 2020 COVID-19 pandemic, remote work options, 

especially in companies producing traded services, have increased. While much is still unknown about remote work 

trends, policymakers should be aware that some promised jobs could be filled by remote workers.  
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scale. Jobs are valued based on their potential to raise wages, reduce unemployment, expand 

opportunities, and increase prosperity for incumbent workers. (Frijters et al., 2020)  

Bottom-line evaluations focus on the number of jobs created and total new wages. A 

welfarist view of employment must delve deeper, accounting for: a) how an individual’s life 

changes after taking a job; b) the number of current residents taking new jobs; and c) crowding 

out effects that lead to other workers losing employment opportunities. Jobs projected to be 

created by spillovers should be examined through the same lens.  

Value of Employment 

A person entering new job does so because they expect their welfare to improve by 

accepting the position. A worker could be motivated to take a new job for myriad reasons, such 

as higher pay, better benefit packages or health care coverage, better work-life-balance, a shorter 

commute, more enjoyable or less taxing work, or greater satisfaction, skill acquisition, or growth 

opportunities from their career. All of these factors can contribute to totality of welfare for a 

worker.  

Yet the welfare gains from a job attracted by an EDI depend not just on the 

characteristics of the job itself but upon the employee’s previous welfare before being hired and 

their individual utility from the job. Jobs should be evaluated based on the degree to which they 

empower local residents, create higher income, provide career ladders and future opportunities, 

and reduce unemployment. (Pike et al., 2007) Moreover, welfare-enhancing jobs provide career 

pathways, skill-development, and on-the-job-training for low-income workers to access middle-

class lifestyles. (Bartik & Erickcek, 2014; King, 2011; Partridge & Rickman, 2003)  

Consider two co-workers hired for the same position at a company attracted by an EDI. 

The first accepts a small pay-raise and shortens her commute, which allows increased income 
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and leisure time with which to enjoy it. The job has had a positive, yet modest, impact on the 

employee’s welfare. The second worker previously held a low-wage job that did not use his 

specialized training. The new position, conveys a much higher income that covers the basic 

needs of his family, health insurance, and a greater sense of dignity and life-satisfaction. Though 

the jobs are identical, gains to welfare for the second employee are higher.   

The welfare impact of jobs largely depends on the income levels and industry of attracted 

jobs. At one extreme, low-wage “dead-end” jobs provide low pay, sparse benefits, and few 

career advancement opportunities. Even if jobs are directly associated with helping workers 

move out of unemployment, gains to welfare are expected to be low. For instance, New York 

City claimed that job creation at Yankee Stadium in the South Bronx would benefit the 

surrounding community. However, jobs created at the stadium were low-wage, part-time, and 

seasonal, all of which limited the welfare gains to workers. (Fainstein, 2011) On the opposite 

extreme, advanced industry jobs provide the highest incomes, but beneficiaries tend to be 

affluent, highly-educated, and already enjoy high incomes. By contrast, middle-income jobs in 

industries such as manufacturing are valued from a welfare perspective because they provide 

livable wages and on-the-job training that can expand future opportunities. Job creation in 

manufacturing industries have been shown to decrease inequality. (Patrick & Stephens, 2020; 

Shuai, 2015)  

Impact on Employment for Residents 

Beyond the quality of jobs, analyses also must consider whether jobs are filled by 

existing residents or by in-migrants moving to the area. While in-migrants can bring follow-on 

benefits to local welfare, only positions filled by incumbent workers can be considered directly 

beneficial to welfare within a distributive welfare evaluation. As Partridge et al. (2009) argue, 
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“when promoters make a case for economic development, the intended beneficiaries are the 

location’s original (pre–development policy) residents. Indeed… a cost–benefit analysis would 

then hinge on who takes the new jobs.” Estimating the percentage of jobs filled by incumbent 

residents can dramatically reduce the projected welfare gains from EDIs. One study of labor 

shocks in the 1980s finds that in the long-term local residents held around 25% of jobs attracted 

by incentives. (Bartik, 1993) When jobs attracted do not match well with skill-sets prevalent in 

the local labor force, the proportion may be even smaller.  

When considering welfare from jobs, policymakers should consider both the demand for 

work opportunities among local residents and the compatibility of local workers and the attracted 

company. Unsurprisingly, jobs are found to reduce unemployment in local areas more when the 

local job market is depressed. (Austin et al., 2018; Bartik, 2015) For areas already at or near full-

employment, new jobs will likely pull in new residents rather than further lowering 

unemployment rates. Similarly, if new positions require skills that work-needy current residents 

do not possess, jobs will be filled by in-migrants. This is common in more advanced sector that 

often require specific educational attainment or specialized skills that employers are less likely to 

find locally. By contrast, low skilled jobs could be filled by a much wider share of the workforce 

but may be a step backwards for jobseekers with specialized skill sets. Employment effects for 

local workers will be very high in cases following a negative local employment shock, such as a 

plant closure that caused high unemployment rates among workers with specialized and 

complementary skill-sets, where an EDI recruits a company that values those skills.  

Additionally, workers value opportunities to advance in their jobs. Attracting a company 

that values their skills increases contributes to workers’ career ladders, the set of opportunities a 

worker has to advance in their work. When a worker takes a new job, their position opens up for 
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someone else. Jobs can create real value through employment churn, helping residents achieve 

pay raises through mobility between firms that do not directly compete in their products but hire 

similar types of workers. (Persky et al., 2004) 

Thus, the impact of an EDI on local unemployment is dependent on how well direct and 

indirect employment opportunities match the skills and specialization of local residents who are 

unemployed, underemployed, or do not using their full skill-sets at their current jobs.  

To increase the impact of incentives on local employment, policymakers can pair 

incentive spending with programs such as local hiring initiatives to help companies match with 

local residents and targeted workforce training programs aiming to help locals develop the 

specialized skills demanded by an attracted company. Durham, NC has used local hiring 

agreements that asks companies receiving EDIs to consider candidates through the city’s 

JobsLink hub first, which has proven successful in helping companies easily access local talent 

without requiring onerous requirements or even firm commitments to hiring. A small 

manufacturing firms hired 28 of 45 new workers through the portal, while a grocery store hired 

20 of 21 new workers. (Turner & Lowe, 2013) Data collected by the agency allows the city to 

track the extent to which the company’s needs were met by local workers, and could identify 

targets for upskilling local workers through training programs to meet demand for labor.  

Crowding-Out Effects 

Similar to higher costs of living compelling residents to relocate, “crowding-out” imposes 

increased costs on doing business on firms and can eliminate jobs at other local businesses. For 

incumbent companies, a new business has both a positive and negative pull. Positive spillover 

effects from agglomeration can increase competitiveness, while higher costs and congestion 

effects raise the price of doing business. The magnitude of gains and losses to welfare are 
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industry-dependent and vary by firm. If costs overwhelm benefits from agglomeration, 

incumbent firms will see decreased profits and may decrease staff, relocate, or go out of 

business—all of which lead to offsetting job losses that moderate the positive employment 

effects of business attraction.  

Crowding-out effects can be significant. Goetz et al. (2011) observes a negative effect on 

job creation from EDI use at the state level and concludes that the likely cause is that existing 

companies suffer from higher relative costs and increased tax burdens. 

Losing a job can have severe negative impacts on welfare, and crowding-out effects are, 

by definition, fully concentrated on existing residents. Individuals and businesses alike are 

harmed if growth adds to economic pressure to leave an area, as both have specialized local 

knowledge and plans that provide real value both in terms of productivity and in terms of life 

satisfaction. Laid-off workers can experience harms that extend beyond lost income in the short-

run, both in terms of the psychological difficulty of job loss and decreases to long-term projected 

career earning losses. (Bartik, 2019a; Sunstein, 2021) While the extent to which crowding-out 

should be considered as harmful may vary by context, welfarist analyses should in almost all 

cases consider lost income as having a greater impact on individual welfare than equivalent 

gains. (Knabe & Rätzel, 2011)  

 Within regions, a core threat is that EDIs for advanced industries can crowd-out middle-

income industries. In many US cities, intense concentrations of technology firms in urban centers 

have led to bifurcated economies split between high-wage traded service jobs and low-wage 

local service jobs. ‘Hot’ areas are threatened by unaffordability and a shortage of housing. 

(Rodríguez-Pose & Storper, 2020) Patrick & Stephens (2020) show crowding-out effects from 

advanced-sector companies can limit or even hinder develop of manufacturing employment 
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opportunities. Companies that crowd out medium wage traded sector jobs can leave workers 

unemployed without opportunities, compelled to relocate or accept a lower-wage position. 

Crowding-out effects can also be higher for incentives targeting local-service jobs, such as retail, 

where local demand is limited and an EDI can give an unfair advantage to a new company that 

competes directly with incumbent competitors. (Byrne, 2010)  

Welfare from Property Values 

 

Rising home values can stem from incentive deals due to increased demand for housing, 

especially if housing supply is constrained. When property prices rise, benefits primarily go to 

landlords and affluent home-owners while costs are imposed on renters and on home-owners 

who struggle to pay increased property taxes. Similar effects are experienced by owners and 

renters of commercial properties. 

Increases in home prices, naturally, increase the net-wealth of home-owners. However, 

these gains are illiquid and only can be realized by selling the house or taking out loans secured 

with the value of the home. With higher assessed values, homeowners can face higher taxes, 

either because their homes are valued higher or because additional property taxes are levied to 

finance the incentive. Property owners who struggle to pay increased taxes, especially elderly 

residents on fixed incomes or owners in rapidly changing neighborhoods, can face difficulty in 

paying increased taxes and could default or be compelled to sell. Though evidence on this effect 

is limited, Martin & Beck (2018) find that increased property taxes can compel involuntary 

migration among homeowners, but do not find these risks to be higher in gentrifying areas.  

For renters, on the other hand, rising home prices are almost unambiguously harmful. 

Without equity in homes, higher property prices translate directly to higher housing costs and 

steeper barriers to buying a home in the area. Given that U.S. homeownership rates and levels of 
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home equity differ sharply by race, rising costs can disproportionally harm historically 

marginalized minorities. (Hayward, 2011) Conversely, owners of rental property, who may or 

may not live in the area, gain from rising rental incomes. 

Given the challenge of attributing causality, housing prices adjustments following EDIs 

have not been well measured. Greenstone & Moretti (2004) and Slattery & Zidar (2020) compare 

counties that gave large EDIs to counties named by the company as their second choice. Results 

conflict, with Greenstone & Moretti observing a slight increase in prices of 1.1-1.7% and 

Slattery & Zidar seeing a weakly significant decline of 4% over 5 years. Both studies 

predominately focus on manufacturing jobs in smaller cities. Chapple & Jeon (2021) observe that 

the opening of large technology headquarters in California’s Bay Area led to housing price 

growth of 7.1% over two years in areas directly adjacent. The authors note large variations in 

effect sizes, and argue that in some cases new technology headquarters are catalysts for rapid 

neighborhood change and displacement.     

Bailey, Moulton, and Wentland (2023 WP) measures the changes in property prices 

following the announcement of 114 large EDIs across the United States. Property prices are 

observed to increase significantly following information shocks of EDI announcements only 

when substantial number of new jobs relative to the relative to the number of homes in the local 

market. However, effects were highly variable from case to case. The authors note the potential 

for negative impacts on housing markets when EDIs convey expectation of higher taxes or lower 

public amenities. 

Effects on housing prices following EDIs are impacted by the elasticity of the housing 

supply, or how well housing supply is able to keep pace with housing demand. If supply can 

keep pace, property prices will be relatively unaffected. (Kline & Moretti, 2014a) For large jobs 
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projects, supply can take time to adjust to the shock in demand caused by the EDI. However, a 

larger threat to affordability are geographic constraints or regulatory restrictions that more 

permanently restrict supply. (Glaeser & Gyourko, 2018; Saiz, 2010) When few new homes are 

built to accommodate in-migration, a larger effect on price and higher displacement are 

expected. (Ganong & Shoag, 2017) If housing supply is constrained at historic levels, Bartik 

(2018a) projects that rising home prices will be the primary mechanism through which EDIs fuel 

inequality, with 74% of benefits from property price increases accruing to the top income 

quintile.8 

Property price effects can be uneven, and concentrated investments can cause 

neighborhood-level gentrification and displacement. Policymakers should be wary of 

investments when the type of economic activity is a better match for newer arrivals than for 

long-time residents in an area experiencing or at risk for gentrification. Concentrated public and 

private investments in depressed urban areas can result in rapid influxes of new residents that 

benefits affluent investors while displacing long-time residents. (Zuk et al., 2018) Zandiatashbar 

& Kayanan (2020) present cases in which innovation-intensive urban developments, can 

accelerate gentrification, fuel economic segregation, and increase inequality. Case studies from 

Parilla & Liu (2018) that EDIs targeted at advanced technology sectors attract high skilled in-

migrants, increase costs of living, and push marginalized residents to the periphery of the region.  

 A few relevant caveats should be noted. First, distributive welfare evaluations of new 

industrial projects may also need to account for environmental impacts, measuring potential 

negative externalities experienced by homes adjacent to polluting, noisy, or otherwise unpleasant 

industries. (Moulton et al., 2018) This concern is especially salient as industrial polluters and 

 
8 Bartik’s study assumes an elasticity of 0.451, based of elasticities observed by Bartik (1991). 
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waste facilities are disproportionately sited in minority regions or neighborhoods with lower 

political power or ability to object. (Banzhaf et al., 2019) Second, rising property prices may lead 

to outsized welfare gains to local homeowners who are ‘underwater’—owing more against the 

home than what the home is currently worth. In such cases, rising prices can remove barriers that 

can sharply limit resident mobility. (Ferreira et al., 2012) Third, EDIs that primarily result in 

employment for local residents, not in-migrants, should have a lower impact on property prices. 

Local workers may use gains to income to pursue better housing options, while in-migrants have 

a more direct and immediate impact on housing demand, causing short-term increases in prices 

that can become permanent if housing stocks do not adjust.  

Other Welfare Considerations  

 

Taxes, property prices, and employment benefits are by no means a conclusive list. Other 

less tangible or cultural considerations should also be considered within specific contexts. 

Intangibles are difficult to incorporate into a bottom-line evaluation, except as caveats, but can 

be influential in distributive welfare evaluations.  

Firms can impact a region in many ways. Attracting a grocery store to an urban food 

desert can increase welfare to a community, despite being in a low-wage service industry. 

Companies that refurbish blighted buildings provide a positive externality to a neighborhood. A 

company may also provide a sense of common identity or have cultural value, such as 

professional sports team, arts space, or ‘home-grown’ source of local pride. Conversely, a 

polluting firm can have a strongly negative impact on the health and overall welfare of 

individuals living close by the plant. 

Another consideration of business attraction policy is economic resiliency. Firms may 

provide value to a local economy by diversifying the industrial base in an area—reducing 
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dependence on a single, dominant industry. Similarly, a local government could use business 

attraction to seek a more balanced mix of residential and commercial tax revenues. However, this 

effect can also cut the other way. An area may become overall reliant on a very large new 

employer, and become vulnerable to fluctuations in the industry or future decisions by the 

company. This can lead to further expenses if the company demands additional concessions and 

retention incentives to stay in the region. 

Discussion 

 

A distributive welfare evaluation refocuses economic development on individuals and 

communities, conceptualizing development as a democratic process for improving freedoms, 

dignity, and well-being of residents. Incorporating equity alongside efficiency as dual objectives 

of development policies can ensure sustainable growth beneficial to all, avoiding higher costs, 

lower quality of life, and displacement of incumbent residents and businesses.  

Moving to a distributive welfare evaluation can dramatically shift the focus of business 

attraction policies in two main ways. First, EDIs should be used more frequently in periods of 

regional economic stagnation or decline. EDIs are expected to have a lower impact on welfare if 

the area is already growing, as gains from new jobs are lower while the risks of congestions 

costs, crowding-out, and displacement are higher. By contrast, areas with stagnant housing 

prices, high unemployment, and a depleted tax base stand to benefit most from business 

attraction. This logic is encapsulated by ‘wave theory’ of economic development, which models 

business attraction as a tool to kickstart growth before transitioning to investments in business 

retention and community development. (Lowe & Feldman, 2018; Malizia et al., 2020) However, 

current research on ED tools show that communities use EDIs regardless of their rate of growth. 

(Morgan et al., 2019) 
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 Second, EDIs are overused in pursuing advanced technology firms. Bottom-line models 

prioritize advanced-industry projects that have the high wages and multiplier effects, but 

overlook risks that such projects primarily benefit affluent members of society and in-migrants 

while imposing costs on less affluent current residents. As Hanley and Douglass warn: “Efforts 

to promote innovation, entrepreneurialism, and creative industries are almost universally hailed 

as class- and value-neutral, when in fact the cost effectiveness and distributional consequences of 

such policies are unclear.” (2014, p. 228) Indeed, a distributive welfare approach reveals serious 

drawbacks to EDIs for advanced industry jobs. Advanced industry jobs are more likely to go to 

in-migrants, are typically inaccessible to work-needy residents, and can risk crowding-out local 

businesses in middle-class industries. (Patrick & Stephens, 2020) Workers in other sectors see 

few benefits. Controlling for costs and real wages, large shifts towards technology industries 

among US metropolitan areas are observed to produce only modest gains for other workers in 

other sectors, with a 10% increase in technology share generating a small but consistent increase 

of between 0.1 and 0.7% to real incomes for workers in other sectors. (Kemeny & Osman, 2018) 

Importantly, the study is not able to account for population changes. Case studies show that 

innovation districts and advanced industry business attraction projects can displace residents. 

(Parilla & Liu, 2018; Zandiatashbar & Kayanan, 2020)  

To illustrate these concerns, consider the incentive given to Apple by North Carolina in 

April, 2021. The 3,000 high-paying jobs promised (with an average income of $187,000, three 

times the area’s prevailing average) will increase the overall size of the economy, both through 

direct and indirect job creation. (NC Department of Commerce, 2021) However, the deal 

accelerates growth in an already booming sector in the most affluent part of the state. Few North 

Carolinians with tech skills demanded by Apple experienced a lack of employment 
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opportunities. Meanwhile, the deal threatens to aggravate already sharp threats to affordability in 

the region, with transportation congestion and housing affordability major concerns in the area 

following explosive population growth in the past decade. Prices for single family homes in 

Raleigh and Durham MSAs increased by 38.8 and 41.8 percent respectively in the five years 

preceding the deal, and in the year following have grown another 35 and 33 percent respectively. 

(Zillow Home Value Index, 2022) Moreover, the deal concentrates growth in the state’s most 

affluent region while drawing funding from taxpayers statewide. Overall, the EDI to Apple 

investments is likely not-beneficial for the long-term welfare of North Carolinians. Tax-dollars 

could be better utilized to help the region to adjust to short-term growth, including investing in 

transportation and civic infrastructure and taking steps to increase housing availability and 

preventing displacement in response to current growth.   

Conclusion 

 

 Business attraction policy evaluations often conflates a growing economy with higher 

quality of life for residents—a rising tide that lifts all ships—but this is not always the case. To 

ensure equitable benefits for residents, evaluations of economic development incentives need to 

assess both the impacts on individual welfare and whether gains and losses are distributed fairly. 

Compared to “bottom-line” metrics that prioritize growth, distributive welfare evaluations can 

better assess the full impact of EDIs and business attraction policies.  

 To conduct a distributive welfare evaluation, an evaluator should first define whose 

interest they aim to promote. The population of interest is defined as incumbent residents at the 

time of the policy (though any harms imposed on residents of neighboring jurisdictions should be 

considered).  
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Second, policymakers should create list of potential mechanisms through which EDIs can 

lead to losses and gains to the welfare of that population, and work to quantify these effects using 

available information and best guesses. Pulling on economic development theory and research on 

the impacts of EDIs, evaluators can make research-grounded inferences about how EDIs will 

impact welfare through effects to employment, tax burdens, and property prices, along with other 

factors. Through this process, evaluators estimate the magnitudes of gains and losses for all 

individuals.  

Third, individual gains and losses from the policy are aggregated to determine if the 

policy has net benefits for residents and whether gains and losses are distributed fairly.  

Analysis can break down the welfare distribution along many dimensions, including by income 

levels, by geographic area within the jurisdiction, by historically disadvantaged racial or ethnic 

groups, or by homeowner status. These groups may be related and intersectional.  

A takeaway from considering the welfare and distributive impacts of development is the 

importance of public involvement in goal-setting, policy creation, and evaluation of economic 

development. Community leaders are deeply knowledgeable about the types of job opportunities 

people are looking for, barriers to development, threats to displacement, and other intangibles 

that would likely result from business attraction policies. They are also conscience of existing 

disparities, vulnerable populations, and problems facing the society, and can identify important 

dimensions of fairness and equity that policies should strive to achieve. Framing specific 

development goals and creating a written development plan helps local governments articulate 

and pursue goals beyond simply expanding, including equity and sustainability. (Zhang et al., 

2017) Even clearly stating who the EDI is aiming to help can be a positive step towards policies 

contributing towards distributive welfare, providing a starting point for dialogue among 
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policymakers, community members, and other stakeholders. Conclusions from distributive 

welfare evaluations can help policymakers pursue more nuanced development policy that first 

and foremost emphasizes the well-being of residents. 

Future research is needed to examine the impacts of EDIs on housing values, especially 

in areas at risk of gentrification and displacement, and investigate the impact of EDIs across 

industry on the welfare of current residents. Research should also consider the rate of pre-

existing growth in areas, exploring how rapid growth impacts income, employment, cost of 

living, and population changes. Finally, research should explore how complementary programs, 

such as local hiring initiatives, workforce training, infrastructure spending, and housing policies 

can be paired with EDIs to improve outcomes in terms of welfare.
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CHAPTER 3: RIGHT PLACE, RIGHT TIME: THE IMPACT OF WAREHOUSING 

INCENTIVES ON LOCAL ECONOMIES

 

Introduction 

Job creation through business attraction is often seen as a universal positive for local 

economies, justifying the use of grants, tax abatements, and incentive strategies. However, an 

ongoing economic debate questions whether new employment opportunities will raise incomes 

and lower unemployment in a local area, or instead compel mobile workers to relocate towards 

new opportunities. In the latter case, business attraction may result in population and economic 

growth but yield few tangible benefits for local workers and residents. 

Measuring the direct benefits of new jobs, and by extension the benefits that accrue from 

job attraction strategies, is difficult.  Companies, especially large ones, do not pick locations at 

random. Business attraction is endogenous to unobserved community characteristics, which can 

upwardly bias estimates of their impacts on local labor markets. Analyses that fail to adequately 

control for factors that determine location can overestimate the impact of business attraction on 

both economic growth and the wellbeing of residents. (Bartik, 2018a)  

This paper adopts a novel approach to counteract endogeneity threats by identifying a set 

of large job projects that do not follow the typical pattern of site-selection decisions. In the early 

to mid-2000s, major U.S. retailers such as Walmart, Target, and Lowe’s altered their strategies 

for moving inventory across the country. Rather than a network of smaller distribution centers 

(DCs) located near population centers, they invested in larger, more remote nodes in a national 
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network. For these facilities, location choices were primarily dictated by spatial geography—

seeking to minimize shipping costs—not by local economic or political factors. For counties in 

the right location, large DCs represented major business attraction successes that were unrelated 

to economic and demographic characteristics or economic development strategies.  

The unique siting characteristics of large DCs in this era allow for a quasi-experimental 

research design. Using a hand-selected data set of large distribution centers, a Comparative 

Interrupted Time Series (CITS) model is used to assess the impacts of business attraction on 

unemployment, annual wage rates, and total employment. A set of similar counties matched on 

observable economic, demographic, and political characteristics serves as a control group. The 

data is used to estimate the effect of business of large DCs on employment, wages, and labor 

mobility at the county level.    

 Results show significant positive impacts to total employment in the county and 

population but finds no substantial or permanent impacts on average wages or reduction in 

unemployment, implying that new jobs had a low impact on the quality of life of residents. 

Shocks to demand for labor are satisfied through migration and changes to commuting 

patterns. These results have implications for policymakers who use economic development 

incentives (EDIs) aimed at improving quality of life for citizens in their community. 

This paper proceeds as follows. Section II reviews literature on the expected benefits of 

new employment opportunities and empirical strategies to isolate causal estimates. Section III 

presents distribution centers as an industry that is uniquely situated to reduce bias in a 

discontinuity estimation model. Section IV introduces the identification method for DCs, reviews 

data used, outlines the sample, and shows the matching strategy for selecting counterfactual 

counties. Section V presents the multiplier effects and CITS model estimates capturing the 
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impact of new distribution centers on county-level population, wages, employment in different 

sectors, unemployment rates, and commuting patterns. Section VI concludes.  

Literature Review 

Businesses relocating to a new area can bring with them significant economic impacts 

beyond direct employment. Business produce positive spillovers that benefit the productivity of 

nearby firms and employees spend money on local goods and services. (Greenstone et al., 2010) 

New companies can also diversify employment bases, increasing economic stability, and can 

contribute to regional specialization and agglomeration effects. (Asheim et al., 2011; Malizia et 

al., 2020; Markusen, 1996) New tax revenues can fund public goods. Given these myriad 

benefits, state and local governments compete fiercely for relocating businesses, including 

through the use of EDIs meant to attract mobile firms. (Bartik, 2019b; Thomas, 2011) 

Total hiring effects per job attracted are referred to as employment multipliers. Multiplier 

effects can occur within the same industry, stem from greater spending on local services, or 

occur through other agglomeration and spillover effects that can extend to a broad spectrum of 

industries. However, most models for multipliers do not distinguish between jobs created 

through sudden additions of many jobs from a single large company and normal growth trends. 

Additionally, the positive employment effects of new companies can be mediated by crowding 

out effects due to price increases, and many studies that have accounted for these factors observe 

much lower expected multiplier than are generated using other methods (see Bartik & Sotherland 

(2019) for a review).   

Multipliers fluctuate by industry. Manufacturing firms have more direct and positive 

effects (Drucker et al., 2019; Patrick & Stephens, 2019; Shuai, 2015). Advanced technology 

firms have positive impacts on wages and produce high spillovers but primarily benefit affluent 
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residents. (Moretti, 2010; Parilla & Liu, 2018; Zandiatashbar & Kayanan, 2020) Retail or other 

local-serving firms are less considered less effective in generating follow-on hiring or growth. 

Labor Market Effects on Workers  

 

Beyond economic growth, members of the local workforce hope business attraction will 

increase employment opportunities, pay, and upward mobility. Yet even if there are observed 

economic gains and increases in employment, business attraction does not necessarily contribute 

to improved quality of life, greater spending power for individuals, or pathways to the middle-

class for low-wage workers. (Besser et al., 2009) Beyond the quantity of new jobs, both direct 

and indirect, the question of who will fill open positions can determine how business attraction 

impacts the welfare of incumbent workers. (Bartik, 1993, 2018a) 

Business attraction constitutes a labor demand shock for a local labor market. From the 

perspective of the region, new positions can be filled by: 1) workers moving from unemployment 

or from out of the labor force; 2) workers switching employer; 3) a migration response in which 

workers move to the area for jobs; or 4) fewer commuters leaving the region for work and more 

commuting in. (K. D. Edmiston, 2004) Together, these four streams are expected to account for 

the total volume of new workers employed after a labor shock. The source of labor has a 

significant impact on whether local employment and wages should be expected to increase.  

Partridge et al. (2009) show that following job creation at the county level, labor market 

demand shocks were met by shifts in commuting patterns. Residents of neighboring counties 

filled jobs, while county residents electing to take jobs closer to home. Rural counties, however, 

were observed to have lower rates of commuting shifts as a response to labor force shocks 

compared to counties within urban regions.  
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Migration responses can also satisfy demand, yet this often happens more slowly. Due to 

frictions, wage premiums and higher employment for local workers may occur in the short run 

before markets adjust towards an inter-regional equilibrium. An ongoing debate discusses 

whether migration arbitrages all local benefits following labor demand shocks or whether 

positive effects to labor force participation and wage premiums for locals are to some degree 

permanent. (Bartik, 1993) To test, previous studies have used vector autoregression models to 

observe labor responses following labor shocks. (M. D. Partridge et al., 2009) This literature 

remains inconclusive about the duration and permanence of positive employment effects 

following labor shocks.  

Whether effects are permanent, or occur at all, largely depend on the ease of relocation, 

including the affordability of local housing markets. (Zabel, 2012) Lower-skill or less affluent 

workers may be less able to relocate in search of employment. If relocation costs are low, 

interregional migration could absorb the positive benefits of labor force shocks. Observed effects 

are also dependent on existing economic conditions. If there is slack in the labor market, more of 

the demand shock can be captured by local workers moving from unemployment to employment. 

(Bartik, 2015)  Contrarily, a tight local labor market could see a greater impact on wages, which 

would induce a larger mobility response.  

Regardless, these trends imply that there are limited results for workers from business 

attraction spending. Rather than primarily benefitting unemployed or low-wage residents, studies 

that consider the distribution of benefits from business attraction show that positive outcomes 

predominately benefit property owners and/or in-migrants. (Bartik, 2018a; Feiock, 2002; Kline 

& Moretti, 2014a; Qian & Tan, 2021)  
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Locational Choice 

Understanding how new businesses can impact local labor markets is essential for 

policymakers given that so much of economic development policy is oriented towards competing 

for business attraction. The costs of EDIs and other concessions given by economic developers 

to secure investments can outweigh the positives. (Fox & Murray, 2004) Governments may not 

be able to provide public goods at the same levels due to incentive spending. (Wang, 2016; Wen 

et al., 2021)  

Evaluations of EDI for business attraction mixed but overall poor empirical results, 

especially when used as stand-alone strategies. (Bartik, 2018b; Donegan et al., 2018; Markusen 

& Nesse, 2007) Most studies suggest that EDIs overspend given expected benefits, but the 

difficulty of measuring causal effects constrains analyses from making conclusions. (Bartik & 

Erickcek, 2014; P. Byrne, 2018) This is especially true when considering the distributional 

impacts of EDIs. Simple metrics of economic growth that would values in-migration and 

population growth over improvements in real income or quality of life for incumbent residents.  

To accurately measure the impact of business attraction, researchers must first understand 

firms’ location choices. Firms make strategic choices over where to locate. If the reasons behind 

these choices are not considered, analyses of the impacts of business attraction can suffer from 

reverse causation bias. (Bartik, 2018b) Firms select locations more likely to succeed, then 

analyses attribute success to the arrival of the firm.  

Threats to reverse causality could be countered by studies that control for the attributes of 

locations that attract firms. However, location choices are increasingly complex. A wide variety 

of location-specific characteristics are considered valuable to firms making siting decisions.  
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Neoclassical economics predicts that firms will make rational decisions on location 

choice to maximize profits, weighing costs with benefits and amenities of locations. Firms are 

expected to balance factors such as low costs of labor against a suitable pool of available talent, 

costs of land against the benefits of agglomeration, and the costs of taxation against public 

amenities.  

In a broad literature summarized by Arauzo-Carod et al. (2010), studies using both 

discrete choice models and count data models have attempted to understand what factors make 

locations appealing to mobile firms. Studies applied to a wide variety of industries, firm-types, 

eras, and geographies conclude that a wide range of costs, amenities, and institutional factors can 

help to explain choices. 

 Qian & Tan (2021) use measurements of various costs and amenities to predict zip code-

level scores summarizing the likelihoods of attracting advanced technology firms. The authors 

match zip codes that had a business attraction success to other zip codes in the same MSAs with 

similar propensity scores. Using data on individuals for areas in and around 391 matched zip 

codes, they observe the differential impacts of incoming technology firms on homeowners and 

renters and on high-skilled and low-skilled workers near and far from the treated and 

counterfactual sites. The authors estimate that welfare benefits concentrate among homeowners 

and high-skilled individuals, while renters are harmed.  

 Yet this approach ignores many of the less observable components that draw firms to 

specific location. Companies value co-location with both related and un-related firms, to 

suppliers, and to customers. (Asheim et al., 2011) In innovative industries, spillover effects from 

skilled workers, similar firms, and R&D expenditures impact firm location. (Audretsch & 
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Feldman, 1996)  Culture can be a determinate of regional industry success (Saxenian, 1996), yet 

this is hard to measure or use in a predictive model. 

The complexity of decision making is also reflected in the ways that cities advertise 

themselves to firms. Not only do they tout low costs and location incentive programs but also 

factors such as quality of life, workforce availability, and responsive governance. (Nager et al., 

2019)  

Many studies reviewed by Arauzo-Carod et al. (2010) attribute noise in models to 

unobserved industry or firm characteristics. Companies searching for new headquarter locations 

are motivated by firm-specific factors such as customer base, internal strategy and public image. 

(Markusen, 1996) Agglomeration effects can also be firm-specific, and are not homogenous 

across all firms. Firms benefit from place-based networks, support systems, and institutional 

knowledge, and prioritize specific relationships. Entrepreneurs, for example, frequently eschew 

places considered more productive for locations where they have a ‘home-field’ advantage. 

(Figueiredo et al., 2002)  

Moreover, location decisions are becoming more complicated as companies are 

becoming increasingly untethered from location requirements. Transportation and 

communication barriers have both decreased, and more economic value is generated through 

non-physical goods. Where companies used to strategically position themselves between their 

suppliers and their customers, (Blair & Premus, 1987) the choices of location available to many 

firms, especially those in traded services and information sectors, have greatly broadened. It is 

unsurprising then that EDIs are infrequently effective in changing location decisions. Literature 

summarized and reviewed by Bartik (2018b) concludes that incentives only change firm 
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decisions in 2 to 25% percent of cases. Bartik’s subsequent work uses 6% as a reasonable 

estimate. (Bartik, 2019b) 

For researchers, the complexity of opaque site-selection processes means that firm 

behavior cannot be explained even after it is observed. Thus, the root cause of a region’s success 

is unknown and the ability to attribute economic impacts to the incoming firm is compromised.  

However, some firms have rigid requirements for location that lead to very limited 

location choices. Other firms are bound by access to natural resources, critical infrastructure, 

supply chain networks, proximity to customers, or other relatively fixed factors. In most cases, 

companies already exist where these requirements dictate. However, if relocation or expansion 

choices for a specific set of firms are constrained by rigid requirements, and these explanatory 

factors are either able to be included in analysis or unrelated to the area’s prior growth or 

performance, the impact of business attraction can be measured without bias. In this paper, I 

pursue this strategy as a novel way to measure the true impact of business attraction on labor 

market outcomes, exploiting the location specific requirements of large distribution centers.  

Quasi-Experimental Research Designs 

 

Selecting specific industries to take advantage of specific trends in site-selection is a 

unique way to overcome the challenge of measuring incentives. The approach departs from 

previous quasi-experimental or natural experiments that have attempted to find exogenous 

variation in business attraction policies which can be broken into three types exploiting: 1) 

characteristics of state-level policy; 2) firm-level characteristics that determine eligibility for a 

business attraction policy; and 3) runner-up, alternate locations to use as counterfactuals. 

First, the use of state-level policy differences can produce less biased causal estimates. 

Neumark & Grijalva (2017) measure the impact of hiring credits on employment based on state-
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level patterns of implementation. Patrick, (2014) uses differences in state constitutions which 

restrict state behavior in offering business attraction incentives as an instrument. Armanios et al. 

(2020) and Leicht & Jenkins (2017) construct state level databases of policies to analyze 

economic development effectiveness. Patrick & Stephens (2019) utilizes Bartik's (2017) Panel 

Database on Incentives and Taxation (PDIT), which estimates expected generosity of incentives 

for 45 industries by state, as an instrument to model the impacts of incentives on employment 

across income stratifications. And in a historical study, Kline & Moretti (2014b) compare the 

impact of the Tennessee Valley Authority (TVA) on counties just inside and outside the 

treatment area.  

Second, studies, exploit nuances in firm characteristics that impact incentive funding but 

are unrelated to firm growth. Some studies have used proximity to geographic borders as an 

instrument, using observations that locations facing more direct competition from neighbors that 

have lower bargaining power and are compelled to give more generous incentives. (Mason & 

Thomas, 2010; Mast, 2020) Bondonio & Greenbaum (2007) similarly use exogenous variation in 

enterprise zone assignment policies to measure the impacts of targeted tax-breaks. In a related 

study, Bartik & Hollenbeck (2012) use firm level differences in program eligibility to measure 

impacts of R&D tax credits.  

Studies in the first two categories are typically useful in evaluating EDIs used for 

business attraction or other development programs. However, most fall short of being able to 

causally claim to explain the impacts of business attraction itself on areas.  

 In the third group, ‘runner-up’ studies find instances in which relocating firms list 

multiple candidates before choosing a new location. Alternate locations are assumed to have 

similar unobserved characteristics as the winner, and are used as a counterfactual. Greenstone et 
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al. (2010) uses this  revealed preference strategy for business relocation cases where a second-

place location is listed in Area Development Magazine. The authors find significant increases in 

productivity in the firm’s industry in treated counties compared to the counterfactual, implying 

that firms generate observable positive spillover effects that make industrial clusters more 

efficient and competitive.  

However, Greenstone et al.'s (2010) research design is challenged by Patrick (2016), who 

notes that site-selection officials often report runner-up cities as a way to pressure local 

governments to give larger tax-breaks or other forms of assistance. Many pairings do not make 

sense as valid alternatives for industry-specific projects. Patrick replicates the study with the 

same sample but replaces ‘runner-up’ counterfactuals with geographically proximate 

counterfactuals in the same state with similar characteristics. The new counterfactuals produced 

lower estimates of productivity increases, which Patrick attributes to lower levels of bias.    

Patrick’s (2016) approach is perhaps the closest empirically to my own. However, the 

design still encapsulates many different industries, which have vastly different reasons for 

choosing locations. I avoid bias introduced by endogenous site selection in this by selecting 

industry whose location choices can be easily explained: warehousing and distribution. 

Identifying an industry using uniquely suited to modeling location decisions as a route to 

reducing bias has not been attempted. Additionally, a wide geographic analysis of a single 

industry is rare, with most studies focused on a constrained geographic area or on large business 

attraction deals across industry. Though this limits external validity, there is a greater 

opportunity to produce defensible estimates.  
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Warehousing and Site Selection 

Warehouses and distribution centers seek locations where they can minimize 

transportation costs from moving goods from suppliers to brick and mortar stores. Distribution 

centers serve as nodes in larger networks.9 If nodes are positioned inefficiently, costs to move 

retail inventory can increase dramatically. Modern companies use big data and complex models 

to estimate transportation times and costs and time delays at various geographic sites, and even 

small deviations can result in much higher costs. (Wang et al., 2018) Thus, the primary 

determinant of DC locations is spatial geography. 

Very large DCs built in the early 2000s in rural areas are particularly well-suited to a 

natural experiment design. During this time period, large retailers who operate brick and mortar 

stores nationwide broke from prevailing distribution strategies. New technologies allowed 

efficient economies of scale, which enabled retailers to reshape networks to include fewer, larger 

nodes. (Cidell, 2010; Yuan, 2018) Simultaneously, increases in manufactured imports, especially 

from Asia, prompted greater need for goods to be shipped from coastal ports along national 

distribution networks to reach retail shelves. As a result, there was a sharp increase in 

distribution centers larger than 100,000 square feet by large U.S. retailers beginning in 2000. 

(McKinnon, 2009) While some of these mega-DCs were built in transportation hubs surrounding 

ports, airports, border crossings, or specialized logistic hubs serving major population centers, 

others located in non-urban areas with few existing warehousing facilities.  

 
9 In general, I refer to large warehouses that meet the requirements for inclusion in this study as ‘distribution 

centers’ (DCs). The term ‘warehousing industry’ refers to occupations and facilities covered under NAICS 493 

(Warehousing or storage), and I use ‘warehouse’ as the generic term for facilities that fit within this industry 

classification.  
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Rather than warehouses that primarily served a single MSA (and thus are dependent on 

local demand), the new mega-warehouses serve much larger regional economies and thus are 

unlikely to be responsive to localized consumer spending or preferences. Moving out of cities, 

these new class of mega-warehouses still face limited siting options, often constrained to a 

narrow spatial corridor proximate to highways or other transportation infrastructure.  

There are some threats to the assumption that DC location decisions for this set of firms 

is fully exogenous from local characteristics beyond physical geography. First, while spatial 

location is the most important factor informing siting decisions, warehousing companies have 

secondary desires for access to blue-collar labor, proximity to other warehousing firms, low costs 

of land, and favorable political climates. (Bowen, 2008; McKinnon, 2009; Woudsma et al., 

2016) Companies searching for ideal sites narrow their selection to a geographic window, yet 

may have choices between neighboring counties and select based partially on secondary 

characteristics. Controlling for observed factors decreases bias introduced by these secondary 

effects.  

Secondly, policy may impact siting decisions. All states tracked by (Bartik, 2017) offer 

incentives for firms in the warehousing industry. Counties may offer incentives that provide free 

or discounted land, infrastructure improvement, or subsidized buildings as part of incentive 

packages. Surveys of development professionals show that both these strategies are fairly 

common, with 50.3% of respondents in 2009 report offering infrastructure improvements, and 

26.6% offering free land as business attraction strategies. (Osgood et al., 2012) Moreover, 8.1% 

of respondents report offering subsidized buildings, though distribution centers typically require 

greenfield investments. Local differences in permitting, relocation assistance, all of which can be 

thought of as driven by a local government’s capacity, could also impact decisions. (Morgan et 
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al., 2019) However, development strategies and policy tools are unlikely to compel a firm to 

place a DC far from the center of the network it needs to serve. Moreover, economic 

development policies tend to be similar in neighboring geographies, as policymakers typically 

mimic the strategies of neighbors. (Mason & Thomas, 2010)  

Finally, characteristics of DCs may be changing over time due to new technologies, 

consumer trends, and competitive pressures. Later, in the 2010s, the rise of rapid on-demand 

delivery services led to higher demand for goods shipped from regional DCs. (Woudsma et al., 

2016) Walmart and Amazon.com led the expansion of DCs to satisfy this new model for 

warehousing. Additionally, automated systems have reduced the number of employees per 

square foot. (Yuan, 2018) Still, compensation for employees in the warehousing and storage 

sector (NAICS 493) has increased from 0.33% to 0.56% of total wages in the U.S. from 2001 to 

2019. (Andreoli et al., 2010; Bureau of Economic Analysis; Yuan, 2018) Moreover, the 

warehousing industry is both growing and becoming more spatially condensed, often in areas 

outside of MSAs. (Yuan, 2018) Many areas along east-to-west corridors such as in Reno, 

Nevada, Salt Lake City, Utah, and Kansas City have developed specializations as network nodes. 

Other places such as the Lehigh Valley in Pennsylvania or the ‘Inland Empire’ east of the Los 

Angeles metropolitan area have dense clusters of warehouses serving nearby population centers. 

Greater reliance on air traffic for shipping in the 21st century has reorganized many distribution 

networks and concentrated activity near hubs such as Atlanta. (Cidell, 2010)  

Sample 

The study relies on a hand collected sample of large distribution centers built by major 

U.S. retailers between 2002 and 2007. To identify warehouses matching the theoretical 

requirements for inclusion in the natural experiment, data was collected on hundreds of 
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distribution centers. The process, explained in detail below, first narrowed a search to seven 

companies who operate large distribution centers nationally. Next, all major DCs in these 

networks, their size in square feet, and the year they became operational were identified. Finally, 

counties and DCs that do not match with the research design are excluded to arrive at a final 

sample of 31 distribution centers.  

First, review of industry literature and manual inquiries helped identify companies that 

operate national level networks. Five firms were identified with facilities that clearly meet the 

study’s requirements: Amazon, Home Depot, Lowe’s, Target, and Walmart. Additionally, many 

retailers with national presence operate fewer than 10 DCs nationwide. Of DC networks 

following these patterns, only the two deemed most robust, Michael’s and Ace Hardware, were 

considered in the second phase of analysis. 

Other firms that operate distribution centers proved incompatible. Logistics firms such as 

FedEx, UPS, DHL, and XPO Logistics typically use smaller DCs sited near cities. Grocery DCs, 

though large, tend to be adjacent to headquarters and were part of regional, not national, 

networks. Sears and K-Mart made no major investments in new facilities during the period of 

interest. Costco uses a unique distribution strategy where retail stores double as distribution 

centers, leading to few major distribution centers relative to their volume of retail.  

 Once firms were identified, the data collection process searched for network nodes in the 

corporate distribution networks spanning the country. Industry publications, corporate websites, 

and Google Maps were used to identify all DCs operated by these firms and record precise 

locations. Facility size was measured using the ‘measure distance’ tool in Google Maps, which 

allows for total area in square feet to be estimated by tracing buildings from an aerial view to 

capture the size of the building’s footprint. To ensure that facilities were large enough to have a 
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substantial impact on the local economy, only distribution centers above 700,000 square feet 

(roughly the size of 12 football fields) are included.10 

Further research was needed to find date of establishment. For some networks, dates were 

published on corporate sites or available on industry reports from MWPVL International. For 

others, pursuing dates of individual sites using headlines collected from NexisUni was required. 

Dates used seek to identify the year in which the facility began hiring and moving goods. The 

construction of DCs may occur before the recorded year, and facilities may take several years to 

ramp up to full capacity. Years 2002 to 2007 represent the heart of the building boom in large 

distribution centers and begins late enough to allow for complete data but early enough to avoid 

DCs built during the Great Recession. In total, 59 candidate distribution centers over 700,000 

square feet and established between 2002 and 2007 were identified for the seven firms.  

This process revealed, at times, substantial differences between distribution strategies of 

individual firms during this time period. Unlike competitor Lowe’s, Home Depot was observed 

to operate comparatively smaller DCs closer to urban areas. Target built very large distribution 

centers. Amazon had a large number of distribution centers identified, but most large Amazon 

DCs were built after the Great Recession as the company built out a network for e-Commerce 

and direct deliveries. Based on DCs tracked by MWPVL International, Amazon built 7.4 million 

 
10 A big gap exists between small and large warehouses, and very few within the 400,000 to 800,000 square foot 

range were identified. The cutoff point of 700,000 was selected as a natural middle point. Dropping requirements to 

500,000 would only allow for two additional firms to make the cut. Increasing to 900,000 would only exclude one 

warehouse from the sample. In instances where facility square footage is published by the firm, measuring through 

Google Maps produces a slight underestimate of total square footage but shows consistency in estimates relative to 

official figures. Some warehouses are gradually expanded after the fact. Using Google Maps historical feature, 

collection was conducted at the date closest to the facility’s opening was used, but capturing later additions using 

this method cannot be ruled out. 
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square feet of warehousing space in the 2000s, compared to 115.5 million in the 2010s. Facilities 

built earlier were typically more urban and located close to major air hubs and ports.11  

Criteria for Inclusion  

The study excludes DCs in counties that do not conform with the theory of exogenous 

geographic determination, including counties with pre-existing warehousing clusters, high 

populations, or are incompatible with the matching method. Of 59 candidate distribution centers, 

31 are included in the final sample.  

First, DCs in pre-existing clusters are excluded. DCs are sometimes sited around ports, 

border-crossings, or major airports. (Andreoli et al., 2010; Yuan, 2018) Similarly, some places 

near major shipping corridors have seen intense geographic clusters of warehouses, such as in 

Reno, Nevada. In 14 cases, NAICS 493 (Warehousing and Storage) represented over 2% of 

county employees, substantially above the US mean concentration of 0.13% (with standard 

deviation of 0.35%) in 2002. Additionally, five distribution centers in counties adjacent to large 

ports were dropped.12 

 

 
11

 Analysis uses data on Amazon warehousing network from MWPVL International. 

12 Port-adjacent warehouses in Thurston and Moxee Counites, Washington (Port of Seattle); Chatham County, GA 

(Port of Savannah), Suffolk County, VA; and Berkeley County, SC (Port of Charleston).  
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Notes: Distribution Centers included in the sample by year and company. Size of box corresponds to the size of the 

DC in millions of square feet. 

Figure 1: Distribution Centers in Sample. 

 

Second, seven DCs within counties with populations above 250,000 were dropped.13 

Urban DCs gravitate towards lower cost land and labor and tend to locate in less-advantaged 

areas of the city, concentrating environmental hazards in poorer, often migrant neighborhoods. 

(Cidell, 2010; Woudsma et al., 2016; Yuan, 2018) Moreover, urban warehouses are endogenous 

to local demand, and facilities are expected to have a lower proportional impact on labor 

markets. 

Finally, two observations in Connecticut and Delaware, which have insufficient number 

of counties, were dropped due to lack of appropriate counterfactuals.14  

 
13 Counties below 10,000 population were also not considered. No observations were dropped due to this restriction.  

14 Warehouses in Delaware and Connecticut, which have only 3 counties and 8 counties respectively, could not 

produce valid counterfactual under the method described in the following section due to insufficient degrees of 

freedom and are dropped. 
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Of the firms investigated, only Lowe’s, Target, and Walmart had distribution centers that 

matched all sample criteria.15 Among these, Target and Lowe’s DCs are larger on average than 

Walmart’s, together average 1.4 million square feet as opposed to 1.0 million square feet. 

Together, the 31 distribution centers included cover 1.27 square miles, an area roughly 

equivalent to Manhattan’s Central Park.  

Data  

 

Data from numerous public sources at the county level are used to construct a panel 

starting in 1996 and ending in 2019. Once collected, the panel is recentered on the year the 

treated warehouse became operational, referred to as Event Year 0 (EY 0), which ranges from 

2002 to 2007. The data range allows for a balanced panel from 6 year prior to the experiment to 

12 years after, providing a wide period to observe both pre-trends and lasting effects of 

warehousing investments. Where data is unavailable for the full period, regressions or analysis 

using these metrics is curtailed. 

County Business Patterns (CBP) from the US Census Bureau are used for employment 

for 2-digit NAICS codes from 1998 to 2020NAICS 493 (Warehousing and Storage), a subsector 

of NAICS 48-49 (Transportation and Warehousing), directly relates to employment in 

distribution centers. Throughout, NAICS 493 is referred to as warehousing and all other 

subsectors under NAICS 48-49 are referred to as transportation jobs.16 Data before 1998 uses 

SIC industry classifications and is not used. 

 
15 Yakima County, Washington, had two observed warehouses, an Ace Hardware warehouse built in 2006 and a 

Walmart warehouse in 2004. The county is included, with the first warehouse considered as a draw for the second.  

16 Data on employment totals published by CBP are sometimes redacted, especially for 3-digit NAICS codes like 

NAICS 493. This is more common in smaller, more rural, and lower income areas, which can introduce bias. 

(Elwert & Winship, 2014)  CBP does, however, publish a count of establishments by size category for all counties. 

Where data is missing for the number of employees among 2- or 3-digit NAICS categories, data is imputed using the 

number of establishments in individual size categories. Employment is assumed to be at 1/3 of size category above 

the low threshold. For instance, for companies with 20 to 49 employees, an estimate of 30 is used for employment. 
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Data on unemployment statistics and population are drawn from the Bureau of Labor 

Statistic’s Local Area Unemployment Statistics (LAUS). Quarterly Census of Employment and 

Wages (QCEW) data are used to extend pre-trends for total economic activity, goods and service 

production, and average wage levels. (U.S. Bureau of Labor Statistics) Both provide outcomes 

for individuals living in the county, not businesses at the county level. 

Commuting volumes in and out of counties by year come from the Census Bureau’s 

Longitudinal Employment-Household Dynamics Origin-Destination Employment Statistics 

(LODES). For each state and year, origins and destinations of individual commutes are reported. 

Each commuter is classified as high, medium, or low income, and as working in goods producing 

industries, in a category encompassing trade, transportation, and utilities (TTU), or in other 

services.17 Data availability begins in 2002. The TTU category, which account for 26% of 

commutes in sample counties, allows a more focused understanding of commuting patterns for 

warehousing workers. 

 

Table 1: Characteristics of Treated Counties 
Metric Source Mean Std. Dev Min Max 

Population BLS 103154 68490 22620 240080 

Employment Share BLS LAUS 46.4% 5.4% 33.5% 55.6% 

Unemployment Rate BLS LAUS 5.5% 1.6% 2.3% 9.6% 

Total Aggregated Wages (millions) BLS QCEW $1,180 $1,020 $128 $4,070 

Average Annual Wage Rate BLS QCEW $29,601 $3,482 $23,725 $35,306 

Population per square mile BLS; Simple Maps 136.6 104.7 6.9 427.4 

Conservative Voter Share MIT 57.4% 10.1% 42.6% 75.4% 

Sources: BLS; Simple Maps; MIT Election Data and Science Lab 

 
This produces estimates within 5 percent of unredacted estimates for both NAICS 48-49 (Warehousing and 

Transportation) and NAICS 493 (Warehousing and Storage). Data from 2017 to 2020 provides an estimate and a 

published margin of error. 

17 Commutes from out of state are included, apart from Massachusetts and Washington, DC for which data are 

unavailable for the full period. In isolated cases, missing data years are estimated using the adjacent years. 
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Notes: Descriptive statistics for counties with warehouses (n=31). All values represent first available data prior to 

treatment year. Conservative vote share uses presidential election results from 2000 for cases in 2002 to 2004 and 

from 2004 for years after.  

 

The study also observes people moving into and out of counties. IRS Statistics of Income 

migration data provided detailed county-to-county migration data. (Internal Revenue Service, 

2022) Migration is aggregated to the county level to show the total volume of annual arrivals and 

departures moves into and out of the county. The number of arrivals and departures from the 

same state are also calculated.  

Matching 

 

To conduct a CITS analysis, a group of counterfactual counties is needed to serve as a 

control. The matching method identifies similar counties outside of a 50-mile radius of the 

treated county, thus assumed to have not been considered for the DC based on its location. All 

control counties are in the same state and use observations from the same time frame. By 

restricting to the same state, counties are ensured similar state-level political conditions. 

Economic conditions that vary regionally are also more likely to be similar. Patrick (2016) 

demonstrated that county-level matching outside a 50-mile radius but within the same state avoid 

spillover effects and introduced less upward bias than did a quasi-experimental design using 

firms’ revealed location preferences method used in Greenstone et al. (2010). Moreover, 

presorting of data is shown to reduce bias. (Allison, 2002) 

To reduce threats of bias, control counties should have similar economic, political, and 

demographic characteristics in the years prior to treatment. The matching protocol uses eight 

criteria meant to capture economic, demographic, and political characteristics of a county and its 

trajectory: lagged metrics for population, unemployment rate, average pay, and population 
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density; the share of votes for republicans in the most recent presidential election; and five-year 

growth rates for average annual wages, total employment, and population.  

 

 
Notes: Map of treated and control counties included in the sample. Treated counties are color-coded by company. 

Figure 2: Geographic Distribution of Treated and Control Counties. 

  

The matching process estimates the normalized deviations from the mean among the 

eight criteria for all counties in the state. A Mahalanobis distance matching method produces a 

ranked list of candidate counterfactuals by ‘nearness’ among these distributions. Population is 

assigned a weight double the other metrics. Control counties are required to meet the same 

population thresholds as the treated sample, with between 10,000 and 250,000 residents in the 

year preceding the event and with fewer than 2 percent of jobs in NAICS 493 (and fewer than 8 

percent of jobs in NAICS 48-49 for counties with missing data). Counties whose centroids are 

within 50-miles of the warehouse site are excluded. Remaining counties are selected based on 

the minimum score.18 

 
18 Simple Maps data used for locations of cities within a county. Centroid for the county is a point central to these 

points. While some distribution centers are located in the same state, no two treated counties had the same 
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Table 2: Sample Means for Matching Metrics 

Matching Criteria 

Treated 

Mean 

Control 

Mean Difference 

Average Pay $29,601 $28,806 $795 

Average Pay, 5-Year Growth 3.52% 3.47% 0.05% 

Unemployment Rate 5.5% 5.5% 0.0% 

Employment, 5-Year Growth 0.91% 0.84% 0.07% 

Population       103,200         94,912           8,288  

Population, 5-Year Growth 1.27% 1.00% 0.28% 

Population Density          136.6           137.8  -1.3 

Republican Party Vote Share 57.4% 60.9% -3.5% 

Sources: BLS LAUS & QCEW; MIT Election Data and Science Lab. 

Notes: All values for year prior to event. Growth rates reflect average annual growth Rates across 5-year period. No 

difference is statistically significant.  

 

Table 2 shows mean values and differences between the treated counties and their 

matched counterfactuals for both the eight matching criteria and a slate of supporting data. 

Samples line up well in values and pre-trends for wages, and unemployment rates. Treated 

counties earning 2.8% more in annual income and had 3.5 percentage point lower voting share 

for Republican presidential candidates. The largest difference among matching criteria appears in 

population and population density, which serves as a proxy for land cost. Treated counties have 

around 8,300 more residents despite being smaller on average. Population growth in treated 

counties was also 0.25% faster on an annual basis.  

Importantly for the CITS design, sample and control counties had comparable pre-trends 

along key economic and demographic indicators, shown in Figure 3, suggesting similar levels of 

performance and growth prior to the investments.  

 

 
counterfactual. Due to data limitations, CBP data and LODES commuting data cannot be used as pretends. 

Moreover, commuting cannot be used as a lagged variable for DCs established in 2002. 
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Notes: Population, employment, unemployment rates, and average annual wages averaged across treated and control 

counties. Treatment occurs in Event Year 0.  

Figure 3: Pre-Trends for Treated and Control Counties. 

 

Table 3: Differences between Treated and Control Prior to Treatment 

Metric 

Treated 

Mean 

Control 

Mean Difference 

Warehousing Share 0.37% 0.20% 0.17% 

Transportation Share 2.39% 2.52% -0.13% 

Manufacturing Share 17.9% 16.8% 1.2% 

Land Area (square miles) 1281 1489 -209 

Highway  0.84 0.61 0.23* 

Commute In 26.2% 26.3% -0.1% 

Commute Out 37.3% 31.6% 5.7% 

Migration In 3% 3% 0% 

Migration Out 3% 3% 0% 

Sources: County Business Patterns; Simple Maps; FTA; LODES; IRS. 

Notes: Sample means for treated groups and counterfactuals on metrics of interest criteria. Significant difference T-

tests for differences between averages reported at levels: .01***, .05**, .1*. Transportation jobs defined as NAICS 

48-49 (Transportation and Warehousing) jobs outside of NAICS 493 (Warehousing and Storage). LODES data for 

commuting are available starting in 2002, lagged averages miss 5 DCs built in 2002. Highway is defined as any 

segment of a 2-digit named highway, per the Federal Transit Association.  
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Treated and control counties also are similar on a number of other dimensions that could 

lead to bias but are not used it the matching protocol, as seen in Table 3. Control counties are 

slightly larger in land are and have fewer workers leave the county for work, though these 

differences are not significant. Counties also have similar migration volumes patterns. Treated 

counties are more likely to contain a major highway, which is expected given that DCs actively 

choose to locate along major roadways. This effect is weakly significant. 

Direct Effects of Treatment 

 

The direct impact of treatment on counties is observed through CBP data in the 

warehousing industry (NAICS 493). Modest hiring effects are seen in the year in which the DC 

is listed as being founded (EY 0), but effects are large in the following two years. Difference in 

employment and employment share do not become significant until year 3, when treated counties 

have 500 more employees, a 2.37% share of the median county’s employment prior to treatment, 

compared to counterfactual counties. After an initial jump, differences in employment grow 

steadily until year 5, when treated counties have 709 additional jobs in the sector, or 3.3 

percentage points of unemployment share. By contrast, control counties see increases of just 57 

jobs, 0.1 percentage point growth. Moreover, establishments trends are relatively similar in 

treated and control groups. Treated counties see an increase of approximately 1.52 large 

employer with greater than 100 employees by the tenth year compared to 0.33 large employers 

for counterfactuals, indicating that employment effects are mainly from a single new employer. 

Both sets of counties see increases in total number of establishments. 
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 Source: County Business Patterns.  

Notes: Aggregated trends in employment, employment share of total county employment, and establishments with 

over 100 employees for the Warehousing and Storage Industry (NAICS 493) for treated and control counties.  

Figure 4: Changes in Warehousing and Storage Industry 

 

One concern is that treated counties would contain a pre-existing cluster in transportation 

sectors, indicating prior strengths in the sector or stronger recent growth. However, treated 

counties had only a slight edge of 0.17% of total employment in warehousing, while control 

counties have relatively greater concentration in other transportation sector jobs of 0.13%. 

Neither difference is significant. Individual trendline in warehousing for all counties in the 

sample are presented in Figure 5.   
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Source: County Business Patterns. 

Notes: Changes in Employment in Warehousing and Storage (NAICS 493) for treated and control counties relative 

to EY -1. Missing data is imputed using available establish count by employment size categories.  

Figure 5: County Changes in Warehousing Employment 

 

Analysis 

The study compares U.S. counties with large distribution centers built between 2002 and 

2007 to a matched set of counterfactual counties in the same state with similar characteristics and 

pre-trends.  

First, employment totals in treated and control counties are used to calculate a multiplier 

effect to measure the follow-on employment impacts of warehousing jobs on other transportation 

sector jobs and the rest of the job market. Industry-level spillovers are expected to bring 

increased employment in the transportation industry outside of warehousing and storage jobs, 

and overall increases in local spending can create additional jobs in unrelated sectors.  

A comparative interrupted time series (CITS) model is used to estimate the impact of 

large distribution centers on local labor markets. A timeline is centered on the year for which the 
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warehouse was built, EY 0 hereafter, which ranges from 2002 to 2007. EY -1 serves as a pre-

event base year, and a balanced panel with Event Years ranging from -6 to 12 is used.  

 

(1) ln(𝑌𝑐𝑡) = 𝛽1𝑖. 𝑇𝑌𝑐𝑡 + 𝛽2𝑖. 𝐸𝑌𝑡 +𝛼𝑐 + 𝜖𝑐𝑡 

 

Subscripts refer to county c in year t. i.EYt represents an indicator for the event year. i.TYit 

is an indicator of Event Year for the treatment group and is zero for the control group. In both, 

EY -1 is an omitted category, and coefficients are be interpreted as difference relative to this 

point. A fixed effect for counties, 𝛼𝑐, controls for unobserved time invariant factors at the county 

level. 

Dependent variables analyzed include logged values for population, total aggregated 

county wages, average annual pay, and the total number of people employed. Unemployment 

rate is also used as a dependent variable without taking the natural log. Subsequent analysis 

considers labor supply metric from changes in annual migration and commuting volumes in and 

out of the county. Due to data limitations, some estimates use fewer event years. These metrics 

use BLS data that corresponds to residents of the county, not employers located in the county.  

Next, a second model adds a dosage effect to capture the relative impact of treatment 

based on the size of distribution centers relative to the county’s population. The dosage model is 

used to test whether dependent variables of employment, annual wages, aggregate wages, and 

unemployment rates can be attributed to within treatment variation in the size of the shock 

relative to the county’s population.  
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Dosage is calculated by dividing the square footage of the distribution centers (which 

ranges from 0.88 to 1.5 million square foot) by county population. The dosage metric has a 

minimum value of 4.0 and a maximum of 46.6 with a mean of 16.7 and a median of 12.5.  

Due to noise increasing in later event years, the timeline for this model is constrained to 

event years -4 to 9. Because the dosage metric is a function of population, population is not used 

as a dependent variable. 

 

(2) ln(𝑌𝑐𝑡) = 𝛼0 +𝛽1𝑖. 𝑇𝑌𝑐𝑡 + 𝛽2𝑖. 𝑇𝑌𝑐𝑡 ∗ 𝐷𝑜𝑠𝑎𝑔𝑒𝑐 + 𝛽3𝑖. 𝐸𝑌𝑡 +𝛼𝑐 + 𝜖𝑐𝑡 

 

Equation (2) adds and interaction of the dosage effect and the treatment year indicator 

𝑖. 𝑇𝑌𝑐𝑡, to account for not just the presence of a distribution centers but also the DC’s magnitude 

of impact on the county.  

Employment Multipliers 

 

Compared to counterfactual counties, treated counties had a positive impact on county-

wide employment. Ten years after the distribution center was founded, treated counties had seen 

employment increase of 9.6 percentage points compared to treatment counties.19 Of this 

difference, 4.0 percentage points are the direct effects from the warehousing industry, other 

transportation jobs account for 1.0 percentage points, and positions in other sectors account for 

4.6 percentage points in the tenth years after the initial investment. This estimate is slightly 

higher than Bivens' (2019) estimate of multipliers in the warehousing industry of 2.12 (0.53 jobs 

in related industries and 0.58 jobs in unrelated industries per warehousing job).  

 
19 Using raw numbers, treated counties had average job growth of 2,458 jobs during the 10-year period, compared to 

230 jobs in control counties. 
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Sources: County Business Patterns.  

Notes: Percentage Point Increase in Employment in Treated Counties Compared to Control Counties after Event.  

Figure 6: Multiplier Effects of Warehousing Jobs. 

 

This analysis assumes that all warehousing jobs in the period analyzed are part of the 

initial discontinuity. Based on these observed effects, DC jobs have a multiplier of 2.42. For each 

job created in warehousing, treated counties experienced 0.25 additional jobs in the related 

transportation industry, and 1.17 jobs in unrelated industries. 

T-tests show percentage point growth differences between treated and control are 

statistically significant for warehousing and transportation sectors in each event year starting at 

EY 1 (though transportation jobs become insignificant in EY 6-8). Job growth in other sectors 

took time to materialize, and differences between other jobs are not significant at any point. 
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Moreover, effects diminish in Event Years 3 and 4, in which warehousing jobs had already 

reached to near their maximum quantities. 

 

Table 4: Multiplier Effects of Warehousing Jobs 

Event Year Warehousing 

Other 

Transportation 

All Other 

Sectors Multiplier 

-4 0.20% 0.30% 1.40%  

-3 0.20% 0.30% -1.70%  

-2 0.10% 0.10% -0.90%  

-1 0% 0% 0%  

0 0.40%* 0.30% 1.00% 0.44 

1 2.80%*** 0.70%** 2.00% 1.38 

2 2.70%*** 0.90%** 2.60% 1.57 

3 3.60%*** 1.10%*** -0.40% 1.1 

4 3.30%*** 0.90%** 0.80% 1.26 

5 3.80%*** 1.00%** 2.60% 1.86 

6 3.50%*** 0.90%* 4.30% 2.18 

7 3.70%*** 0.50% 5.20% 2.38 

8 3.80%*** 0.60% 4.80% 2.33 

9 4.00%*** 1.00%** 4.60% 2.42 

Notes: Growth in Warehousing and Storage (NAICS 493), other transportation (NAICS 48-49), and all other sectors 

in treated counties as a percentage of total employment relative to control counties. Multiplier effects represent the 

total effect size over the effect size directly attributed to the treatment. Significant differences between treated and 

control based on t-test reported: *** p<0.01, ** p<0.05, * p<0.1. 

 

Of note, multiplier calculation is only for the host county. Positive employment effects 

may occur in neighboring geographies, making this estimate conservative compared to multiplier 

estimates made at the level of macro or micropolitan statistical areas or commuting zones. 

Employment, Population, and Wages 

 Results for the core set of demographic and employment indicators, presented in Table 3, 

show that counties saw significant growth in population, employment, and total wages during the 

period. Coefficients can be interpreted as percentage increase from EY -1, the last year before 

distribution centers were established. Treatment was hypothesized to have a positive impact on 
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aggregated wages, employment, and population. By contrast, effects on unemployment rates and 

average annual wages are expected to be temporary, existing only until labor markets can adjust. 

Treatment has an impact on county population of around 4 percent, slowly increasing 

throughout the period. Employment is significantly higher in treated counties after year 4, and 

shows a consistent effect of around 5 to 7 percent that gets larger over time. Total aggregate 

wages show similar trends. Average pay, on the other hand, shows much weaker effects. 

Average annual wages remain close to the control group following the event.  Employees do see 

a modest, insignificant decrease in average annual wages starting in year 7 until the end of the 

period.  
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Table 5: Impact on Labor Markets 
  (1) (2) (3) (4) (5) 

Treatment Year Population Employment Total Wages Annual Pay Unempl. Rate 

TY -6 -0.0125 -0.00286 -0.00552 -0.00265 0.0774 

TY -5 -0.00866 -0.000930 -0.00458 -0.00365 -0.0871 

TY -4 -0.00683 0.0101 -0.00976 -0.0199 -0.142 

TY -3 -0.00466 -0.00505 -0.0134 -0.00838 -0.132 

TY -2 -0.00110 0.00304 0.00561 0.00256 -0.235 

TY 0 0.00193 0.0134 0.00457 -0.00879 -0.00645 

TY 1 0.00645 0.0273 0.0199 -0.00744 -0.142 

TY 2 0.0138 0.0372 0.0357 -0.00146 -0.271 

TY 3 0.0212 0.0467* 0.0476 0.000975 -0.239 

TY 4 0.0293 0.0542** 0.0611* 0.00687 -0.203 

TY 5 0.0343 0.0621** 0.0667* 0.00457 -0.0806 

TY 6 0.0372 0.0623** 0.0638* 0.00146 0.00323 

TY 7 0.0431* 0.0553** 0.0429 -0.0124 0.290 

TY 8 0.0403 0.0477* 0.0374 -0.0103 0.329 

TY 9 0.0415* 0.0524** 0.0448 -0.00764 0.210 

TY 10 0.0417* 0.0606** 0.0416 -0.0190 0.0484 

TY 11 0.0421* 0.0735*** 0.0554 -0.0181 -0.0613 

TY 12 0.0460* 0.0776*** 0.0630* -0.0146 -0.126 

Constant 11.27*** 10.26*** 20.54*** 10.27*** 5.466*** 

Observations 1,178 1,178 1,178 1,178 1,178 

R-squared 0.371 0.233 0.806 0.94 0.348 

EY Fixed Effects Y Y Y Y Y 

No. Counties 62 62 62 62 62 

*** p<0.01, ** p<0.05, * p<0.1 

Notes: Results by treatment year describing percentage changes from Event Year -1 for treated counties relative to 

control counties. Dependent variables are logged, with the exception of Unemployment Rate.  
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Notes: Coefficients for TYi describing percentage changes in logged dependent variables. Effects are relative to 

Event Year -1.  

Figure 7: Percent Change in Labor Market Outcomes. 

 

Unemployment rate is the only dependent variable used that reflects a change in rate, not 

a logarithmic change. Coefficients reflect percentage point changes in rates. Results show only 

modest, insignificant reductions in unemployment rates following new DCs, with a maximum 

reduction in year 2 of 0.27 percentage points. Reductions in unemployment from warehousing 

jobs proved to be modest and ephemeral. At best, this can be interpreted as natural fluctuations. 

The null finding is consistent with findings that Amazon warehouses do not increase county-

level population to employment ratios. (Jones & Zipperer, 2018) 

For many observations in the sample these years are during the Great Recession when 

substantial increases in unemployment rates were observed. Differences should be interpreted 

not as a reduction to the unemployment rate but a slightly slower rate of increase. In later periods 

during the economic recovery in the 2010s, an increase of similar magnitude is observed. 

Dosage Effect Results 

The main effects presented above estimate the impact of treatment, but do not  
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differentiate between the relative size of warehouses or the counties they are built in. A dosage 

model tests whether heterogenous effects from warehouses can be attributed to difference in 

warehouse size relative to the size of the county. Dosage is measured by square footage of the 

warehouse divided by county population at EY -1.  

The dosage model produces two sets of annual estimates for the effects of treatment. 

Coefficients for TYc are interpreted as the percentage change caused by treatment for a 0 square 

foot facility, and is hypothesized to be null. Coefficients for the interaction term, TYc*Dosage, 

are interpreted as the expected change associated with an additional 1 square foot of warehouse 

per person in the county. Coefficients for TYc*Dosage can be multiplied by the median dosage 

metric, 12.5, to understand the percentage change for the median observation (visualized below 

in Figure 8). The sample is restricted to Event Years -4 to 9 to better focus on the period of 

interest when results are attributable more directly to the warehouse in question.20  

The results are consistent with the small, insignificant results observed for annual wages. 

Employment and aggregate wages both show significant impacts attributable to dosage effects, 

indicating that observed effects among treated counties are indeed concentrated among the 

counties expected to have the largest effects. However, these effects last only until EY 5, after 

which the treated indicator proves to be a better indicator. Unemployment rate generally indicate 

that the modest reductions to unemployment in Event Years 0 to 3 are proportional to the 

expected size of the DC relative to the size of the local labor force. Effects on unemployment, 

 
20 Due to noise and imprecision in the metrics, dosage effects are expected to become less influential in the model as 

time progresses. Square footage is an imprecise metric of how many workers a distribution center will employ. 

Moreover, the full complexity of county experiences gives more opportunities for counties to change in organic 

ways as distance from treatment changes, especially given the range of economic shocks that occur in these time 

periods that could impact county level growth. 
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however, dissipate by EY 4, consistent with literature that argues that labor mobility will make 

reductions to unemployment temporary. 

 

Table 6: Impact on Labor Markets with Dosage Indicators 
  (1) (2) (3) (4) 

Treatment Year Employment Total Wages Annual Pay Unempl. Rate 

TY -4 0.0149 -0.0126 -0.0275 -0.0393 

TY -3 -0.0133 -0.0212 -0.0079 -0.2100 

TY -2 -0.0017 -0.0067 -0.0050 -0.3440 

TY 0 -0.0059 -0.0034 0.0025 0.1790 

TY 1 -0.0113 -0.0151 -0.0037 0.0061 

TY 2 -0.0111 -0.0181 -0.0070 0.0387 

TY 3 -0.0044 -0.0039 0.0005 0.0732 

TY 4 0.0085 0.0148 0.0063 -0.2310 

TY 5 0.0150 0.0198 0.0048 -0.0173 

TY 6 0.0336 0.0317 -0.0019 0.3700 

TY 7 0.0407 0.0191 -0.0216 0.3400 

TY 8 0.0533 0.0471 -0.0062 -0.0687 

TY 9 0.0726** 0.0621 -0.0105 -0.0122 

Dosage*TY -4 -0.0003 0.0002 0.0005 -0.0062 

Dosage*TY -3 0.0005 0.0005 0.0000 0.0046 

Dosage*TY -2 0.0003 0.0007 0.0005 0.0065 

Dosage*TY 0 0.0012 0.0005 -0.0007 -0.0111 

Dosage*TY 1 0.0023 0.0021 -0.0002 -0.0089 

Dosage*TY 2 0.00289* 0.0032 0.0003 -0.0185 

Dosage*TY 3 0.00306** 0.0031 0.0000 -0.0187 

Dosage*TY 4 0.00273* 0.0028 0.0000 0.0017 

Dosage*TY 5 0.00282* 0.0028 0.0000 -0.0038 

Dosage*TY 6 0.0017 0.0019 0.0002 -0.0219 

Dosage*TY 7 0.0009 0.0014 0.0006 -0.0030 

Dosage*TY 8 -0.0003 -0.0006 -0.0002 0.0238 

Dosage*TY 9 -0.0012 -0.0010 0.0002 0.0133 

Observations 868 868 868 868 

R-squared 0.214 0.758 0.916 0.358 

EY Fixed Effects Y Y Y Y 

Number of Counties 62 62 62 62 

*** p<0.01, ** p<0.05, * p<0.1 

Notes: Regression estimates for model with dosage effects. TYc estimates the average treatment effect of receiving a 

warehouse. Dosage*TYc estimates the additional impact of an additional square foot of warehousing space per 

person in the county. Dependent variables are logged with the exception of unemployment rate. Median dosage is 

12.5.  
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Notes: Estimated percentage changes as an effect of treatment for a county with median treatment dosage (12.5 

square feet of warehousing space per resident). Base effects are annual estimates for the Average Effect of 

Treatment for a distribution center. Unemployment rate uses percentage point change.  

Figure 8: Dosage Results for Median County. 

 

The dosage model strengthens the robustness of the design by alleviating some concern 

of endogenous selection bias. Under this model, bias could appear in the 𝛽1term but not in 𝛽2 

coefficients showing the dosage, unless companies are induced to build larger DCs based on 

unobserved county-level characteristics. Overall, the dosage model reinforces that warehouses 

cause increases in total employment and aggregated wages, but do not have an effect on average 

annual pay.  
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Labor Supply Response 

 Labor shocks can increase bargaining power, economic mobility and compensation for 

local workers while decreasing unemployment. However, movement of workers from outside the 

county, either through commuting patterns or migration, can limit the direct benefits for 

incumbent workers. If jobs are mostly filled by mobile workers, positive effects from business 

attraction for incumbent workers will be more limited. Moreover, positive effects may be 

temporary. If wage premiums are observed, theory suggests that markets will eventually return to 

equilibrium as workers relocate towards lucrative opportunities. However, frictions that slow this 

process can result in short-term benefits to wages and unemployment that dissipate as labor 

markets adjust.  

For commuting, the total numbers of workers commuting in and out of the county are 

used as dependent variables. Commutes are broken down by industry codes TTU (Trade, 

Transportation, and Utilities, which contains warehousing workers) and Other. Because LODES 

data only begins in 2002, the first year in which warehouses in the sample were opened, TYct is 

equal to -1 for all years prior to EY 0.  

Results confirm that commuting patterns do indeed change in response to warehousing 

jobs. Significant increases in commuting into treated counties occurs in the TTU sector. This 

corresponds to a direct response of workers driving to work at the DC. Treated counties also see 

decreases in workers commuting out of the county. There is a significant decrease in years 4 and 

5 among workers commuting out of the county. While these effect estimates are not as large as 

those for commuters driving in for TTU jobs, the total number of commuters is similar given a 

large starting group. This can be interpreted as workers choosing jobs closer to home and 
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foregoing longer commutes to work in new opportunities inside their own county. Commuters in 

TTU industries show a similar, but noisier and less robust, pattern.  

 

Table 7: Changes in Commuting Patterns 
  (1) (2) (3) (4) (5) (6) 

  Commutes In Commutes Out 

Treatment Year All TTU Other All  TTU Other 

TY 0 0.0294 0.0304 0.0381 -0.042 -0.0145 -0.0532 

TY 1 0.0398 0.0534 0.0345 -0.0114 0.0348 -0.0275 

TY 2 0.0178 0.0753 -0.00623 -0.0106 0.00882 -0.0167 

TY 3 0.0328 0.0792* 0.0132 -0.0432 -0.00436 -0.0576 

TY 4 0.0509 0.115** 0.0302 -0.0597* -0.0257 -0.0724** 

TY 5 0.0459 0.153*** 0.0178 -0.0643* -0.0336 -0.0753** 

TY 6 0.0594 0.158*** 0.0304 -0.0474 -0.0129 -0.0610* 

TY 7 0.0308 0.185*** -0.0244 -0.0305 0.00767 -0.0454 

TY 8 0.0277 0.160*** -0.0212 0.00101 0.0379 -0.0126 

TY 9 0.0436 0.158*** 0.00575 -0.0222 0.00838 -0.0339 

TY 10 0.0611 0.190*** 0.0187 -0.0204 0.00768 -0.031 

TY 11 0.0836** 0.212*** 0.0375 -0.0309 -0.00598 -0.0409 

TY 12 0.0738* 0.227*** 0.0182 -0.0316 -0.00539 -0.0408 

Constant 9.010*** 7.729*** 8.668*** 9.297*** 7.953*** 8.989*** 

Observations 944 944 944 944 944 944 

R-squared 0.56 0.422 0.54 0.54 0.444 0.553 

EY Fixed Effects Y Y Y Y Y Y 

No. Counties 62 62 62 62 62 62 

*** p<0.01, ** p<0.05, * p<0.1 

Sources: LEHD LODES. 

Notes: Natural log of daily commuting volumes into and out of treated counties relative to control counties. 

Commutes are divided by trade, transportation, and utilities (TTU) occupations, which include warehousing jobs, 

and for all other commuters. Due to data limitations, estimates before event year 0 are not calculated. Omitted 

category for term TYi is all control counties and all treated years prior to EY 0.  
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Notes: Coefficients for TYi describing percentage changes in commuting volumes into and out of treated counties 

relative to control counties, for Trade, Transportations and Utilities (TTU) occupations and for all other jobs. 

Figure 9: Changes in Commuting Patterns 

 

Migration 

 Another way in which labor supply can adjust to demand is through increased migration. 

Jobs are expected to attract migrants, though the economic literature debates how quickly this 

occurs. Moreover, flows out of the county can indicate increased mobility for residents, which 

can be interpreted as a positive signal of economic empowerment. 

While commuters remain in the data set for as long as they hold a job in a different 

county, migration totals show new arrivals for only the year in which they made a move. As a 

result, individual year data is unrelated to previous accumulations and thus can appear to be more 

noisy than previous models. Migrants are divided by whether their move was within the same 

states or went across states lines (either elsewhere in the US or international).  
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Table 8: Changes in Migration Patterns 
  (1) (2) (3) (4) (5) (6) 

Treatment Year 

Total 

Out-

Migration 

Total  

In-

Migration 

Intrastate 

Out 

Migration 

Intrastate 

In-

Migration 

Interstate 

Out-

Migration 

Interstate 

In-

Migration 

TY -6 -0.00488 -0.026 -0.0117 -0.0543 0.00344 -0.0307 

TY -5 0.00152 -0.0261 -0.00773 -0.0354 0.0107 -0.0479 

TY -4 0.00311 -0.0254 -0.00386 -0.0356 0.00298 -0.0259 

TY -3 0.00562 -0.0408 -0.00464 -0.032 0.0163 -0.0527 

TY -2 -0.0281 -0.0406 -0.0181 -0.0264 -0.0333 -0.0603 

TY 0 -0.00714 -0.00577 0.00389 0.00708 0.00317 0.0134 

TY 1 0.022 0.0359 0.0407 0.0376 0.00938 0.0292 

TY 2 0.00698 0.0373 0.0148 0.0468 -0.00113 0.0175 

TY 3 0.00864 0.027 0.0348 0.0144 -0.0121 0.0434 

TY 4 0.0352 0.0534 0.0475 0.0423 0.0267 0.0527 

TY 5 0.0311 0.0356 0.0455 0.0347 0.0187 0.0412 

TY 6 0.0299 0.0474 0.0287 0.0466 0.0294 0.0449 

TY 7 0.0643 -0.000938 0.0724 -0.00393 0.0555 0.00548 

TY 8 0.0413 0.00756 0.0561 -0.0089 0.0159 0.041 

TY 9 0.0313 -0.0005 0.0372 0.0054 0.0202 -0.0219 

TY 10 0.0535 0.0265 0.0509 0.0351 0.0453 0.00189 

TY 11 0.0455 0.0721 0.0433 0.0583 0.0402 0.106 

TY 12 0.0691 0.046 0.0755 0.062 0.0572 -0.00463 

Constant 7.597*** 7.644*** 7.022*** 7.038*** 6.617*** 6.680*** 

Observations 1,177 1,177 1,178 1,178 1,177 1,177 

R-squared 0.056 0.058 0.098 0.094 0.02 0.043 

EY Fixed Effects Y Y Y Y Y Y 

No. Counties 62 62 62 62 62 62 

*** p<0.01, ** p<0.05, * p<0.1 

Notes: Volumes of annual migration to and from a control county relative to treated county. State migration is a 

subset of total migration showing only movement across county lines but within the same state.  

 

 While coefficients show established trends, no individual results are 

independently significant. Both in-migration and out-migration are positive in treatment 

compared to counterfactual counties across the full sample, indicating a cumulative effect across 

the full period of effect. Coefficients for event years 0 to 9 sum to 26.4 percentage points for out-

migration, gradually increasing over the observed period, and 23.7 percentage points for in-

migration, with levels higher in event years 1 to 6. By contrast, out-migration increases gradually 

throughout the period. These results weakly suggest that there was some labor supply response 
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following the experiment, and that local residents had increased economic mobility in years 

following the investment.  

In-migration also shows signs of uneven pre-trends, with movement into the county 

starting before the warehouse was opened in EY -1. This may signal some differences between 

treated and control counties leading up to the opening of the warehouse. However, it could also 

show that in-migration was abnormally high in the year preceding in anticipation of the event 

opening in anticipation of increased opportunities.  

 

 
Notes: Annual percentage point changes in annual migration totals over Event Year -1 for treated counties relative to 

control counties. Percentage points are not cumulative.  

Figure 10: Changes in Migration Patterns. 

 

 Estimates for coefficients of commuters and migrants are best interpreted as related to the 

volume of new jobs. To conceptualize the relative size of effects, estimates are applied to a 

hypothetical treated county with average characteristics for population, employment, commuting, 

and migration in EY -1. Results are summarized as occurring in the near term, in EY 2 after 



91 

 

warehousing employment has scaled; the medium term, in EY 4 after labor response may have 

begun to overcome frictions; and in the long term, in EY 9 after we expect employment to have 

approached an equilibrium.  

 

Table 9: Volumes of Labor Response for Median County 
  Migrants Commuters Total 

Labor 

Response 
  In Out Net In Out Net 

Short-Term (EY2) 200.3 60.8 139.5 154.2 -129.7 283.9 423.4 

Medium-Term (EY4) 439.2 182.9 256.2 441.0 -730.6 1171.6 1427.9 

Long-Term (EY9) 703.9 734.1 -30.2 377.7 -271.7 649.4 619.3 

Notes: Volumes of estimated labor supply changes in Event Year 9 for a treated county with mean characteristics in 

Event Year -1 (population of 103,154 and employment share of 46.4%) relative to control counties. Commuters use 

estimates at EY 9, Migrants uses cumulative effects for EY 0 through EY 9.  

 

In the short term and medium terms, in-migration outpaces out-migration, increasing the 

supply of local workers. These effects are gradual, however, and there is not a very large influx 

of workers. Through the long term (EY 9), there is a net migration effect of only 30 people, 

though volumes of mobility compared to counterfactual counties are large enough to take 

seriously.  

Shifts in commuting patterns, however, are larger. Through EY 4, there is a large increase 

in commuters coming into the county, yet most of the effects are fewer workers leaving the 

county to work elsewhere. This could reflect a labor market where local workers have had to cast 

a broad geographic net to find employment opportunities. Together, effects more than account 

for the additional employment. Over the long term, however, volumes of out-commuters return 

closer to levels seen in control counties. In sum, labor mobility responses help explain why 

wages and unemployment in treated counties were unaffected in the medium and long-term. 

Large shifts in response to a labor force shock in the medium term more than accounts for the 

median direct employment impact of warehouses.  
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This effect is surprising given the rural setting. Partridge et al. (2009) shows that cross-

county commuting is common within metropolitan areas, but reflects that commuting responses 

are more difficult in urban areas. In these cases, the location of warehouses, conveniently 

accessible to highways, may have helped warehouse employers elicited a larger response from 

commuters in neighboring areas.  

Conclusion 

Warehousing firms and distribution centers provide a unique opportunity to model firm 

decisions over location decisions for facilities that employ large numbers of people. The quasi-

experimental design is a novel strategy for dealing with the empirical issue of assigning causality 

to job growth. A single industry strategy offers a new way of quantifying the benefits of business 

attraction policies and job creation on local labor markets.  

Comparing counties with distribution centers to matched counterfactuals, a multiplier 

effect of 2.42 was seen after 10 years, with growth in many sectors with the notable exception of 

manufacturing. Given the relatively low intensity of spillovers and wage levels similar to pre-

existing county averages, this figure is higher than expected. While a CITS model shows 

significant increases in the county-level population and employment total, however, no 

comparable increases in worker pay or permanent reductions to unemployment were observed. 

Instead, migration and shifts in commuting patterns appear to rapidly satisfy demand for 

workers. This supports findings of Partridge et al. (2009) that mobile labor can respond quickly 

to demand shocks while demonstrating that commuting effects also occur in rural areas.  

The research design does not assume to eliminate all bias, as unobserved factors may be 

directing investments toward specific communities. The contribution is not a total avoidance of 

biases but a reduction in bias for estimates of the opportunity costs of incentives, employment 
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multipliers following job creation, and estimates of the impact of new employment opportunities 

on the well-being of county residents. Many of the logical pathways for how unobserved biases 

could influence results, however, would positively skew results for both wages and employment, 

overinflating estimates. This analysis, however, observed null effects for both. Similarly, the 

diffusion of benefits across a wider geographic area would suggest an underestimation of effects 

sizes but cannot explain a null observation. 

Results are reported on the county level, yet impacts from large investments are expected 

to influence a wider set geographic area. Benefits to neighboring counties, unobserved by this 

design except through the volumes of commuters, could lead policy makers working at a 

regional or state level to draw different conclusions from this study. However, for county or city-

level policy, the null effects on wages and unemployment rates should serve as a caution against 

over-reliance on business attraction policies as a strategy for generating increases in income or 

spending power for incumbent residents.  

While residents do not see benefits from wages or increased employment, there may be 

other improvements. Increased tax revenues from new businesses could help counties provide 

more public goods or cut taxes for individuals. Property prices may appreciate, leading to 

increases in wealth levels for local home-owners. Or workers who previously had to commute 

far away for employment may find opportunities closer to home, improving their quality of life. 

Moreover, given the turbulent economic period covered in this study, more subtle improvements 

to resiliency or economic mobility may be occurring. These results, however, cast doubt on 

business recruitment as a strategy to alleviate poverty, lower unemployment rates, or otherwise 

generate improvements for the wellbeing of residents. The direct effects shown demonstrate that 

business attraction is far from a panacea for rural counties.
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CHAPTER 4: LET’S MAKE A DEAL: LOCAL BUSINESS INCENTIVES AND HOME 

PRICES21

 

Introduction 

Policymakers across the United States attract businesses to their localities using a variety 

of economic development incentives (EDI), including tax abatements and exemptions, low-cost 

loans, land and infrastructure subsidies, and grants. When policymakers strike a deal with a firm 

to invest in a new facility or expand existing operations, the announcement often generates 

expectations of new jobs and investment, migration to the region, follow-on economic activity in 

other sectors, and increased demand for housing. Indeed, a booming local economy and 

appreciating home values are core parts of the expected value proposition from EDIs (Bartik, 

2018). However, EDIs are not necessarily costless for local public finances. At least initially, 

local taxes may need to rise to pay for EDIs; or, due to state and local balanced budget 

requirements, revenues may need to be diverted from elsewhere (like expenditure on local public 

goods, education, or infrastructure). In this paper, we explore how housing markets internalize 

these conflicting expectations by estimating the average effect of 114 EDI shocks across the 

United States on local home prices directly after the initial announcement.  

 
21 Chapter 4 is co-authored with Jeremy Moulton and Scott Wentand of the U.S. Bureau of Economic Analysis. 

Disclaimer: Any views expressed here are those of the authors and not necessarily those of the Bureau of Economic 

Analysis or the U.S. Department of Commerce. Data provided by Zillow through the Zillow Transaction and 

Assessment Dataset (ZTRAX). More information on accessing the data can be found at 

http://www.zillow.com/ztrax. The results and opinions are those of the author(s) and do not reflect the position of 

Zillow Group. 
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Because we focus on “surprise announcements” of EDIs, we essentially observe 114 

quasi-natural experiments or “shocks” to local demand for housing across the U.S., measuring 

for the first time an average effect these deals have on housing markets nationally. Using the 

moment in time when the public first learns of an EDI as a discontinuity, we measure the effects 

of incentives on property prices for homes within a typical commuting range immediately after 

each announcement. Overall, we find that when EDIs communicate expectations of high 

numbers of jobs relative to the size of the area, home sales increase significantly directly 

following incentive announcements.   

Recent research on EDIs has shown an impact on housing markets;22 but, the analyses 

from these studies are largely drawn from an individual local market, which may not be 

representative. Local markets may differ on a number of relevant dimensions, like the elasticity 

of the housing supply or zoning restrictions, which alter a local demand shock’s measurable 

impact on prices. We add to this literature by constructing a new dataset that combines data on 

large incentives, search results from a historical news aggregator, home sales from the Zillow 

Transaction and Assessment Database (ZTRAX) database, and driving times and distances 

between homes and corporate locations. Information shocks from EDIs are drawn from the 

headlines showing when information regarding large incentives, as defined by the Good Jobs 

First Megadeals tracker, became publicly known and widely publicized. We then exploit a 

regression discontinuity in time (RDiT) model to estimate the change in home prices directly 

after dates of surprise incentives announcements. Taken together, the results from our findings 

might better inform policymakers and voters about potential spillovers of local development 

 

22 See, for example, Greenstone & Moretti (2004), Slattery & Zidar (2020), Chen et al., (WP 2022), Chapple & Jeon 

(2021) or He & Azizi (2020). We discuss this literature in more detail in Section 2. 
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incentives and their effectiveness, underscoring the idea that local economic development 

requires a holistic, cross-sector approach to mitigate unintended consequences.  

This paper is organized as following. Section 2 reviews literature on home prices and 

incentives and related literature to motivate our hypotheses, providing background from the 

literature on the mechanism through which announcements can impact home-prices in the short-

run. Section 3 outlines our research questions and design. Section 4 describes EDI and home sale 

prices data used, as well as methods for identifying precise announcement dates and deciding 

whether an announcement represents and information shock. Section 5 describes our research 

design. Section 6 presents results from the main experiment. Section 7 supports these results 

through a series of robustness steps, and section 8 concludes and offers brief policy applications.  

Background and Motivating Literature 

Property Value Determinants and Local Dynamics  

Values of homes in the U.S. housing market are driven by large scale trends in supply 

and demand, with population growth, income growth, and construction costs driving a 

substantial portion of home price variation (Capozza et al., 2002; Glaeser, 2008). However, 

information that changes expectations of future trends can have an immediate impact on prices in 

the short run. Markets adjust when buyers and sellers receive new information about policies that 

will impact home affordability (Moulton et al., 2018), events altering supply or demand of 

homes (Eerola & Lyytikäinen, 2021), air emissions and local pollution (e.g., Moulton et al., 

2022), crime risk (Brastow et al., 2018, Wentland et al., 2014; Pope 2008; Linden & Rockoff, 

2006), and a variety of neighborhood amenities and disamenities (e.g., Turnbull et al., 2019; 

Bian et al., 2021). 
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New job opportunities in an area can also be considered a ‘productive amenity,’ which 

should be capitalized into home prices (Roback, 1982). Expectations of new jobs implies 

population growth and higher purchasing power for existing residents, both of which should 

increase demand for residential homes (Howard, 2020; M. D. Partridge et al., 2009). However, 

housing supply in localities across the U.S. has been relatively inelastic, especially when 

constrained by geographic limits to growth or by policies such as density restrictions and zoning 

ordinances (Glaeser & Gyourko, 2018; Ihlanfeldt, 2007; Saiz, 2010). If housing supply (or 

expectations of about future supply) do not accommodate and offset sudden increases in demand, 

prices will rise. Market expectations of a demand shock, such as presented by an announcement 

of future job creation, will be largely dependent on whether housing supply will be able to adjust 

before the event happens (such as when a company begins hiring locally). Prior research by 

Kline & Moretti (2014), for example, supports this by showing that the ability of place-based 

interventions for poorer areas to benefit people living in those areas depends on housing 

elasticity. That is, when housing markets are tight or where new building is restricted, landlords 

and existing homeowners typically benefit from investments in these places until supply can 

fully adjust.23  

Given the need for housing stocks to readjust, property prices may increase more 

following a shock if supply was already struggling to keep up with demand. In these cases, 

rapidly growing prices could produce bidding wars for scarce housing, intensifying the processes 

of gentrification and exacerbating housing affordability issues, particularly for those with lower 

incomes. In recent years, housing affordability itself has become a key issue for localities across 

much of the U.S. (Ben-Shahar et al., 2020; Rohe, 2017).  

 
23 See also Molloy (2020) for a review of housing supply regulations and their effects on home affordability.  
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In the U.S., housing prices for similar homes are starkly different in different regions, 

which is driven both by growth patterns and policy. The runaway asset appreciation in certain 

markets, often on the strength of technology-focused clusters, has packed wealth into inefficient 

geographies characterized by high rents and home prices and inequality (Ganong & Shoag, 2017; 

Hsieh & Moretti, 2019; Sampson, 2019). Other U.S. regions in the period studied had high levels 

of ‘underwater’ homes, where homeowners owe more than the home is worth. Residents in 

devalued homes may have lower mobility. These effects can be exacerbated by restricting zoning 

ordinances and other mobility restricting policies. While some supply inelasticity can be caused 

by geographic restrictions (Saiz, 2010), many local policies meant to limit new construction or 

cap growth in certain areas create artificial scarcity within urban areas and neighborhoods, 

inflating prices (Ganong & Shoag, 2017). The result is persistent gaps in many regions between 

the physical cost of new housing construction and the price of homes.  

Taken together, the literature above suggests that a variety of factors contribute to why 

housing markets differ from region to region. This not only creates tension for our hypotheses in 

Section 3, but it underscores why studies focusing on a single local market may not be 

representative of a national effect for local demand shocks of this nature. Local markets may be 

sufficiently heterogeneous in their housing supply and demand conditions, where a demand 

shock in one market may be capitalized into prices differently in another. We return to this point 

in the next subsection. 

Incentives and Property Values  

Recent literature has investigated how various business attraction policies or EDIs, which 

aim to generate local economic growth, affect local housing markets. However, as we noted in 

the introduction, the bulk of this literature has focused on a limited set of events and a small 
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number of localities. In fact, because natural experiments are relatively rare, much of this 

literature consists of evaluating a single event and its effect on one (or two) locality’s housing 

market(s). One common strategy is comparing winning locations to the ‘runner-up’ in cases 

where a company publicly states its second-choice location. For example, Greenstone & Moretti 

(2004) evaluate large plant openings with a matched counterfactual and observe 1.1-1.7% higher 

assessed property tax values over a 5-year period. However, due to data limitations, only a small 

percentage of their sample was able to be tested. Similarly, Slattery & Zidar (2020) conduct a 

difference-in-differences study comparing incentive winners to localities names as runners-up in 

a site search. Using annual county level housing prices data from the Federal Finance Housing 

Agency, they find a weakly significant 4% decrease in property prices over 5 years in winning 

locations. They attribute this to higher property taxes or lower public good provisions.  

 Chen et al. (WP 2022) employs an approach similar to ours, using ZTRAX data in a 

radius from an announcement site and using a slightly further site as a control. The authors 

exploit information shocks relating to different stages of Amazon’s HQ2 location decision 

between 2017 and 2019, including the announcements of 20 finalists, the selection of NYC and 

northern Virginia as winners, and the abandonment of the New York location following 

community protests. They find that in both Virginia and New York, housing prices increase 

directly following the announcement that the sites were co-winners. However, a placebo cutoff 

two months before the announcement date reveals a similar effect size in Virginia and a much 

larger effect size in New York.  

Relying on a single case study presents many empirical challenges and limitations that do 

not apply as much to a larger sample. For one, the presence of an historical threat is a greater risk 

to the identification strategy. Second, external lessons are limited by focusing only on growing 
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neighborhoods in large, urban real estate markets experiencing substantial pre-existing growth. A 

strength of the case examined by Chen et al. (WP 2022) would appear to be the surprise 

announcement dates coming from Amazon’s search committee, which generated national 

headlines after months of speculation. However, the authors find some evidence of movement in 

prices well before the announcements, which could suggest that information leaked beforehand 

or that other forces were driving increases in prices throughout the period.  

A few other studies use more aggregated data (price level by census tract or by zip code) 

to examine the effect of headquarters or new facilities on housing markets. Chapple & Jeon 

(2021) also study the impacts on housing prices attributable to large headquarters. Looking at 

census-tract level price fluctuations in the Bay Area following the opening of large Silicon 

Valley headquarters, the authors observe an increase of 7.1% in the headquarters’ census tract 

and in neighboring census tracts over two years compared to the rest of the region. Qian & Tan 

(2021) examine outcomes following large high-tech firm site decisions with over 500 jobs, using 

zip codes with similar propensities for landing a large firm as a counterfactual. They observe a 

4.3 percent increase in their annualized home price index for zip codes within a 10-minute drive 

of the site after 6 to 10 years. They estimate that median rents increase by 1.8 percent over the 

same period. Both effects do not fully materialize until year 3 following the firm’s relocation.  

Considerably more work has focused on property prices following the use of Tax 

Incremental Financing districts (TIFs) to fund economic development projects with funds 

borrowed against future property tax revenues. Raising property tax rates is a core goal of these 

policies. In considering investments by mobile companies, bias can be introduced if the 

company’s selection is endogenous to local economic conditions. For TIFs, by contrast, 

endogeneity can stem from characteristics of the sites that governments choose to designate as 
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TIF districts. In Chicago, where TIFs are used heavily, Weber et al. (2007) finds that TIF 

investments have positive spillover effects for neighboring homes when TIFs involved mixed-

use developments, but had negative effects when the TIF district was purely industrial. He & 

Azizi (2020) find that Indiana districts using TIFs from 2009 to 2016 to invest in economic 

development see increases of 3.2%, or almost $5000, in land sales. However, when stratifying 

the sample by property types, residential homes see a decrease of 5.7%, while agricultural and 

commercial properties in the area have larger increases. To avoid endogeneity of TIF selection 

and bias of property surveyors, they use a two-stage model to estimate the probability of an area 

being labeled a TIF and rely on sales data reported to the state. Results imply a disutility from 

development or the expectations of an increased tax burden (whether through increased rate or a 

higher assessed value).  

Information Capitalization in Housing Markets 

When an EDI is announced, new operations are not yet active. It is not clear ex ante 

whether housing markets will respond to this new information about future demand for housing. 

In other words, how quickly does the housing market incorporate new information? Previous 

research has shown that home prices can adjust within a very short period of time. In Virginia, 

for example, an election result in 2010 provided a tax benefit for veterans (and an expected 

benefit for seniors), which resulted in prices immediately adjusting upwards to capitalize 

increased demand for homeownership within weeks of the event (Moulton et al., 2018). 

Similarly, an EPA report providing greater information on pollution levels from plants and the 

health risks of living near these facilities had an immediate negative impact on home price 

(Moulton et al., 2022). In both cases, the estimate of the effect on housing prices was captured 

within a single discontinuity, not a trend line.  
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Broadly, we follow the approach of these studies by examining how home prices 

capitalize this new information just after the surprise(s). The new information revealed about the 

EDI will reflect the market’s expectations about a company’s expected investment, both positive 

and negative, as people inherently “vote with their feet” regarding local amenities, policies, and 

public goods when they participate in housing market searches (Tiebout, 1956; Epple et 

al.,1978), either as potential homeowners or renters. Along with the promise of new jobs, an 

increased demand for housing comes expectations of increased congestion, noisy and disruptive 

construction. Moreover, state and local obligations to pay for incentives can come with 

expectations of higher future property taxes or reduced spending on public goods, education, and 

infrastructure.  

Uncertainty may remain, moderating expectations. Many firms that promise jobs 

underdeliver on hiring quotas, or the project does not materialize at all, leading buyers and 

sellers to have some level of doubt. Consider the case of Foxconn, which promised 13,000 jobs 

and a $10 billion investment in Racine, Wisconsin in 2017. Projected as the largest incentive of 

its kind at the time, the project ultimately delivered only about a tenth of promised jobs 

(McGregor, 2022). 

Information may also come out in stages, leading to multiple points through which 

information about incentives could cause buyers and sellers to update expectations and thus 

impact the market. Chapple & Jeon (2021) consider multiple cutoff dates when analyzing the 

effects of Amazon’s HQ2 decision on home prices near their chosen sites in Virginia and New 

York, including when Amazon announced its search, when the site was listed as a finalist, and 

when it was selected. The authors note price increases 2-months ahead of the final, formal 

announcement could imply that information leaked early, leading to speculation prior to the 
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official public announcement. By contrast, Qian & Tan (2021) use a firm’s announcement year 

as its initial event year but does not observe housing price and median rent impacts until several 

years following the firm’s arrival.  

The Political Economy of Development Incentives   

Benefits to property values may help inform why pro-growth policies face so little 

political resistance in the United States. Growing evidence suggests that pro-growth incentive 

policies are not always a tide that lifts all ships, especially when targeted at advanced industry 

firms rather than at middle class jobs in sectors like manufacturing (Parilla & Liu, 2018; 

Zandiatashbar & Kayanan, 2020). In some cases, a limited set of additional jobs and new career 

paths do not offset the loss of amenities, higher local taxes, and higher costs of living (Partridge 

& Rickman, 2003; Wang, 2016, 2018). However, politicians who offer incentives can take 

immediate and unambiguous credit for jobs associated with incentive deals (Jensen et al., 2015). 

These potentially perverse short-term oriented motivations may also support a more ambiguous 

theoretical prediction; that is, will local economic growth be substantial enough and widely 

shared enough to significantly move the housing market? This helps motivate our hypotheses in 

the next section. 

Bartik (2018) makes a series of assumptions in order to estimate the total social return to 

incentives by income quintile. His results imply that while incentives have a net positive effect, 

benefits are mostly concentrated among the highest earners, while the lowest and second-highest 

quintiles are projected to experience net harms from EDIs. Property values play a large role in 

generating this effect. The model assumes a property value elasticity of 0.451, informed by 

Bartik’s previous work (Bartik, 1991) and relatively consistent with estimates from (Saiz 2010). 

Bartik’s baseline model shows a return of 28.8¢ in increased home values per dollar spent on 
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EDIs.24 However, 74% of these benefits are concentrated among the highest income quintile. 

And while rising property values are often key to promises by local governments that incentives 

will pay for themselves through increased tax revenues, Bartik (2019) estimates that fiscal 

returns for incentives are only, on average, 20% (Bartik, 2019, p. 42).  

 For homeowners, property values directly impact mobility, quality of education for their 

children, ability to borrow, and net wealth (Mian et al., 2013). For renters, however, rising home 

values reduce spending power and reduce the feasibility of eventually purchasing a home. That 

is, not only is property price appreciation a more general housing affordability issue, but the 

distribution of benefits of rising home prices is often skewed regressively and is consistent with a 

number of other policies with disproportional social benefits (Feiock, 2002; Macedo, 2011; 

Molotch, 1976). Thus, if policymakers and voters are assessing the broader costs and benefits of 

a given policy like an EDI, it is important to understand potential spillover effects on 

homeownership affordability for both efficiency and distributional reasons. 

Research Methodology 

This paper asks how information shocks, in the form of highly publicized announcements 

of economic development incentives that large companies will receive tax breaks to establish or 

retain jobs in an area, impacts sale prices of nearby residential homes. Specifically, the following 

hypotheses (stated in their alternative, not null, form) will be tested:  

H1: Following the announcement of an incentive, home prices will see an immediate 

increase in areas within a reasonable commute to the firm’s designated site.  

H2: Following a market adjustment period, the slope of home prices changes (post-trend) 

will not be significantly different after the incentive announcement. 

 
24 In a follow-up work, Bartik (2019) amends this estimate to a 34¢ return per dollar.  
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H3: Cases with more promised jobs relative to the population of the region will see 

higher increases in property prices at the discontinuity date. 

Collectively, these three empirical hypotheses are at the core of our study, and together predict a 

one-time increase in prices based on new information occurring directly after an information 

shock, with the size of the increase correlated with the intensity of the shock. H1 and H2 can be 

tested both by aggregating cases or by running each case individually. The alternative 

(directional) hypotheses presented above predict that, on average, positive expectations 

associated with economic development will be greater than the costs we outlined earlier in the 

paper.  

 A null or negative result will imply that the price capitalization includes some 

combination of other factors to mitigate the effect. Therefore, we explore a series of secondary 

questions of interest to tests for heterogenous effects by stratifying cases into sub-categories or 

by interacting control variables with the discontinuity effect. 

H4: Cases in which jobs are retained will see lower increases in home prices than cases 

in which companies are expanding or a new company is arriving.  

H5: Home prices will increase more in areas where the costs of homes are already rising, 

and in which housing supply may already be falling behind overall growth.  

H6: Locations with inelastic housing supply will see greater increases to home prices.  

To answer these questions, we employ a regression discontinuity in time (RDiT) to analyze 

discontinuities in home prices surrounding announcement dates. While we discuss this method in 

more detail in Section 5, it is worth summarizing here that we test these hypotheses by centering 

each discontinuity at the announcement date in the treated (nearby) area. This approach also 

allows us to compare the size of this shock, and the change in the slope of housing market sales 
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after the date, with to homes sales at a greater distance from the announcement site that not 

expected to see the same degree of price change.  

Data  

A National Sample of Local Business Incentive Deals 

For information regarding major EDI deals, we draw from a pool of large incentives 

coming from the Good Jobs First’s (GJF) Megadeals Subsidy Tracker. (Good Jobs First, 2021) 

Incentives selected are the 195 deals over $50 million between 2005 and 2016, excluding deals 

in 12 states for which Zillow has no data or incomplete data.25 Incentives ranged from $50 

million to $8.7 billion in total cuts, with a median size of $120 million. They represent the largest 

incentives given during this period, as tracked by GJF.26  

 GFJ data uses a single number to estimate of the size and generosity of incentive 

payments. However, many incentives have vastly different structures—an up-front grant is very 

different from a tax abatement paid over several years. For very large deals, multiple incentives 

are often combined. Some portions of incentive deals are funded through state-level programs, 

while others use grants and property tax abatements financed by city and county governments. 

Of 114 deals, 69 deals include funding from local governments. Among these, an average of 38.5 

 
25 Because of differences in state reporting requirements and standards, ZTRAX has missing or insufficient data for 

Idaho, Indiana, Kansas, Louisiana, Mississippi, Montana, New Mexico, North Dakota, South Dakota, Texas, Utah, 

and Wyoming.  

26 Most incentives in the sample have a reported estimate of the jobs numbers and the value of promised investments. 

Missing data is imputed or estimated with further research. Up-front job projections may be overly optimistic as 

companies often inflate estimates to qualify for more generous incentives.  Wages associated with each deal were 

incomplete and are not used. 
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percent of costs are borne by the local governments. Local tax incentives are expected to have a 

mitigating effect on rising home values for homes within those jurisdictions.27  

 The GJF data lists the state, city, and county for each incentive. To find exact locations, 

internet searches are used to determine the coordinates of the site that most closely matches the 

proposal. In most cases, this is the site where the company’s facility is currently located. 

However, in cases where the project was ultimately abandoned or the company has since 

switched location, best efforts are made to identify where the company was initially planning to 

locate. The exact location that the company will build is not always known at the time of the 

announcement. However, it might be reasonable to assume that residents will have some 

expectations over where the project is likely to be built, which will ultimately factor into prices.  

In some cases, multiple sites were found. For example, in 2009 NCR simultaneously 

announced plans for a manufacturing site in Columbus, Georgia, and a headquarters in Duluth, 

Georgia. In such cases, both sites are considered independent shocks (bringing the total number 

of cases from 195 to 200). In other instances, no site or many sites are located. If sites have a 

natural center or a primary location, that point is used (such as for many buildings in a campus). 

Seven cases for which a central point cannot be identified were dropped. An example is an 

incentive for 25 Amazon distribution centers to be built throughout the Chicago metro area.  

Announcement Dates 

 For a RDiT design to be applicable, a precise cutoff date representing an information 

shock is optimal. GJF reports only the year for an incentive. Moreover, announcements of 

incentives may or may not convey new information to a buyers and seller housing market. While 

 
27 Local incentives are classified as either property tax abatements or any incentive noted to come the county or city 

government. Where unclear, incentives assumed to be from the state level. Local tax burden varies substantially by 

state policy. See Bartik (2017) for review of breakdowns of state and local incentives. 
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some announcements are surprises to buyer and sellers, others are steps in lengthy approval 

processes or confirmation of rumored or anticipated plans. Thus, one novelty of this study is that 

we take the time to identify which of these were, in fact, a “surprise” or “shock” and which were 

sufficiently gradual such that a RDiT research design may not be an appropriate research design. 

The discontinuity in time is the key identifying variation for our analysis, which as we discuss 

below, requires us to determine how these events were publicized around the time of each big 

announcement. 

We use NexisUni, a database of news articles, to identify the exact dates of incentive 

announcements and characterize whether the announcement conveys new information that could 

impact the housing market. (NexisUni, n.d.) To be considered an information shock, an 

announcement must convey new information to the market. The methodology used seeks to 

identify the point in time for which the public first could have learned of the incentive and the 

location from a written news outlet. Careful review of headlines content both before and at the 

announcement date seeks to confirm that the project was not known or strongly suspected before 

the announcement date. As we will illustrate in more detail below, this is a novel method of 

systematically identifying information shocks for a national sample. 

Searches use the name of the company and parent company, city, county, and state of the 

incentive deal, as well as a slate of terms related to incentives, location choices, and 

announcements. To facilitate greater understanding of the full case, search results for news hits 

from up to five years prior to and one year after the reported announcement year are included.28 

Once collected, we eliminate commonly appearing but irrelevant headlines, such as repeated 

 
28 A limit of the 1000 most relevant headlines is used. This is limit of headlines that can be downloaded in one batch. 

Reviews of search results with more than 1,000 headlines show very little relevance or new information added.  
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entries, aggregate news entries, and obituaries. We then use several methods to summarize 

headline data and look for trends. First, sorting by date constructs a histogram of news hits by 

month. We also categorize results based on a ‘relevance’ score, constructed by the original 

search result order in NexisUni (with the top result weighed 1 and the bottom search result 

weighed at 1/n). Together, these metrics provide a timeline of when the company and city 

appeared together in the news, and when those appearances contained above average relevance 

to incentives.  

Next, a series of keyword searches gives scores to headlines based on prevalence of key 

words in various categories meant to better summarize news coverage. These categories help to 

visually plot and summarize the relevance and content of a month’s headlines. Categories 

include mentions of actions by elected government officials (including votes or legislation), 

employment, negative press, and union activity. Another set of words judges whether the 

headline is describing a search process, a selection process, or could connotate that a choice of 

location has been reached. These categories are particularly helpful in cases where the company 

already has a presence in the region and generate media attention on unrelated topics. They can 

also help determine when markets are influenced by other trends in the same time period, helping 

to avoid historical threats. Table 28 in Appendix 2 details keyword categories and individual 

search terms. 

For example, in the case illustrated in Figure 11, multiple headlines spikes were 

observed. However, visualization by keyword shows that many spikes from 2005 to 2007 were 

related to unions. The discontinuity was identified after manually reading headlines, guided by 

the information below, as 3/8/2008, which corresponds to the largest headline spike visualized 
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by the keyword analysis. By contrast, the largest spike by frequency and relevance (search 

results order within NexisUni) on 12/08 barely registers when drawing out keywords.  

A review of headlines on key dates allows for a determination of if/when an information 

shock occurred. Determinations are made by reading headlines in temporal order, beginning at 

key dates identified by histogram visualizations. Very clean cases show almost no relevant 

headlines in the months and days leading up to announcements. Other cases have more noise, 

especially in places where a company is being retained or is expanding. Examinations of news 

spikes over a six-year period allows for a more complete understanding of the context behind a 

location decision, and greater understanding of what information is being conveyed by an 

announcement.  

Once an announcement date is identified, we then reviewed headlines in the preceding 

months to check for earlier indications, rumors, or speculation that the company would be 

investing in the region. If announcements lined up with other events, the estimate may be biased. 

Attention was paid to concurrent news stories that might influence home prices simultaneously 

with the company in a specific area, which resulted in some announcements being classified as 

not representing an information shock.  
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Notes: Search hits by Keywords over time (Months) for NetJets and FlightSafety International Headquarters, 

Columbus, Ohio using NexiUni Headlines database.   

Figure 11: Visualizations of NexisUni Search Results for NetJets Announcements 

 

Some cases had very sparse search results. At least 2 headlines on an announcement date 

are required to constitute an ‘announcement’ (though in most cases there are many more). In 

cases with insufficient NexisUni results, the case is dropped. In others, there is no clean cutoff 

date that suggests an information shock. For instance, for Kentucky offered $150 million to 

Erora Group for a coal gasification plant in 2008. The incentive package was part of a decade-

long permitting and planning process which ultimately did not yield a plant construction. (Good 



112 

 

Jobs First, 2021) In this instance, we concluded that the incentive announcement conveyed little 

new information to residents about the prospect of new jobs.  

When it is not clear cut whether the case should be included, a warning flag indicator is 

assigned. Of the included sample, 23 are labeled as ‘Noisy’—implying that anticipatory 

headlines or speculation may mean the announcement cannot be considered a clean information 

shock, where the expectations of higher demand for housing may have pre-dated the big 

announcement. Eight are labeled as having ‘low data,’ implying that while the NexisUni results 

point towards an announcement date, context is missing to ensure confidence. These marginal 

cases are included in the sample, but are tracked to be able to conduct robustness checks shown 

in Table 25. To the extent that information leaked prior to the announcement, the predicted 

effects we outlined in the prior hypothesis section will be more conservative or attenuated as 

compared to the cleaner effects. 

In 15 cases, the location is a known ‘contestant’ for a firm that narrowed its location 

search to two finalists. This is a common strategy used by firms seeking to maximize the value of 

EDI packages, and winner and runner-up firms have been compared in previous studies 

(Greenstone et al., 2010). News stories in the intervening period often focus on the perceived 

odds for finalist, speculate on when an announcement may occur, and comment on governmental 

actions to further woo the company. Companies, who are often actively trying to use the contest 

to encourage sites to offer larger incentive packages, are typically tight-lipped about location 

choices before formal announcements are made. Markets may increase early based on 

speculation, causing partial market adjustments in the region.  

In some cases, announcements were made but projects never materialized, or the 

company quickly failed or abandoned their projects. These cases are included, as buyers and 
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sellers within 180 days of the announcement could not know that this would eventually occur. In 

such cases, however, the headline analysis process is careful to check for new information about 

the project that occurs within the time frame of analysis, as a company that shows signs of 

trouble before the end of that period could skew results.  

ZTRAX Data 

Data for home prices and dates comes from Zillow’s ZTRAX database. The vintage of 

the database used for this study is relatively complete for home sales in 38 U.S. states for years 

between 2005 and 2016. Due to local discrepancies in reporting methods and standards, not all 

sales are tracked for all places. However, the data contains the full universe of home assessment 

information (as assessed by local municipalities for property tax purposes), which are used as a 

measure of density. Data for homes include latitude and longitude coordinates, allowing for 

calculations of distance between a home and where an incentive is given. The data includes both 

sales and assessments, giving a full universe of homes in the area (45,621,103 unique SFR 

properties in 2015-2016) which is useful for estimating housing density. Zillow data on market 

transactions span 15 years and 36 states.29 In all, the database contains 32,866,969 single family 

resident (SFR) transactions with a total of $8,089,171,649,247 in market value, with an average 

of 2,191,131 transactions per year.  

This ZTRAX data have previously been used for policy discontinuities in Moulton et al. 

(2022 WP) and Moulton and Wentland (2022 WP). These papers show that unexpected policy 

changes or new information can have immediate and observable impacts on home sale prices. 

They also, along with Wentland et al. (2020) and Gindelsky et. al. (2020), establish a 

methodology for using housing characteristics to estimate the sale price of a home. This model, 

 
29 Estimate excludes 12 states with no data, Alaska and Hawaii.  
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incorporating controls such as acreage, number of bedrooms and bathrooms, square footage, the 

age of the home, and previous sales prices, are used to reduce random noise that comes from 

different types of homes being on the market. They also develop protocols for dealing with 

outliers and missing data. As data are imputed by individual realty agents on a case-by-case 

basis, errors do occur. To counter, homes that are outliers on several dimensions are excluded. 

(For a more detailed discussion, see Moulton et al., 2022 WP) 

 

Table 10: Descriptive Statistics for Home Sales 
Variable  Obs  Mean  Std. Dev.  Min  Max 

 Sales Price Amount 339831 $219,220 $347,903 $1,398 $22,375,000 

 Drive time 339831 11.067 2.863 .018 15 

 Distance 339831 4.422 2.093 .026 15.757 

 Driving Distance 339831 6.289 2.647 .009 16.051 

 Bedrooms 318652 3.072 .718 1 5 

 Bathrooms 321861 1.893 .728 .5 4 

 Log Acreage 266291 -1.737 .919 -5.116 5.069 

 Log Square feet 339831 6.907 1.927 0 10.028 

 Year Built 317359 1967 32.56 1700 2016 

Notes: Descriptive statistics for home sales within 15-minute driving time of announcement site and 180 days of 

announcement date.  

 

Some data is missing for individual homes, including bedroom and bathroom counts, 

square-footage, and date of construction. Moreover, acreage is missing for many urban, multi-

family, or apartment units. The model uses missing flags for these variables to allow inclusion 

into the model. We also control for day of the week fixed effects (weekend sales are dropped) 

and land grouping (8% dense urban, 13.8% urban, 76.9% single family residence, 1.3% rural 

residence) as used by Wentland et al. (2020).   
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Driving Distance 

Proximity of homes to the site is measured in two ways. First, a simple “as-the-crow-

flies” distance is calculated using coordinates for both homes and work sites. However, this 

metric provides an imprecise notion of the question at hand – whether new jobs created at the 

site should be expected to increase expectations of demand for a residential home. Ideally, 

metrics would not measure distance but rather commute time. Homes that are within range for a 

normal commute should be expected to see increased values. Based on the broad spectrum of 

announcements considered, ranging from densely urban to very rural, commuting areas are very 

different. Traffic patterns, road infrastructure, and geographic barriers can systematically 

influence commutes, which can introduce errors into estimates if simple distances are used.  To 

address, driving times are imputed for all homes within 50 miles of the site using ArcGis 

Network Analyst and its optimal distance (OD) cost matrix tool.30 The calculations also give a 

metric for driving distance, or the length in miles of the roadways representing the optimal path. 

Using this tool, a driving time is computed for all assessed homes in the ZTRAX database to 

judge the density of housing availability in each area independent of sales.31 The number of 

assessed residential homes or housing units within a 15-minute drive is used as a metric of 

housing density. This window was judged to describe density most accurately in a wide variety 

of contexts.   

 
30

 See: https://desktop.arcgis.com/en/arcmap/latest/extensions/network-analyst/od-cost-matrix.htm. For each case, we 

find the optimal driving time on a road routing network from a series of destinations (all homes within 50 miles of the 

event). After observing few differences based on using historic or time of day estimates, all observations use current 

day road networks. 

31 ZTRAX data is more complete for assessment data than for home sales. For instance, in some areas, sales are 

missing, but assessment data is complete.  

https://desktop.arcgis.com/en/arcmap/latest/extensions/network-analyst/od-cost-matrix.htm
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According to the American Community Survey, the average American’s commuting time 

increased from 25 minutes in 2006 to 27.6 minutes in 2019 (Burd et al., 2021). Because we 

expect workers at the site to increase demand for housing, increases in housing prices are 

expected to be largest within a typical commuting radius from the site. Drive time may be an 

underestimate of commuting, given that optimal distance matrix tool uses an average travel 

speed for segments of roadways that may underestimate traffic conditions in rush-hour 

conditions during typical commuting hours. Additionally, some workers may commute by public 

transportation, biking, or walking. However, in the U.S. context, where roughly 80% of workers 

drive alone to work, driving distance is a feasible estimate.  

Both concerns are particularly relevant to larger cities in the sample, where traffic 

congestion is more serious, commutes tend to be longer, and where feasible public transportation 

alternatives to driving are available. Within cases, mileage as the crow flies does not evenly track 

to commuting feasibility, and in some instances errors can be significant. For example, a 10-mile 

radius around sites in Stamford, Connecticut, would include homes across the sound in Long 

Island. One home in the sample located 6.3 miles away from a site on the opposite sides of the 

Mississippi River requires over 2 hours of driving time to access. 
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Notes: Home sales within 50 miles and 60 minutes driving distance of Airbus plant in Mobile, Alabama. Color-code 

rings for driving times by 10-minute intervals (Blue<10; Green< 20; Yellow<30; Orange<40; Red<50; Dark 

Red<60). ZTRAX data is not available for Mississippi. To better visualize, home sales for a wider temporal period 

are used (about 1.5 years before, 1.5 years after to include cutoff dates the next year)  

Figure 12: Homes Sales by Driving Distance Radii 

 

This approach is unique in the existing literature on home prices and incentives, though 

other papers also find this problem important. Chapple & Jeon (2021) address this issue by 

recording census tracts adjacent to headquarters in California’s Silicon Valley, where bodies of 

water can similarly cause raw distance to be a skewed measure of accessibility. In a national-

level study interested in effects at larger distances, we find commuting time to be a more 

straightforward method for deriving less-biased distance measures to capture accessibility. Qian 
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& Tan (2021) estimate average driving time for residents of zip codes to the site, using 1995 

National Household Travel Survey (NHTS) data. 

Sample Cases – From the Initial to Final Sample of Announcements 

 GJF tracks 200 cases between 2005 and 2016 that have at least $50 million in incentives 

and are not in the 12 states for which ZTRAX lacks complete data. Many cases, however, lacked 

necessary data or did constitute new information that could impact home prices in a specific 

location. In seven cases, the search process detailed above did not identify a usable 

announcement site. For 12 cases, NexisUni contained insufficient headline data (possibly 

indicating the announcement was not important enough to generate headlines). In 33 others, we 

did not observe a clear announcement, or the announcement was not a ‘surprise’ conveying new 

information. In another 10, the announcement was a part of a lengthier approval or permitting 

process and did not convey certainty that the company would be locating in the area.  

 

Table 11: Incentives Dropped from Sample by Reason for Exclusion. 
Reason for Exclusion  Freq. 

Total Megadeals 200 

Insufficient headline data 12 

Announcement not an information shock 24 

Land-use development 11 

Lengthy approval or permitting process 10 

No announcement observed 9 

Multiple or unclear location 7 

Insufficient ZTRAX data 13 

Included 114 

 

We drop 11 cases where the project was for a land or real estate development project. In 

addition to not fitting the story of new jobs and investment arriving in a single location, the 

headquarters of these firms do not correspond to the location of future investments. Finally, we 
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drop any case (12) that does not have at least 50 sale observations in the 180 days before or after 

the experiment, and one case for which ZTRAX data reported extreme outliers unrelated to 

announcements of incentives. 

 

Table 12: Summary Statistics for Incentives Included in Sample. 
Variable  Obs  Mean  Std. Dev.  Min  Max 

 Subsidy Value (millions) 114 $241 $368 $46.5 $2,337 

 Local Subsidy (millions) 114 $42.8 $68.4 0 $444 

 Jobs promised 114 1590 3495 0 35000 

 Investment promised (millions) 114 $586 8.447e+08 0 5.000e+09 

 Year 114 2010 3 2005 2016 

 Homes within 15-minute drive 114 131970 101094 7616 522858 

 Homes within 30-minute drive  114 926250 746867 69977 2876160 

 Homes within 60-minute drive 114 2607352 2105607 190968 8330962 

 

Cases included in the sample cover a wide array of information shocks. Incentive deals 

come from diverse industrial sectors. Common sectors include manufacturing of automobiles, 

aerospace, batteries, chemicals, semiconductors, and pharmaceuticals. Also common are fossil 

fuel refineries or power plants, data centers, and warehousing facilities. Services firms are also 

well represented, with financial companies, hospitality companies, and corporate headquarters 

for myriad industries.  

Cases are classified as new investments (69 cases), expansions of current projects (32 

cases), and incentives to retain current jobs (15 cases). When recording job counts, retained jobs 

are recorded as null, with expansion incentives recording the number of additional jobs 

promised. Many expansion projects have an implicit retention promise, though the importance of 

this promise varies by case. Retained and expanded investments were more likely to see more 

noisy headlines because the firm was presently active in the area and could be generating news 
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coverage corresponding to that location for any variety of reasons. By contrast, for many ‘new’ 

investments, the announcement was the first time the location and firm name appeared together 

in a news article in the NexisUni database.  

 

 

Notes: Geographic location of cases included in the final sample. Green backgrounds indicate that home price data 

is available through the ZTRAX dataset. No cases were in Alaska or Hawaii.  

Figure 13: Incentives in Sample 

 

Deals span a wide breadth of contexts, from Google’s data center investment in The 

Dalles, Oregon, to JP Morgan Chase moving jobs from Manhattan to Jersey City, New Jersey, to 

Airbus’ airline assembly plants in Mobile, Alabama. This breadth of contexts, investment types, 

and geographies introduces methodological challenges for aggregating such different cases into 

the same empirical study. In essence, each of the 114 cases can be considered its own 

experiment, and while some results can be generalized and aggregated, cities considering 

offering large incentives should consider the breadth of potential housing market outcomes 

possible.  
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Empirical Research Design  

To test our hypotheses, we use a regression discontinuity in time (RDiT) (which is often 

called a continuous interrupted time-series, CITS, which we use interchangeably). The dependent 

variable used is logged home price. The model uses announcement level fixed effects and 

cutoffs. Using OLS, we estimate: 

 

(1)𝐿𝑜𝑔(𝑆𝑎𝑙𝑒𝑃𝑟𝑖𝑐𝑒)𝑎ℎ = 𝛼𝑎 + 𝛼𝑎 × 𝛽1(𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ − 𝐶𝑎) +

𝛽2(𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ– 𝐶𝑎)(𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ ≥ 𝐶𝑎) + 𝛽31(𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ ≥ 𝐶𝑎) +𝛽4𝑋𝑎ℎ + 𝜖𝑎ℎ   

 

In model (1), a refers to announcement and h refers to home level observations. 

𝑆𝑎𝑙𝑒𝑃𝑟𝑖𝑐𝑒 is the sale price recorded by ZTRAX, and 𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ–𝐶𝑎 is a number of days from 

the announcement day, 𝐶𝑎. Values of 𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ–𝐶𝑎 are capped between -180 and 180 days, 

or roughly six months before and after the announcement. (𝑆𝑎𝑙𝑒𝐷𝑎𝑦𝑎ℎ ≥ 𝐶𝑎) indicates that the 

sale occurred after the announcement date. 𝛽1estimates the pre-trend for each announcement. 𝛽2 

estimates the average difference between the estimated pre-trends and the post-trend and is 

interpreted as the change in market trajectory attributable to the announcement. 𝛽3 is the 

discontinuity at the announcement and is the main result of interest. 𝑋𝑎ℎ are a set of hedonic 

characteristics of a home, which include logged square feet, year built, number of bedrooms, 

number of bathrooms, logged acreage, missing flags for each variable, day of week indicators, 

and land type indicators, following from Moulton et al. (2018). Land-types follow Wentland et 

al. (2020) but are constrained to single-family residences, urban residences, dense urban 

residences, and rural residents (with commercial, industrial, and agricultural properties 

excluded). In most models, we restrict to homes sales within a 15-minute driving range of the 
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announcement site. The core assumption of the model is that changes in home prices directly 

surrounding an announcement date can be attributed to the dissemination of new information and 

revised expectations of future movement by buyers and sellers. 

Subsequent models are variations of the model above or stratify the sample on a few 

dimensions. First, we stratify by type of investment that the EDI is soliciting, the creation of a 

new business in the area, the expansion of an existing business, or the retention of existing jobs. 

Second, we stratify by the number of jobs promised by the incentive relative to the number of 

homes in the area, using ZTRAX assessment data for homes within a 15-minute drive to avoid 

bias from missing sales data or from markets that are unusually active or inactive. Third, we 

divide cases into broad industry groups: Manufacturing; Traded services (predominantly 

headquarters), and Other (which include basic industries, local services, data centers, and 

warehouses). Fourth, we divide by the pre-existing trajectory of the housing market, classifying 

markets in the top quartile of trend estimates for the year prior to the announcement (lagged by 

30 days) as ‘hot’ and those in the bottom quartile as ‘cold’. Fifth, we separate by estimated 

elasticity of local housing supply.   Finally, we separate regressions at commuting time 

thresholds to observe effects at different driving distances from the site. 

Results 

 

When estimating the model on the full slate of home sales in the sample, we observe 4.9 

million sales within 50 miles and 180 days of a case in the sample. Initially, no significant 

discontinuity or post-trend is observed. The estimate for the Discontinuity is interpreted as the 

discontinuous change in predicted home price occurring at Day 0, the date of the announcement. 

For the full sample, we find a negligible ‘jump’ of 0.14%, on average. The estimate for Post-

Trend indicates the effect of an additional day on home prices as a change from the prior trend. 
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An observed post-trend coefficient of -0.0001 implies a negative trend of roughly 1.8% over the 

6-month period following the announcement. These observations hold when splitting cases into 

new investments, expansions of existing companies, and companies incentivized to retain jobs. 

  

Table 13: Results by Investment Types within 50 Miles 
Investment Type All New Expanded Retained 

Discontinuity 0.0014 0.0009 0.0128 -0.0104 

  -0.0067 -0.0077 -0.0161 -0.0172 

Post-Trend -0.0001 0.0000 -0.0001 -0.0003 

  -0.0001 -0.0002 -0.0003 -0.0003 

R2 0.543 0.555 0.476 0.562 

N 4882684 2889855 1153848 838981 

Announcements 114 67 32 15 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimates for Discontinuity and Post-Trend Changes, for home sales within 50 miles and 180 days of 

announcement date, for full sample of cases and stratified by investment type.   

 

Announcements are expected to impact home prices by communicating expectations of 

higher demand from workers. Thus, the intensity of effects should vary based on the number of 

jobs promised by a company relative to the size of the local housing market. To test this, we 

divide the sample into three categories based on the jobs promised by the company relative to the 

total number of homes in the ZTRAX assessment dataset within a 15-minute drive of the site.32 

By case, the Jobs/Home ratio was divided into terciles, with cases with more than 1.60 jobs 

promised per 100 homes within 15-minutes driving radius defined as High, and those below 0.49 

per 100 homes defined as Low. Given that retained investments do not typically promise any 

 
32 Home count was calculated using ZTRAX assessments. All assessed within 50 miles of a location were run through 

the ArcGis Network Analyst and its optimal distance (OD) cost matrix tool. Of potential commuting radii, 15-minutes 

was found to best summarize density of homes near the plant while avoiding undercounting firms locating outside of 

smaller cities while avoiding overcounting firms that locate in smaller towns or cities a short drive away from a larger 

metropolis.  
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jobs (merely an indication that jobs will not be cut), retained cases are excluded from this 

analysis. There are 33 cases in each category.  

In contrast to the overall results, we find EDI deals that promise the most jobs relative to 

the size of the local housing market see a significant discontinuity of 2.85% increase in home 

prices for homes within 50 miles, with no corresponding significant change in post-trends. By 

contrast, both low and moderate categories have insignificant discontinuities. In fact, 

announcements with Low Jobs/Homes ratios have a negative overall estimation of -1.34%. (For 

full regression results, including coefficients for house characteristics controls, see Appendix 3) 

 

Table 14: Results by Jobs/Homes Ratios within 50 Miles 
Job/Homes Low Moderate High 

Discontinuity -0.0134 0.0042 0.0285* 

  -0.0116 -0.0094 -0.0152 

Post-Trend -0.0003 -0.0002 0.0004 

  -0.0003 -0.0001 -0.0003 

R2 0.53 0.573 0.496 

N 1460402 1411383 1171918 

Announcements 33 33 33 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Announcements of New and Expanded investments by Jobs/Homes terciles for home sales within 50 miles 

and 180 days.  

 

Effects are also expected closer to the site, as workers prefer homes with shorter 

commuting times to the site. Dividing home sales into four rings by 15-minute driving time 

intervals out to an hour drive, as estimated by the OD cost matrix, further clarifies the results. In 

each Jobs/Homes ratio category, housing prices are most positive closer to the companies chosen 

site. The highest category of Jobs/Homes sees positive results in both the 0-15 and 15-30 minute 
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driving time rings, while the lower Jobs/Home ratio terciles see non-significant results within 15 

minutes and significant negative results farther from the company location.  

 

Table 15: Effects by Driving Distance 

Job/Homes ______Low_____  ___Moderate___ ____High____ All  

Driving Time D PT D PT D PT D PT 

0-15 Minutes -0.0048 0.0001 0.0186 -0.0002 0.0578*** 0.0002 0.0157 0 

15-30 Minutes -0.0136 -0.0003 -0.0032 -0.0002 0.0390** 0.0005 0.0036 0 

30-45 Minutes -0.0182 -0.0002 0.017 -0.0001 0.0289 0.0006 0.0056 0.0001 

45-60 Minutes -0.0201** -0.0005** 0.0008 -0.0002 0.018 0.0001 -0.0025 -0.0002 

* p<0.10, ** p<0.05, *** p<0.01     

Notes: Estimated discontinuity (D) and post-trends (PT) estimates and significance for New and Expanded 

investments divided by Jobs/Homes intensity in 15-minute driving time intervals. Driving time is used as a proxy for 

commuting time.  

 

 Within the first ring, for driving times of under 15 minutes, a clear discontinuity can be 

observed for cases with high Jobs/Homes ratios. This observed effect diminishes as the 

Jobs/Homes ratio decreases. 

 

 

Notes: Estimated residuals and trends for estimates by Jobs/Homes intensity terciles within 180 days and within 15 

minutes. Residuals are sorted into bins by date range, approximately one bin per week.  

Figure 14: Effects by Jobs/Homes Ratio 
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There is a clear increase of effects among home sales closest to the company’s future site. 

This is especially prevalent for homes sales in markets where many jobs are promised (as shown 

in Figure 5).  Results become insignificant after about 30 minutes of driving distance, consistent 

with average commutes for Americans during this period (Burd et al, 2021).  

 

Notes: Discontinuity coefficients and 95% confidence intervals by commuting time for 15-minute windows for New 

and Expanded investments with High Jobs/Homes and with Low and Moderate Jobs/Homes. Ranges increase by 

intervals of 2.5 minutes, for driving ranges from 0-15 minutes to 55-70 minutes. Calculations include only homes 

within 50 miles.  

Figure 15: Discontinuity Estimates by 15-Minute Driving Window 

 

 Given the effect seems to be concentrated within a short driving distance of the 

development site, in the proceeding analysis homes sales included in the model are limited to a 

15-minute driving time limit to evaluate the robustness of this effect. Further, given the observed 

importance of promised jobs on home sale values, most future models exclude cases where jobs 

are retained.     
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Table 16: Results by Investment Type 

Investment Type New Expanded Retained 
New & 
Expanded 

Discontinuity 0.0054 0.0318* 0.0118 0.0157 
  (0.0118) (0.0173) (0.0215) (0.0102) 
Post-Trend -0.0001 0.0002 -0.0001 0.0000 
  (0.0002) (0.0003) (0.0003) (0.0002) 
R2 0.638 0.431 0.62 0.586 
N 167829 113601 59145 281430 
Announcements 67 32 15 99 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimate discontinuity and post-trend changes by Investment Type for homes sales within 180 days and 15-

minute driving distance.  

 

Under these parameters, 99 cases with a total of 281,430 home sales are examined for 

announcements communicating expectations of new investments and for companies substantially 

expanding existing hiring. The full set of announcements for new investments and expansions 

show a discontinuous jump of 1.57 percentage points. Moreover, this overall jump is higher for 

Expanded investment types (3.18 percent) and weakly significant at the 10% level.  

Within this sample, stronger results are observed for cases with higher Jobs/Homes ratios. 

There is a large and significant discontinuity for cases with the most jobs promised relative to 

size of the area of 5.78 percent. No corresponding change in post-trends occurs, indicating that 

the effect was immediate. This result supports each of our first three hypotheses, although we 

cannot definitively say that there is any increase in home prices for cases outside of the top 

Jobs/Homes ratio category.  

By contrast, cases with moderate Jobs/Homes ratios perform closer to the average, with a 

1.86% discontinuity, while cases with the lowest relative number of jobs promised saw an 

overall negative impact. Full regression results for New and Expanded investments stratified by 

both investment type and Jobs/Homes ratios are presented in Appendix 2.  
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Table 17: Principle Outcomes by Jobs/Homes Ratio within a 15-Minute Drive 

Job/Homes Low Moderate High All 

Discontinuity -0.0048 0.0186 0.0578*** 0.0157 

  (0.0143) (0.016) (0.0162) (0.0102) 

Post-Trend 0.0001 -0.0002 0.0002 0.0000 

  (0.0003) (0.0002) (0.0003) (0.0002) 

R2 0.566 0.637 0.456 0.586 

N 122224 96894 62312 281430 

Announcements 33 33 33 99 

* p<0.10, ** p<0.05, *** p<0.01       
Notes: Results within 15-minutes for all New and Expanded investment type cases, stratified by Jobs/Homes ratio. 

 

Overall, we find aggregating the full slate of cases obscures many of the significant 

trends and patterns within cases with similar characteristics. Additionally, aggregation covers up 

the broad range of case-level effects on housing prices, both positive and negative, within the 

sample. In the following section, the 99 cases in the New and Expanded investment type 

categories described above are further stratified by industry, by the pre-existing trajectory of the 

local housing market, and by estimated elasticity of the housing supply. Then, results are 

presented for individual cases, with median effect sizes presented on many of these dimensions. 

Additional Results, Stratifications, and Robustness Checks 

Stratifications 

Reliance on fixed effects at the announcement level precludes inclusion of time-invariant 

case-level characteristics. However, there are numerous dimensions on which cases can be 

stratified, and many effects for sub-groupings that are of interest to policymakers. Examining 

only a few like cases at a time both increases specificity but also weakens the model’s power, 

and there is greater chance that a result is driven by an outlier or reflects noisy data. Many 

subsets of cases, for example, have relatively large post-trend estimates. Given the wide gap 

between cases with high Jobs/Homes ratios and those with moderate and low ratios, stratified 

results are further divided to differentiate along this dimension.  
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First, announcements are divided based on the pre-existing trajectory of the housing 

market. Jobs promised to an already hot housing market could fan the flames of rapid price 

increases. Conversely, an investment could help stabilize a market in decline. In both extremes, 

there is the potential for results to reflect a reversion to the mean.  

To determine the trajectory of the housing market, logged prices were regressed on 

hedonic housing characteristics and time for 395 days to 30 days prior to the announcement—a 

period of 1 year lagged by one month—for each case in the sample of new and expanded 

investments. The coefficient for time, multiplied by 365, represents an estimate of the market’s 

trajectory over this annualized period. Once calculated, cases in the lowest quartile, declining at 

an annual rate less than -9.8% year over year, were classified as ‘cold’ markets. Of note, the 

sample period covers the housing market decline during the 2008 financial crisis. Of the 25 cases 

classified as ‘Cold’, 15 were in 2008 or 2009. Market trajectory in the top quartile, increasing 

year-over-year by over 7.1%, were classified as ‘hot’ markets.  

 For declining housing markets, announcements with high Jobs/Homes ratios see large 

and immediate jumps in prices. Across the seven announcements matching this description, both 

discontinuities and post-trend estimates are large, positive, and significant. In these cases, 

incentives appear to reverse the trends of decline and stabilize markets. However, for the 

majority of announcements in cold markets with fewer jobs promised, no positive effects are 

observed.  
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Table 18: Cases Stratified by Hot and Cold Housing Markets 
Housing Market Cold (<-9.8% annual growth) Moderate Hot (>7.1% annual growth) 

Job/Homes  
Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Discontinuity -0.0082 0.0818** 0.0122 0.0196 0.0580** 0.0291* -0.0026 0.0236 0.0013 

  (0.0240) (0.0259) (0.0229) (0.0160) (0.0224) (0.0146) (0.0144) (0.0193) (0.0121) 

Post-Trend 0.0000 0.0015** 0.0003 -0.0002 -0.0004** -0.0003** 0.0002 0 0.0002 

  (0.0005) (0.0005) (0.0004) (0.0001) (0.0002) (0.0001) (0.0003) (0.0001) (0.0003) 

R2 0.455 0.417 0.45 0.601 0.331 0.577 0.497 0.699 0.532 

N 59641 19800 79441 93554 32448 126002 65923 10064 75987 

Announcements 18 7 25 33 17 50 15 9 24 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimates for homes within a 15-minute drive by lowest quartile and top 50 of housing price trend for 

previous year (Days -395 to -30 relative to announcement date) and top quartile. Sample split by tercile of job 

creation, retained cases excluded. 

 

While hot markets do not see large impacts in discontinuities, there is also no signs of 

negative post-trends which could imply reversion to mean growth patterns. In these markets, 

home prices continue to grow at rapid rates. 

Surprisingly, the middle category sees significant growth but also significant and 

negative post-trends. These results conflict with the hypothesis that post-trends will be null and 

suggest that announcements may correspond to a temporary increase before a gradual decline. 

This result is mostly driven by cases with high Jobs/Home ratios.  

Another important dimension is the industry of the firm or type of jobs created. Many 

investments in the sample were for advanced manufacturing jobs in fields such as automotive, 

aerospace, solar panels, batteries, and semiconductors. Many other investments were for either 

white-collar businesses such as finance or R&D or were headquarters for companies in a wide 

variety of industries. 
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Table 19: Cases Stratified by Industry 

Industry 

Advanced Manufacturing Traded Services Other 

Aerospace Auto 

Solar, 

Batteries, 

Semicon- 

ductors 

Other 

Advanced 

Manuf. 

Head- 

Quarters  
R&D 

Basic 

Manuf. 

Local 

Services 

Other 

Basic 

Industries 

Discontinuity 0.0242 0.0173 -0.0211 -0.0168 0.0076 0.0463 0.0268 0.0356 0.0785 

 
(0.0213) (0.0396) (0.0311) (0.0206) (0.0155) (0.0258) (0.0335) (0.0224) (0.0478) 

Post-Trend -0.0001 0.0008 -0.0003 -0.0001 0.0004 -0.0005 0 -0.0006*** -0.0005 

 
(0.0002) (0.0007) (0.0006) (0.0002) (0.0002) (0.0003) (0.0003) (0.0002) (0.0004) 

R2 0.427 0.418 0.597 0.54 0.607 0.631 0.552 0.34 0.332 

N 14857 23800 36996 12064 106553 38387 13534 30707 4532 

Announcements 9 11 14 8 23 9 10 10 5 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimates for impact on logged home price for homes within a 15-minute drive and 180 days by industry 

categories for new and expanded investments.  

 

Overall, no individual industry produces statistically significant results for discontinuity. 

Local services has a significantly negative post-trends, but has a positive estimation for 

discontinuity. Some individual industries such as ‘other basic industries’ and ‘R&D’ stick out as 

having large effect sizes but they also carry low sample sizes. Meanwhile, manufacturing 

industries aerospace, auto, and basic manufacturing have weak but positive estimated 

discontinuities. Somewhat unexpectedly, advanced sector jobs in solar cell, battery, and 

semiconductor manufacturing carries a negative, though insignificant estimate for discontinuity 

and post-trend. Headquarters and auto plants both have large positive post-trends, implying that 

investments could lead to subsequent growth in housing markets.  

However, individual industry results are difficult to interpret without consideration of 

context. Car plants tend to be in mid-sized cities and convey higher expected Jobs/Homes ratios, 

while corporate headquarters tend to be in more urban areas and may have a smaller effect due to 
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the large number of homes in the area. Other basic industries include data centers and 

distribution, which can locate in much small areas. 

To explore this further, cases are grouped into 3 broader sectors: advanced 

manufacturing; traded services; and an ‘Other’ group that consists mainly of lower value-added 

production industries and local services.  

 

Table 20: Cases Stratified by Industry Sector 
Industry Advanced Manufacturing Traded Services Other 

Job/Homes  
Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Discontinuity -0.0157 0.041 -0.0002 0.0061 0.0773* 0.0171 0.0309 0.0557*** 0.0366** 

  (0.0213) (0.0241) (0.0199) (0.0134) (0.0356) (0.0139) (0.0234) (0.0098) (0.0171) 

Post-Trend -0.0002 0.0009 0.0001 0.0002 0.0002 0.0001 -0.0003 -0.0005* -0.0004* 

  (0.0004) (0.0006) (0.0003) (0.0002) (0.0004) (0.0002) (0.0003) (0.0002) (0.0002) 

R2 0.557 0.432 0.526 0.633 0.549 0.628 0.417 0.413 0.415 

N 63692 24025 87717 121926 23014 144940 33500 15273 48773 

Announcements 22 20 42 26 6 32 18 7 25 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimates for homes within a 15-minute drive by broad industry for new and expanded investments. Sample 

split by tercile of job creation. 

 

Announcements in the other category have strong estimate discontinuities estimated 

throughout the sample regardless of Jobs/Homes ratio, but also see significantly negative post-

trends. In many ways, this finding further indicates that announcements in this category are 

particularly noisy.  

By contrast, looking solely at advanced manufacturing or traded service highlights the 

importance of the high Jobs/Homes ratio. Within advanced manufacturing, 20 cases in the high 

Jobs/Homes category have an estimate discontinuity of 4.1%. While insignificant, it also has a 

very high estimated post-trend of 0.0009, a 32.5% estimated increase in property prices over the 
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next year. By contrast, negative results are observed for 22 manufacturing announcements with 

comparatively few jobs and have a weakly negative post-trend.  

A much higher proportion of traded service announcements promise high numbers of 

jobs, but those that do have a significant effect on home prices with an estimated discontinuity of 

7.7 percent. Remaining cases show no effects. Many of these announcements are for corporate 

headquarters in urban areas. Even if many jobs are promised, prices seem to be slower to react 

due to the larger volume of homes on the market and smaller relative impact.  

Finally, results are stratified by the elasticity of housing supply in the local market, which 

could compound the effects of a demand shock. If new housing cannot be created to meet new 

demand in the timeframe by which jobs would be created, prices are expected to increase. By 

contrast, if a surge in demand is expected to be sated by a corresponding response in new 

housing, effects should be less significant.  

To measure elasticity, we combine two indices for the elasticity of housing supply are 

that measure two key restrictions: geography and regulations. Saiz (2010) uses satellite imaging 

to calculate available developable land in urban areas. Urban areas that are land constrained due 

to bodies of water and steep terrain have lowered ability to expand housing supplies in response 

to demand shocks. For example, Miami, Florida has the lowest score in the index, given the 

constraints imposed by the Atlantic Ocean and Everglades National Park. Wichita, Kansas, 

located on open plains, has the index’s highest score. Estimates are available only at the MSA 

level, and do not cover the full sample of announcements. 

Regulation restrictiveness comes from two iterations of the Wharton Residential Land 

Use Restrictiveness Index (WRI), which incorporates factors such as local zoning regulations 

and density restrictions, project approval processes, and political factors at the state and local 
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level. (E. Glaeser & Gyourko, 2018; Gyourko et al., 2008) Data comes from responses by city 

and county managers to a survey fielded in both 2005 and 2018. We prioritize data for cities over 

counties for greater specificity and prioritize data from 2005, before most announcements in the 

sample occurred to minimize confused causality. Data is applied from the most precise 

geographic unit available, with some cases using state averages.  

While these two indices are related, using both geographic and regulatory restrictions is 

better able to predict supply elasticities (Saiz, 2010). These indices are applied to all cases within 

the geographies covered by the two indices. Case-level scores on these indexes are standardized 

and averaged, with all cases having at least 1 score divided into terciles to categorize each case’s 

housing supply as inelastic, moderate, or elastic. 

 

Table 21: Cases Stratified by Elasticity of Housing Supply 
Housing Supply Inelastic Moderate Elastic 

Job/Homes 
Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Low/ 

Moderate 
High All 

Discontinuity 0.0336 0.0364 0.0326 0.0078 0.0620** 0.0168 -0.0048 0.0580* 0.0134 

  (-0.0241) (-0.0275) (-0.0199) (-0.0173) (-0.0228) (-0.0158) (-0.0168) (-0.0297) (-0.0176) 

Post-Trend -0.0002 0.0002 -0.0001 0.0001 0.0007 0.0002 -0.0001 -0.0002 -0.0001 

  (-0.0003) (-0.0003) (-0.0002) (-0.0003) (-0.0008) (-0.0003) (-0.0003) (-0.0002) (-0.0002) 

R2 0.537 0.401 0.518 0.614 0.348 0.591 0.546 0.537 0.564 

N 45851 11828 57679 106111 23992 130103 67156 26492 93648 

Announcements 20 13 33 25 8 33 21 12 33 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Estimated impacts on logged home prices for within a 15-minute drive by elasticity of supply of the local 

housing market, for cases with high jobs promised and for all other cases.  

  

 In both elastic and moderate markets, significant increases in housing price occur when 

jobs promised are relatively large, following trends observed in other stratified models. The 

middle category of elasticity has a large, significant discontinuity paired with a relatively large 

(though insignificant) post-trend. Discontinuity estimates for low and moderate Jobs/Homes 



135 

 

ratios and for moderate and elastic markets see are both near 0, with small post-trend 

estimations, indicating that on net these incentives had no impact on the housing markets.    

In inelastic markets, however, even small numbers of jobs had an increase on housing 

markets. Though insignificant, estimated discontinuities were over 3% in each jobs/home 

category. Post-trends were insignificant. This can imply that for inelastic markets, a lower 

threshold of jobs is needed to fuel increases in expected prices. However, it is curious that a 

combination of inelastic markets and many jobs did not have a larger impact on prices. In total, 

results provide mixed and limited support for the hypothesis that restricted supply can lead to 

larger impacts on home prices.  

Disaggregating Announcement Effects – Individual-Level Results 

Next, results are analyzed on an individual, announcement-by-announcement basis. Each 

announcement can be viewed as an individual natural experiment, impacting a local housing 

market. To measure, the model was run for each of the 114 cases included. Median effects and 

the distribution of effects are discussed below and are presented together broken up by case-level 

characteristics.  

Up to this point, home sales from all incentive announcements are aggregated into 

common regression analyses. However, significant results are observed for homes within a 15-

minute drive of individual cases. Naturally, estimated discontinuities have a narrower range of 

values when more homes sales are included in the model. However, even announcements with 

relatively few home sales can yield significant results. 
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Notes: Discontinuity estimates for individual announcements plotted by logged number of homes sales, by statistical 

significance of estimates. Includes announcements of retentions.  

Figure 16: Magnitude and Significance of Individual Discontinuities 

 

We find individual cases with both significantly positive and negative discontinuities 

estimated by the model. These effects on housing can be large, with many estimates above 10% 

in both directions. While discontinuities trend towards smaller effect sizes with more home sales, 

reflecting greater predictive power in the model, there are still high discontinuities estimated for 

some of the largest cases in the sample.    

We also observe patterns for individual cases over time. Figures below plot the 

distribution of cases over time and their median estimated discontinuities, stratified by 

investment type in Figure 17 and the Jobs/Homes ratio in Figure 18. A takeaway from these 

charts is that while trends are generally positive, individual cases can take on a wide variety of 

effects regardless of observed characteristics. Across investment types, era, and Jobs/Homes 
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ratios, results show examples in which the housing market saw higher and lower sales following 

incentive announcements. Even for high Jobs/Homes ratio cases, many have negative observed 

discontinuities. Low jobs projects have the lowest median but also have a wider range of 

outcomes.  

 

 
Notes: Discontinuity estimates over time by investment type. Includes median lines for terciles.  

Figure 17: Timeline of Discontinuities - Investment Type 
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Notes: Discontinuity estimates over time by Jobs/Homes ratio categories. Includes median lines for terciles.  

Figure 18: Timeline of Discontinuities – Jobs/Homes Ratio 

 

Much of the interest in observing cases over time is to examine the effects of the Great 

Recession and corresponding housing market crash. There appears to a grouping of cases with 

negative discontinuities in the 2008 to 2009 range, which may have been affected by the market 

crash. Conversely, several of the most positive results occur in the 2011 to 2012 period where 

prices may be rebounding from recession-era lows. These patterns are observable from viewing 

the charts, but are far from definitive, as cases during these time periods still show high levels of 

heterogeneity among estimates.  
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Notes: Kernel density distributions of estimates for home price discontinuities of individual announcement, divided 

by industry sector, jobs to homes ration, housing market trajectory, and elasticity of housing supply.  

Figure 19: Distribution and Density of Discontinuity Estimates 

  

The range of potential results is visualized through the distribution and density of results 

along important case-specific characteristics, as show in Figure 9. For most subsamples of cases, 

incentives produce a fairly normal distribution of estimated discontinuities. Investments in cold 

markets and in markets with inelastic supply had a particularly broad range of results. In a 

market in decline, an information shock could serve to stabilize a declining market and chart a 

path towards recovery or could cause an already fragile market to continue downwards. For 

industries, the ‘Other’ category had a much narrower distribution of results than did advanced 

manufacturing or traded services. 
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Similarly, inelastic markets could see very large effects if housing is already constrained 

or see large reductions in price if the market is exiting a period of constrained supply. Moderate 

elasticity is the only category that produces a bimodal distribution, with results concentrated at 

both a positive and negative peak.   

Robustness Checks 

 To raise confidence in the estimates presented, several robustness checks are conducted 

and presented below. We show that results are robust to different model specifications for time 

window and distance from site. Sales volumes of homes on the market do not substantially 

change following announcements. We also demonstrate that results are not significant when 

using a range of placebo announcement dates before and after the actual announcement dates. 

We weight observations to ensure that larger sites are not obscuring movement in sparser 

markets and demonstrate that results are not driven by announcements with weaker information 

shocks.   

Time Window Bandwidth 

 The preferred model uses a time window of 6-months on either side of the 

announcement. This window is intended to be short enough to avoid other historical threats or 

trends that could impact prices, yet long enough to give the model enough power to make 

inferences. To test the assumptions, the window of results is allowed to increase by 15-day 

intervals. The experiment is repeated with a quadratic term added to the regression, allowing pre- 

and post-trends to more dynamically follow data trends that may vary over times.  
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Notes: Estimated discontinuity changing as the time window of observations expands by 15 days before and after 

the observed announcement. Results are presented using linear and quadratic modeling of trend lines. Vertical line 

shows the preferred time window of 6 months (180 days) used in models. 

Figure 20: Robustness to Time Period Bandwidth 

 

Results are consistent, as estimates of the discontinuity are relatively stable as the 

window increases to a year on either side of the announcement, with much wider confidence 

intervals associated with shorter windows given the lower observation counts. By contrast, 

estimates under 90 days appear to be jumpy and imprecise. A window of 180 days seems to have 

enough power to increase the confidence of estimates while avoiding greater noise that appears 

as the window continues to increase.  

Time Window around Announcement Date 

For individual cases, it is possibility that news of deals are leaked, or rumored, directly 

before announcement dates which gives individuals the opportunity to act early either through 

intuition or insider information. Alternatively, delays in sale finalizations or slow dispersal of 

information could mean shocks are not internalized into the housing market until some time after 
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the tracked announcement date. To test, we include a ‘donut’, an excluded temporal window 

surrounding the announcement. Main regressions are rerun with ‘donuts’ of 1, 2, 3, and 4 weeks 

on either side of the discontinuity. 

 

Table 22: Announcement Donuts 
Jobs/Homes Low Moderate High Full 

Time Donut D PT D PT D PT D PT 

0 Weeks -0.0048 0.0001 0.019 -0.0002 0.0578*** 0.0002 0.0157 0 

1 Week -0.0037 0.0001 0.024 -0.0002 0.0604*** 0.0002 0.0187 0 

2 Weeks -0.0001 0.0001 0.021 -0.0002 0.0712*** 0.0002 0.0219* 0 

3 Weeks -0.0038 0.0002 0.0221 -0.0002 0.0716** 0.0003 0.0203 0 

4 Weeks 0.0009 0.0002 0.0206 -0.0003 0.0720** 0.0002 0.0221 0 

Announcements 33 33 33 99 

* p<0.10, ** p<0.05, *** p<0.01 

Notes:  Results by Job Terciles for coefficients of interest, discontinuity and post-trend, when omitting home sales 

within 0 to 4 weeks of announcement. 

 

Based on these results, there is little indication that results substantively change if sales 

close to the announcement are excluded. This result supports both the assumption that 

information shocks are clean delineations and that the market acts quickly to incorporate this 

information. For cases promising many jobs relative to the size of the housing market, estimates 

of the discontinuity are consistent, though become less significant with larger donuts as the 

model’s power declines. For the full sample, the estimated discontinuity on logged housing 

prices is weakly significant with a two-week gap on either side of the announcement.  

Distance Metrics 

 We also question the validity of using 15-minutes driving time as a radius as a metric of 

distance.  For announcements in the high Jobs/Homes ratio category, where positive results were 

the strongest, we alter the maximum drive time cutoff for inclusion of home sales in the 
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regression. Additionally, we define the maximum distance using two other metrics: driving 

distance, the length in miles of the optimal route determined by the OD Cost Matrix to minimize 

driving time; and a simple metric of direct distance, also in miles. By gradually increasing 

thresholds (by 2.5 minutes/miles), we can see how estimates change as more homes further from 

the site are included in the model. Very small windows are excluded due their large confidence 

intervals.  

 

 

Notes: Discontinuity coefficient estimations and confidence intervals using alternate maximum distances and distant 

metrics for high Jobs/Homes announcements. Driving time begins at 10 minutes with 2.5 minutes increments to 60. 

Driving distance and as-the-crow-flies distance begin at 5 miles and increase to 60 miles and 50 miles respectively 

by 2.5 mile increments.  

Figure 21: Alternate Maximum Distances and Distance Metrics 

 

For driving time, results remain significantly positive until 50 minutes away from the site 

but grow gradually weaker as homes farther from the epicenter are added to the model. The other 

two metrics show a steeper decline but produce similarly scaled estimates. Overall, the results for 

all three show an expected weakening of results as homes outside the area of effect are included. 

None of the 3 metrics show worrying fluctuations to estimates as home sales at greater distances 
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are added to the model. We conclude that a 15-minute drive time is a reasonable maximum 

distance metric.  

Sale Frequency  

  The number of home sales can also be an indication of an adjusting market. Even if 

prices stay relatively similar, an acceleration of homes being purchased can indicate a bullish 

housing market reacting to new information. Alternatively, in a bad market, people may put 

homes up for sale less frequently. Market clearing effects through frequency may be especially 

salient where home prices have been declining. A stabilization effect through increased home 

sales could be a very positive sign for these markets, even in the absence of price increases. 

Dramatic changes in sales volumes prior to announcement dates could indicate that housing 

markets are reacting to new information leaking prior to announcement dates or responding to 

other event, which would be warning signs.  

 

 

Notes: Sales Volumes by 10 day bins before and after announcements; by Jobs/Homes ratio tercile and within a 15-

minute drive.  

Figure 22: Sale Frequencies of Homes within a 15-minute Drive 

 

 However, home sale volume is also expected to change naturally with the seasons in an 

annual cycle. To test, we look at home sale frequency in 10-day bins surrounding announcements 
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for different Jobs/Homes ratios and for different distances. Announcements occurring in the first 

half of 2005 to the last half of 2016 are excluded from this analysis due to cutoffs caused by data 

availability. 

 

Table 23: Changes in Volumes of Home Sales 
Jobs/Homes Low Moderate High 

Distance 

0-15 

Minutes 

15-30 

Minutes 

30-45 

Minutes 

0-15 

Minutes 

15-30 

Minutes 

30-45 

Minutes 

0-15 

Minutes 

15-30 

Minutes 

30-45 

Minutes 

Discontinuity -2.46 18.59 14.59 -16.08 -41.59 -63.44 22.60 91.78* 76.72 

 
(19.41) (67.11) (72.01) (17.55) (60.80) (80.31) (14.50) (55.49) (55.60) 

Post-Trend -0.3 -1.51** -1.74** -0.34** -1.36** -1.61** 0.054 -0.082 0.276 

 
(0.1892) (0.6375) (0.677) (0.1667) (0.5765) (0.7483) (0.1359) (0.516) (0.530) 

R2 0.02 0.016 0.017 0.015 0.018 0.015 0.026 0.021 0.016 

N 361 361 361 361 361 361 361 361 361 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Time regressed on sales volume per day for 180 days prior to and following the announcement date. 

Coefficients estimates for discontinuity at T=0 and change in post-trend. Data are stratified by Jobs/Home intensity 

tercile and driving distance.   

 

Results for the main result, high Jobs/Homes within 15 minutes, show positive but 

insignificant movement of home sale volumes at the discontinuity point. No movement was 

observed leading up the cutoff date. This result supports the story that the housing market 

became more active following the announcement as prices increased.   

Most stratifications of the model outside of high Jobs/Homes ratio deals had significantly 

negative post-trends observed for the volume of home sales on the market. While there are 

effects observed, we find no evidence that sale volumes substantively increase or decrease 

following announcements in rings closer to the announcement site. Moreover, there do not 

appear to be greater changes for cases with high Jobs/Homes ratios, where the largest effects 

were observed.  
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Alternate Cutoff Dates  

Next, alternate dates will be used to test the model. There could be an argument wherein 

seasonal variation in home prices produces apparent discontinuities. For each announcement 

with high Jobs/Homes ratios, we provide discontinuity coefficients and 95% confidence intervals 

using rolling placebo announcement dates ranging from one year prior to one year post the actual 

announcement date. We hypothesize that discontinuities estimated as ‘false’ cutoffs will 

primarily return insignificant results. This is confirmed by results in Figure 13, where the effect 

sizes are largest and most consistently statistically significant around the actual announcement 

date (0). 

  

 

Notes: Discontinuity coefficients and 95% confidence intervals for high Jobs/Homes announcement using a 180 

bandwidth and placebo cutoffs.   

Figure 23: Alternate Cutoff Dates 
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Alternative Weights 

Greater number of home sales within larger metro areas may in practice obscure 

movement occurring in less dense housing markets. To ensure that results are not being driven 

by housing price changes solely in cases with greater numbers of observations, weights are used 

to give each case equal representation in the model. Home sales are assigned weights equal to the 

inverse of the number of total assessed homes within a 15-minute drive of the announcement 

site. To prevent outliers, weights are capped at the 90th percentile.  

 

Table 24: Weighted Regression Results 
Job/Homes Low Moderate High Full 

Discontinuity 0.0033 0.0052 0.0326** 0.0119 

  (0.0122) (0.0150) (0.0147) (0.0084) 

Post-Trend -0.0003 0.0000 0.0001 -0.0001 

  (0.0002) (0.0002) (0.0002) (0.0001) 

R2 0.578 0.636 0.499 0.589 

N 122224 96894 62312 281430 

Announcements 33 33 33 99 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Results by Job/Homes category. Regressions use weights inversely proportional to the number of total homes 

within a 15-minute drive time radius of site.  

 

Results show lower estimates for home price movement in cases with more jobs 

promised, but estimates remain significant. Weights do not substantively change the core 

findings, implying that the model does a good job in balancing cases with different number of 

home sales. They also do not have a large impact on R2 metrics for any regression, indicating 

that the weighted model does not do a much better job of explaining variation.  
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Omitting Marginal Cases  

A final robustness check ensures that cases marked during the data collection process as 

noisy or as having low headline data are not driving results. When reviewing headline data to 

identify announcement dates and determine which cases were ‘surprises’ and represented 

information shocks, we found variation in the precision of announcement dates. Some announced 

were very clearly suited for the study, with clean and clear announcements. Others had few 

headlines or had some amount of noise or speculation preceding the announcement which might 

have weakened the information shock or caused markets to adjust early. While many cases were 

dropped because of very messy data or significant noise before announcements, cases with some 

of these effects in moderate intensities were kept. To ensure that these cases are not driving 

overall effects, we check to see if the model produces different results when excluding this 

subset of cases.  

 

Table 25: Noisy and Low-Data Announcements 

  
Noisy/ Low 
Data 

All Other Cases 

Jobs/Homes Low Moderate High Full 

Discontinuity  0.0414* -0.0064 0.0087 0.0492*** 0.0095 

 (0.0215) (0.0164) (0.0167) (0.0153) (0.0107) 

Post-Trend  -0.0003 0.0002 -0.0003 0.0005 0.0001 

 (0.0004) (0.0002) (0.0002) (0.0004) (0.0002) 

R2 0.437 0.591 0.683 0.5 0.62 

N 63090 92412 78041 47887 218340 

Announcements 24 23 26 26 75 

* p<0.10, ** p<0.05, *** p<0.01 

Notes:  Results by Job/Homes category omitting cases with headline data flagged as ‘noisy’ or ‘low data’ for all 

New and Expanded investment Types  

 

When noisy or low data cases are omitted, estimates decrease slightly but are not 

substantively impacted. Estimates for the highest Jobs/Homes ratio category decrease by a 
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percentage point, and post-trends increase. However, we view similar effects when stratifying on 

other dimensions, and do not conclude that these marginal cases have a substantively different 

impact on the model. Examining these marginal cases in isolation, results for discontinuities are 

high and weakly significant. Post-trends show no unusual behavior. In total, these cases do not 

show signs of concerns that the data collection method misidentified announcement dates.  

Additionally, 15 announcements in the sample were ‘contenders’ for investments before 

being named the 'winner' of a corporate site search. In these cases, places were aware that they 

were being considered for a major investment. A concern is that there is positive movement in 

home prices prior to the announcement date for these cases, leading to underestimates of the 

effect sizes. Contender cases do show negative post-trends possibly implying that the market was 

already on an upward trajectory based on expectations of new growth. However, separating out 

‘contenders’ from other cases still yields significant results on par with estimates for high 

Jobs/Homes intensity cases, which is fitting as ‘contender’ announcements skew towards higher 

Jobs/Homes ratio cases. Results for the remaining cases do not substantively change.   

 

Table 26: Contender Announcements 
  

Contenders 

Non-Contenders 

Jobs/Homes Low Moderate High Full 

D 0.0518*** -0.0098 0.0135 0.0622*** 0.0116 

  (0.0143) (0.0150) (0.0171) (0.0180) (0.0110) 

PT -0.0003 0.0002 -0.0003 0.0004 0.0001 

  (0.0005) (0.0002) (0.0002) (0.0004) (0.0002) 

R2 0.636 0.558 0.64 0.383 0.581 

N 26277 112796 88973 53384 255153 

Announcements 15 30 28 26 84 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Model results for Contender announcements and for non-Contender announcements by Job/Homes terciles. 
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Conclusion  

In this paper we explored the impact of EDIs on property values on a national scale over 

a 12-year period. Overall, we find that sale prices of homes within a 15-minute drive increased 

by as much as 5.8 percent directly following the announcement of deals promising high numbers 

of jobs relative to the size of the local housing market. This result is the first national evidence 

that local business incentives may positively impact local home prices, on average, and supports 

recent research that home prices can be immediately affected by information shocks. To conduct 

this analysis, we undertook a meticulous analysis of nearly 200 major EDIs, ruling out instances 

where the timing of the announcement is not precise (which the identification strategy of our 

research design depends on). For example, if a project is rumored (and publicized) to be 

underway, some adjustments may happen before announcements. Conversely, the full incidence 

of the housing price may not occur immediately if buyers or sellers harbor doubts about whether 

the project will occur. In total, we evaluate 114 ‘surprise’ deals across the U.S. and their 

subsequent effect on their housing markets. 

Our findings also show that not all types of deals moved housing markets, however.  

Importantly, the context of the deal itself and the local housing market are sources of 

heterogeneous effects. When analyzing individual cases, results are highly variable and both 

positive and negative statistically significant results are observed. Policymakers considering 

offering incentives should be prepared for a wide range of effects on the housing market and 

should not assume effects will be positive. Effects can include decreased prices, potentially 

caused by expectations of higher taxes to pay for incentives, or rapid increases to prices due to 

increased demand aggravating existing housing shortages. There is some evidence that prices 

will increase faster in markets with relatively inelastic supply of housing.  
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This line of research has significant potential to answer questions about the efficacy of 

incentive programs, the motivations of homeowners to advocate for pro-growth policies, and the 

distributional impacts of incentive policies. While this analysis focused on overall movements of 

the housing market, future research in this vein can explore how different neighborhoods or 

subpopulations are impacted by EDIs. Especially, tying home sale values to Census data on 

buyers and sellers would allow for a more robust exploration of who benefits from these 

incentives. Similarly, a more detailed examination of the geographic distribution of home price 

changes by neighborhood could illuminate how home-price shocks following incentives and 

business attraction can impact neighborhood change, displacement, and gentrification.  

 

 

  



152 

 

Appendix 1: Sector-specific Results 

Warehousing jobs may also have an impact on the overall industry composition of treated 

counties, either through spillovers that benefit and strengthen some industries of through 

competition for labor that crowd other industries out. Two specific industries of interest to 

examine coming into this experiment were manufacturing and construction. Manufacturing jobs 

trend down in both treatment and control counties at a similar rate of overall decline. Over the 

period of observations, manufacturing’s employment share fell from around 19% to around 14%. 

While warehousing jobs may in some respect be crowding out manufacturing, effects are not 

observed in this turbulent period.  

   

 
Notes: Wage share by sector as a percentage of total county wages for treatment and control counties.  

Figure 24: Industry-level Employment and Wage Trends 

 

The construction industry is also expected to be impacted. During initial years, 

construction jobs may have been created in direct relation to the creation of the warehouse. This 

may precede hiring effects, occurring prior to EY 0. Treatment counties do see construction 

industry jobs increases from EY -2 to EY 2 before decreasing to original levels. However, this 

effect is matched by an even larger increase in control counties. Taken as a share of wages, 
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however, construction jobs are relatively stable until control counties see a sharp drop off 

beginning in EY 4. 

Analysis above estimated a large multiplier effect of 2.42 jobs per warehousing job in 

treated counties. Multiplier effects can also be broken down by industry. Using County Business 

Pattern data at the 2-digit NAICS level, changes in employment for treated counties relative to 

changes for treated counties are disaggregated to observe which industries saw the greatest 

growth as a result of warehousing investments. NAICS codes at the 2-digit level are combined to 

create service sectors. Traded services consist of NAICS 51-56; local services consist of NAICS 

42, 61, 62, 71, 72, and 81; manufacturing consists of NAICS 31-33; construction consists of 

NAICS 23. Remaining codes are combined into an ‘other’ category.  

Local services are expected to see positive multipliers as due to increased local spending. 

Industry-level spillovers are expected to bring increased employment in the transportation 

industry even outside of warehousing and storage jobs. The construction industry was expected 

to see an immediate increase related to the construction of the distribution center, yet no such 

effect was observed.  
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Notes: Change from Event Year -1 by industry in sector employment as a percentage of total county employment for 

treated counties relative to counterfactual counties. Traded services consist of NAICS 51-56; Local services consist 

of 42, 61, 62, 71, 72, 81; manufacturing consists of 31-33; construction consists of 23. The other is calculated by 

subtracting out from total employment tracked by CBP. 

Figure 25: Industry-specific Multiplier Effects 

 

Manufacturing dipped in years 1 and 2, which could potentially be interpreted as a 

crowding-out effect as warehousing employment reached its peak in this period, yet due to 

proximity to fluctuation in manufacturing job markets during this period, manufacturing decline 

cannot be causally tied to the effect of treatment. Both control and counterfactual counties 

experience substantial decreases in manufacturing employment during the period, in line with 

national trends. 

 Interestingly, much of the positive impact comes in traded services sector. Trade services 

are significantly different from the control group at the 5% level in event years 2, 3, and 9. 

However, treated counties also saw significant differences in event year -1, implying that some 

differences may be attributed to incongruent pre-trends, not the impact of the treatment. 
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Results in the main analysis sections treat all sectors outside of transportation and storage 

as homogenous. However, the sectors specific effects of warehousing jobs are of interest, given 

that impacts on employment and pay may differ by sector. Using QCEW data, regressions for 

aggregate wages and average annual pay are repeated for the goods producing and service 

producing categories. QCEW data from BLS also includes an ‘Other’ category, which is 

excluded from analysis. 

 

Table 27:  Impacts by Goods and Services Sectors 
  (1) (2) (3) (4) 

Treatment Year 

Total Wages, 

Goods 

Total Wages, 

Services 

Annual Pay, 

Goods 

Annual Pay, 

Services 

TY -6 0.0121 -0.011 0.0261 -0.00498 

TY -5 0.00436 -0.0193 0.0177 -0.0127 

TY -4 -0.00224 -0.0227 -0.000837 -0.0335** 

TY -3 -0.0246 -0.0159 -0.00324 -0.0117 

TY -2 0.00345 0.00482 0.00427 0.00299 

TY 0 -0.0244 0.0304 -0.000539 -0.00827 

TY 1 -0.0202 0.0562* 0.00821 -0.00932 

TY 2 -0.0115 0.0628* 0.0115 -0.00689 

TY 3 0.0158 0.0739** 0.0177 -0.00494 

TY 4 0.0358 0.0799** 0.0181 -0.00266 

TY 5 0.0617 0.0783** 0.0221 -0.00783 

TY 6 0.0735 0.0771** 0.0289 -0.014 

TY 7 0.0143 0.0729** 0.0021 -0.0216 

TY 8 -0.0104 0.0667** 0.00248 -0.0183 

TY 9 -0.00264 0.0753** 0.015 -0.0172 

TY 10 0.00823 0.0631* 0.00639 -0.0339** 

TY 11 0.0203 0.0823** 0.00912 -0.0334** 

TY 12 0.027 0.0999*** 0.00358 -0.0239 

Constant 19.19*** 19.76*** 10.47*** 10.09*** 

Observations 1,178 1,178 1,178 1,178 

R-squared 0.252 0.88 0.878 0.933 

EY Fixed Effects Y Y Y Y 

No. Counties 62 62 62 62 

*** p<0.01, ** p<0.05, * p<0.1 

Source: BLS QCEW 

Notes: Results by treatment year describing percentage changes from Event Year -1 for treated counties relative to 

control counties. Uses definition of goods and service producing industries from QCEW. Results not shown for 

‘Other’ category.  
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Aggregate wages in services show immediate growth, which is expected due to direct 

effects of hiring in the warehousing sector. Percentage growth reaches as high as 7.7 percent and 

is significant after event year 1 on. However, wages in services are lower than in counterfactual 

counties. Goods producing industries see a jump in employment between years 3 and 6, with 

slightly higher annual pay. Given this is period of intense manufacturing decline and the Great 

Recession, positive coefficients in goods producing industries could be interpreted as slower rate 

of decline rather than growth in these industries. (Autor et al., 2013) This could also represent an 

initial substitution effect, with lower-wage goods producing jobs more likely to be crowded-out 

in initial periods, lowering employment but increasing wages. 

 

  

Notes: Coefficients for TYi describing percentage changes in total aggregate wages and average annual pay for 

treated counties relative to control counties. Uses definition of goods and service producing industries from QCEW. 

Results not shown for ‘Other’ category.  

Figure 26: Impacts by Goods and Services Sectors 

 

 Results imply that local service jobs increase, yet the level of annual pay for services 

slopes down. This may imply that while employment opportunities are increasing in this sector, 
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new jobs have lower pay. Differences becoming significant only in EY 10 and 11. By contrast, 

wages in goods producing industries trend upwards until EY 6.  
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Appendix 2: Data Collection Protocol 

 

Overall Steps 

1) Locate the exact site of the company  

2) Complete search in NexisUni, specifying years of interest and downloading results 

3) Enter industry, other company specific information 

4) Run Stata code to identify dates with news spikes 

5) Identify cutoff date(s) 

6) Determine whether the case should be included in the sample 

 

Protocol 

• Google plant for Exact Address 

• Find Industry here: https://classcodes.com/naics-3-digit-subsector-code-list/ 

• Follow GJF link for information 

o Record extra data 

o Find ‘announcement date’ if possible 

• Lexis Nexis Uni – UNC 

o https://guides.lib.unc.edu/go.php?c=46108264 

o Search under ‘news’ 

▪ Group Duplicates = “ON” 

o Search term:  

▪ ([Company]) and ([City] or [blank County) and ([State]) and ( 

• When City is ambiguous or could have two, can add another term 

▪ Slate of search terms to accompany -- (invest* or job or jobs or move or 

acquir* or ascquis* incentiv* or subsid* or package or abatement or plant 

or expansion) 

• Can add an industry term if clarification needed. 

• If extraneous search term added, justify in notes.  

• Search term example: (“Northrop Grumman” OR Northrop OR 

Grumman) and (Brevard or Melbourne) and Florida and (invest* 

or job or jobs or move or acquir* or ascquis* or incentiv* or 

subsid* or package or abatement or plant or expansion) 

o Pause to look for obvious mischaracterizations, bad trends 

o Limit to (year of visible spike – 1 through year of incentive +1) 

▪ For few hits, can expand range.  

• Going back several years is important in many cases 

▪ Especially for plants expanding, may not have clear spike based on search 

terms.  

• These will be teased out later with ‘relevance index’ 

o Download metadata 

▪ Result List for News 

▪ MS Excel – manually enter number of hits (1-1000, max) 

• For entries below 1000, ignore. Review shows they are very low 

quality after initial headlines. 

• Once downloaded – change name to:  

o Nexis_Company.City.St (add a 2, etc, if repeats) 

https://guides.lib.unc.edu/go.php?c=46108264


159 

 

• Identify Discontinuity(ies) 

o Import to Stata, Run Code to:  

▪ Sort by Date 

▪ Create graph for dates, look for clumps.  

▪ Identify news stories, topics. By month, examine stories causing 

discontinuities. 

• Look for incentive announcements as well as expansion, job 

creation announcements 

• Record Dates 

• Eliminate observations without clear announcement dates 

o Includes places with long-permitting processes.  

 

Table 28: Search Terms for in Key-word Analysis of Headline Data 
Key Word Categories Textual Identifier Search Terms 

Search  Finalist Consider Looking Compet* Running Wooed Wooing Woos Propose Plan 

Action Relocate Expand Expans* Invest Moving Move Build Acquir* Acquisition* 

Select 
Pick Choose Chose Select Announce Winner Wins Ensure Agreement Approve Decision  

Employ Job Employ Worker Hiring Hire 

Incentive Deal Incentive Package Tax Passes Grant Contract Abate 

Negative 
Block Stall Uncertain Losses Lost Loss Cut Layoff Setback Unlikely Backlash Scandal Detain 

Delay Oppose Object Closing Foreclos* Alleg* Bankrup* Fears 

Gov Action 
Governor Gov Sen Rep Council Mayor Senate Senator Representative Confirm Capitol 

Legislat* Debat* Superintendent 

Union 
Union Strike Contract Uaw Afl-Cio Aflcio Afl-cio Teamsters  Nea Seiu Ufcw Usw Labor 

Workers "United Steelworkers" "Collective Bargaining" "Afl Cio" 

Business News 
Earnings Reports Dividend First-Quarter Q1 1q Second-Quarter Q2 2q Third-Quarter Q3 3q 

Fourth-Quarter Q4 4q "Conference Call" "Shareholders Meeting" “Shareholders Vote" 
"Fiscal Year" "Fiscal 20" 

Notes: Search terms used in key-word analysis to visualize headline topics and trends. Headlines were scored each 

time a word or phrase appears verbatim in the headline text. Headlines are stripped of all punctuation, with proper 

capitalization imposed.  
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Appendix 3: Full Regressions for Main Results 

 

Table 29: Regression Results with Full Set of Controls 

  
Full Sample 

         Investment Type______                     Jobs/Homes______                    

  New Expanded Retained  Low Moderate High 

Discontinuity 0.0157 0.0054 0.0318* 0.0118 -0.0048 0.0186 0.0578*** 

  (-0.0102) (-0.0118) (-0.0173) (-0.0215) (-0.0143) (-0.016) (-0.0162) 

Post-Trend 0.0000 -0.0001 0.0002 -0.0001 0.0001 -0.0002 0.0002 

  (-0.0002) (-0.0002) (-0.0003) (-0.0003) (-0.0003) (-0.0002) (-0.0003) 

Trend 0.0002* 0.0003** -0.0005*** 0.0001 -0.0003* 0.0003** -0.0002 

  (-0.0001) (-0.0001) (-0.0001) (-0.0002) (-0.0002) (-0.0001) (-0.0002) 

Bedrooms 0.0036 0.0197 -0.0098 0.0133 0.0047 0.0253 0.0143 

  (-0.0196) (-0.0275) (-0.021) (-0.0276) (-0.0233) (-0.0353) (-0.0177) 

Bathrooms 0.3887*** 0.3761*** 0.3935*** 0.3461*** 0.3675*** 0.3628*** 0.4164*** 

  (-0.0206) (-0.027) (-0.0311) (-0.0448) (-0.0279) (-0.0396) (-0.0387) 

Log Acreage 0.2160*** 0.1715*** 0.2687*** 0.3523*** 0.2864*** 0.1421*** 0.1743*** 

  (-0.0214) (-0.0185) (-0.0305) (-0.0454) (-0.0315) (-0.0214) (-0.0281) 

Log Square feet 0.0335* 0.0187 0.0523 -0.0436 0.0177 0.0673** 0.0369 

  (-0.0191) (-0.0218) (-0.0315) (-0.0263) (-0.0261) (-0.0299) (-0.0418) 

Year Built 0.0046*** 0.0045*** 0.0045*** 0.0062*** 0.0041*** 0.0047*** 0.0046*** 

  (-0.0005) (-0.0007) (-0.0007) (-0.0016) (-0.0006) (-0.001) (-0.0011) 

Monday [Reference Category]           

Tuesday -0.0201 -0.0166 -0.0222 0.0012 -0.0124 -0.0442 0.0038 

  (-0.0151) (-0.023) (-0.0161) (-0.022) (-0.0162) (-0.0296) (-0.0339) 

Wednesday 0.0345 0.0271 0.0465 0.1812 0.0678 -0.0033 0.0291 

  (-0.0235) (-0.0299) (-0.0382) (-0.1611) (-0.0437) (-0.0158) (-0.0479) 

Thursday 0.0205** 0.0265** 0.0117 0.0695 0.0334** 0.0146 0.0081 

  (-0.0092) (-0.0121) (-0.0139) (-0.0751) (-0.0151) (-0.0099) (-0.0245) 

Friday 0.0644*** 0.0482*** 0.0870*** 0.0636*** 0.0874*** 0.0445*** 0.0503** 

  (-0.0119) (-0.011) (-0.0228) (-0.0208) (-0.0216) (-0.0136) (-0.0189) 

Dense Urban [Reference Category]           

Urban -0.1753* -0.2533* -0.1118 -0.2097 -0.2036* -0.2442 -0.1061 

  (-0.1049) (-0.1359) (-0.1148) (-0.1664) (-0.1054) (-0.189) (-0.1046) 

Single Family Residence -0.0358 -0.0632 -0.0039 0.1856 -0.0863 -0.0271 0.0543 

  (-0.094) (-0.1246) (-0.0974) (-0.1716) (-0.1027) (-0.1651) (-0.044) 

Rural Residence -0.4664*** -0.4130*** -0.5366*** -0.5355* -0.7387*** -0.3707* -0.1868 

  (-0.113) (-0.1488) (-0.1457) (-0.2861) (-0.1315) (-0.1921) (-0.1437) 

Missing Flag - Bedrooms -0.1712 -0.184 -0.03 0.0902 0.1745 -0.1452 -0.2423 

  (-0.1498) (-0.191) (-0.1784) (-0.1675) (-0.2101) (-0.2636) (-0.2069) 

Missing Flag - Bathrooms 0.244 -0.0374 0.1507 0 -0.1144 0.0559 1.1284*** 

  (-0.2105) (-0.1899) (-0.2055)   (-0.2561) (-0.2515) (-0.1402) 

Missing Flag - Log Acreage -0.2921*** -0.2546*** -0.3412*** -0.6661*** -0.2884*** -0.2516** -0.3187*** 

  (-0.0518) (-0.057) (-0.1093) (-0.101) (-0.0679) (-0.0975) (-0.1149) 

Missing Flag - Year Built -0.2581** -0.2025* -0.289 -0.6243** -0.3512** 0.0003 -0.32 
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  (-0.1094) (-0.1125) (-0.1927) (-0.2211) (-0.1558) (-0.2156) (-0.2949) 

Constant 0.4378 0.7883 1.0624 -0.0634 2.2510* -0.1006 1.1684 

R2 -0.9664 -1.371 -1.2748 -3.0071 -1.1762 -2.0346 -2.1014 

N 0.586 0.638 0.431 0.62 0.566 0.637 0.456 

Announcements 99 67 32 15 33 33 33 

* p<0.10, ** p<0.05, *** p<0.01 

Notes: Complete regression output corresponding regressions presented in Tables 7 and 8. Case-level controls 

included in model but not presented. Categorical variable ‘DAY’ has values Monday – Friday, Monday used as Base 

Category. Categorical variable ‘LandGroup’ has values Dense Urban, Urban, Single Family Residence, and Rural 

Residence. Dense Urban used as Base Category. Missing Flags are 1 when values of variable are missing. 
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