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ABSTRACT 

 

Brian M. Cartiff: The Effects of a Brief Epistemic Cognition and Metacognition Intervention on 

the Continued Influence Effect 

(Under the Direction of Jeffrey A. Greene) 

 

 

 Individuals rely on accurate information to make important decisions, but in the current 

environment the vast amount of misinformation present in society is complicating people’s 

thinking. Many people fall prey to a cognitive bias called the continued influence effect, which 

occurs when they continue to use misinformation even when they have seen and can 

acknowledge a correction of the inaccurate messaging. Researchers have started to examine this 

phenomenon in the context of socioscientific issues such as vaccination, but it is not apparent 

that it occurs when people engage with less politicized topics. Debunking interventions have also 

largely been ineffective at helping people avoid the bias. This suggests a need to investigate 

prebunking interventions to combat the continued influence effect. In this dissertation, I 

conducted three studies examining if people exhibited the continued influence effect when 

dealing with misinformation about the topic of antioxidant supplements. In the first study, novel 

materials were reviewed by ten individuals who provided feedback on their accessibility and 

clarity. In the second study, a randomized control trial (n = 440), the continued influence effect 

was not detected, but the manipulation of beliefs by misinformation was. After revising the 

materials, a third study was conducted (n = 572) to examine the efficacy of a prebunking 

epistemic cognition and metacognition intervention at attenuating the occurrence of the 

continued influence effect. Again, the bias was not detected. The findings indicated that the 
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continued influence effect may only occur with more politicized and controversial socioscientific 

issues. 
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CHAPTER 1: INTRODUCTION 

In democratic societies, ideally, citizens should be able to participate in the public sphere 

in knowledgeable and informed ways (Sunstein, 2001). People need to be able to acquire and 

understand information about the economy, politics, and education, among many other areas to 

make beneficial decisions for themselves and their families and to participate productively in 

societal issues (Royal Society of London, 1985). These decisions can involve how people invest 

their money, how they vote in elections, or whether they send their children to public, private, or 

charter schools. Additionally, critical socioscientific issues (e.g., global warming, diseases and 

vaccination, cloning) have motivated government officials and policymakers to increasingly seek 

to engage the public in discussions about the conduct and consequences of science (J. Barnett et 

al., 2007). In order for this process to be fruitful, though, it is vital for laypeople to have accurate 

conceptualizations of scientific methods and scientific evidence. 

People’s understanding of science issues like global warming may influence how they act 

individually (e.g., choosing to reduce their carbon footprint by utilizing public transportation or 

investing in efficient solar panels) and how they act in the public forum (e.g., campaigning for 

environmentally sound policies). Similarly, their understanding of health topics, like the harmful 

effects of oxybenzone used in sunscreens (e.g., it has been shown to disrupt endocrine functions 

in laboratory animals and kill coral; Downs et al., 2106; J. Wang et al., 2016), may lead them to 

buy sunscreens that do not include this compound. As another example their recognition of the 

dangers of the widespread usage of glyphosate pesticides and herbicides, which have been linked 
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to carcinogenicity and DNA and chromosome damage in human cells (World Health 

Organization [WHO], 2015), may motivate them to protest in favor of a nationwide ban.  

Unfortunately, just as frequently if not more so, it seems that many members of the 

public exhibit misunderstandings of science and health topics. These misunderstandings can have 

deleterious effects for individuals, families, and societies as a whole (Oreskes, 2019). People’s 

misperceptions about supposed dangers of consuming genetically modified organisms (GMOs) 

may affect their shopping habits for their family and persuade them to share their thoughts and 

corresponding narratives on the topic through social media. Flawed views of vaccines can 

contribute to incorrect beliefs about the relative risks and benefits of vaccinations. Such 

misunderstandings have led parents to eschew the evidence-based recommended vaccination 

schedule for children, putting their own children and others at unnecessary risk of disease and 

compromising herd immunities (Mnookin, 2011). Many scholars have expressed deep concerns 

regarding non-normative public thinking about these types of issues and others, like the shape of 

the Earth, biological evolution, and homeopathy (e.g., Landrum et al., 2021; Offit, 2018; Sinatra 

& Hofer, 2021). At extreme positions, members of the public vehemently deny science, at times 

making unsound and unfounded claims. Some frequently espoused irrational beliefs include 

claims that airplane contrails are toxic chemicals sprayed by planes in order to control the 

weather or people’s minds (Tingley & Wagner, 2017), that the NASA moon landing was a hoax 

(Lewandowsky, Gignac, & Vaughan, 2013), and that Big Pharma is hiding important medical 

information (Blaskiewicz, 2013).  

Formal investigations into laypeople’s knowledge of science, which largely started in the 

1950s, have generally yielded disheartening findings (J. D. Miller, 1983). These findings have 

indicated that large portions of the voting public are not scientifically literate and cannot make 
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informed judgments about scientific issues (J. D. Miller, 1983). Concerns arising from these 

results led to the burgeoning academic fields of scientific literacy and the public understanding 

of science, as well as to calls to address the public’s deficits of knowledge as well as their 

maladaptive attitudes of science through science education curricula renovations (National 

Academies of Sciences, Engineering, and Medicine [NASEM], 2019). The United States has led 

this reform movement, but the rest of the world has largely followed suit (Lockard, 1967). The 

hope was that modernizing science coursework would enable students to become more adaptable 

in their understanding of scientific ideas and principles (Jenkins, 2013). These initial 

innovations, however, did little to change public outcomes on measures of science 

understanding, and curricula and standards have subsequently been revised and implemented 

several times since. In the United States, the most recent large-scale curricular renovation has 

been the Next Generation Science Standards and its emphasis on disciplinary core ideas, science 

and engineering practices, and crosscutting concepts (Bybee, 2014). Educators and 

administrators hope that these standards will guide instruction to empower students to become 

“informed citizens and consumers, able to assess the reliability of scientific claims” (Höttecke & 

Allchin, 2020, p. 642) involved in important socioscientific issues. 

An accompanying line of thinking is that the public would have better understanding of 

science and health issues if they had better access to scientific information. Vannevar Bush, the 

prescient engineer and leading national science administrator, predicted in 1945 that there would 

be a “future device…in which an individual stores all his books, records, and communications, 

and which is mechanized so that it may be consulted with exceeding speed and flexibility” (para. 

4, section 6). He saw this Internet-foreshadowing device, which he called a “memex,” as “an 

enlarged intimate supplement to [a person’s] memory” (Bush, 1945, para. 4, section 6). As the 
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advent and the development of the Internet made information easier to access and distribute, 

many others shared Bush’s hopes that it would benefit both individuals and societies (e.g., Gates 

et al., 1995; Gilder, 1994; Grossman, 1995; Selnow, 2003). Unfortunately, this “information 

explosion” (Buckland, 2017, p. 33) has created a “data smog” (Shenk, 1997, p. 31) rife with fake 

news and misinformation (Barzilai & Chinn, 2020; Scheufele & Krause, 2019). This mixture of 

legitimate and illegitimate information has created a murky environment that makes obtaining 

and assessing pertinent information increasingly challenging (Sinatra & Lombardi, 2020). 

Bush and other prognosticators might have seen a rosier future in an information rich 

society, but other scholars have expressed concerns about people’s ability to process massive 

amounts of information long before the digital age. Gross (1964), Toffler (1971), and Jacoby 

(1977), to name a few, theoretically and empirically examined information overload and the 

strains that it puts on human processing capacity. They determined that this stress subsequently 

reduces the quality of decisions. The eminent economist, political scientist and cognitive 

psychologist, Herbert Simon, also addressed this issue. Simon (1972) believed that decisions 

about risk were largely limited by the availability of information and the time that people have to 

consider this information, an idea he called bounded rationality. He also argued, however, that 

having access to more information does not automatically lead to better decisions. He spoke 

about these concerns long before the Internet was invented: 

Similarly, in an information-rich world, the wealth of information means a dearth of 

something else: a scarcity of whatever it is that information consumes. What information 

consumes is rather obvious: it consumes the attention of its recipients. Hence a wealth of 

information creates a poverty of attention and a need to allocate that attention efficiently 
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among the overabundance of information sources that might consume it (recorded in H. 

A. Simon et al., 1971, p. 40-41). 

Herbert Simon (1956) believed that this excess of information could led people to engage in 

satisficing, a cognitive shortcut or heuristic that entails searching through available alternatives 

until some acceptability threshold is met (Colman, 2006). Tversky and Kahneman (1973, 1974) 

showed that this is just one of many heuristics that people engage in when dealing with 

information and demonstrated that in many cases these strategies can lead to irrational thinking 

and poor decision making. 

Complicating matters is the fact that new media (i.e., the Internet and social media) have 

not just led to an abundance of information, but also an accompanying proliferation of 

misinformation (i.e., false content or information shared by someone who is unaware that it is 

inaccurate; L. Wu et al., 2019), disinformation (i.e., fake or inaccurate information which is 

deliberately deceptive and shared to mislead people; Karlova & Fisher, 2013), and 

malinformation (i.e., legitimate information that is shared with the goal of causing harm; Walker, 

2019). Misinformation and its kin are not new (e.g., McKernon, 1925), but the Internet and 

social media have “changed the game” (Ehrenberg, 2012, p. 22). This is in part because many 

online claims and stories are not vetted or fact-checked before they reach the masses (Ehrenberg, 

2012), and in part because both legitimate and illegitimate information can spread rapidly in 

these environments (Del Vicario et al., 2016; Karlova & Fisher, 2013). These developments led 

Dictionary.com to choose “misinformation” as their 2018 word of the year, a month after “toxic” 

was selected by the Oxford Dictionaries (Italie, 2018). Together, these two words describe why 

many scholars (e.g., Barzilai & Chinn, 2020; Scheufele & Krause, 2019; Sinatra & Lombardi, 
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2020) and public officials (e.g., Zarocostas, 2020) are concerned about how people learn in  

online environments. 

This “cesspool of misinformation” (Frish & Greenbaum, 2017, p. 19) in new media may 

also have unfortunate effects on people’s understanding of science and health issues (Silberg et 

al., 1997), as “unwarranted belief in treatments that do not work can be just as catastrophic as 

non-belief in treatments that do work” (Trembath et al., 2016, p. 118). The COVID-19 pandemic 

has provided ample support for such concerns. False stories about the creation of the virus, the 

nature of the virus (e.g., it is linked to 5G technology; Ahmed et al., 2020), possible treatments 

(e.g., following a ketogenic diet; Cohut, 2020), and vaccination (e.g., that the vaccines contain 

microchips; Fauzia, 2021), or even narratives about the whole thing being a hoax (Reuters Staff, 

2021) have affected how individuals and communities have acted in response.  

These issues, however, are not linked solely to COVID-19 concerns. As more and more 

people have turned to online resources to research a wide variety of health and science topics in 

order to make important personal medical decisions (X. Liu et al., 2017), it has become apparent 

that this practice comes with the risk of encountering significant amounts inaccurate information 

(Tambuscio et al., 2015). Social media use also enhances the circulation of misleading medical 

and health information (K. Wilson & Keelan, 2013), and this propagation can have deleterious 

effects, especially considering almost 60% of American adults express concerns about the 

difficulty of determining and deciphering accurate information in this news environment (Gallup, 

2018). Having to sift through and assess this abundance of information and misinformation can 

easily overtax people’s limited attention capacities and lead to poor decision making, along the 

lines predicted by H. A. Simon (1971, 1972). A likely mechanism for this poor decision making 

involves people’s employment of effort-reducing mental shortcuts (e.g., heuristics; Shah & 
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Oppenheimer, 2008) which may help them conserve energy and limit the drain on their 

attentions, but also can lead to the increased errors in judgment (Blumenthal-Barby & Krieger, 

2014).  

Clearly, there is a need for a better and more nuanced understanding of why people are 

susceptible to misinformation, and in particular why they are even more susceptible to such 

misinformation when they encounter it online. Additionally, it would be beneficial to determine 

what can be done to inoculate or fortify people, so they are less susceptible to such inaccurate 

and false information. Psychologists and other scholars have studied these ideas in two areas of 

scholarship: cognitive biases (e.g., Cook et al., 2017) and epistemic cognition interventions (e.g., 

Barzilai & Ka’adan, 2017), and there is a need for further research that both integrates and 

extends findings from these two fields. 

Cognitive Biases 

A major problem with the abundance of misinformation is that it seems to amplify 

people’s cognitive biases (Zollo, 2019). These errors in judgments, memory, or decision making 

are frequently the result of mental shortcuts that people take in their thinking (Blumenthal-Barby 

& Krieger, 2015), and may be the result of a lack of metacognitive monitoring (Tay et al., 2016). 

For example, people are prone to look for evidence that supports their pre-existing beliefs, a 

tendency commonly referred to as confirmation bias (Kayhan, 2013; Schweiger et al., 2014). 

The existence of false narratives and information available on the Internet and social media 

facilitates this bias because it makes it easier to find material that supports a variety of beliefs, 

whether they are accurate or not (Del Vicario et al., 2016). In social media, the existence of echo 

chambers (i.e., environments in which certain opinions, beliefs, or ideologies are reinforced 

through repeated interactions; Cinelli et al., 2021) ensure that the same people see or hear the 
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same misinformation multiple times, which can facilitate both confirmation bias and the illusory 

truth effect (i.e., when judgments of a statement’s validity are strengthened after repeated 

exposure; Dechêne et al., 2010). Such cognitive biases may be “why interventions, such as 

recommending articles with corrective information, have shown mixed efficacy” (Chou et al., 

2020, p. S273). 

Given the high likelihood of encountering misinformation online, the mixed efficacy of 

attempts to correct that misinformation is particularly alarming. Researchers have shown that 

even when people learn and acknowledge that previously encountered ideas are incorrect, this 

false information can continue to shape the way people think and act (Rapp & Braasch, 2014). 

This cognitive bias, called the continued influence effect (Johnson & Seifert, 1994), has been 

studied via a variety of research designs. Typically, such studies (e.g., Johnson & Seifert, 1994) 

involve participants reading a series of statements that include a piece of misinformation. After 

the experimental group reads these statements, they see a retraction or correction of the 

misinformation. Despite acknowledging this retraction, though, the misinformation still 

influences how these participants answer questions later, albeit usually less so than control 

participants who saw the misinformation but did not see the retraction. The continued influence 

effect has been demonstrated in a variety of different tasks, including drawing inferences from 

texts, creating hypotheses from data, and forming impressions about oneself or others (Seifert, 

2002). Even more concerningly, researchers have found that repeated retractions are not 

necessarily more effective at combating the continued influence effect than a single retraction 

(van Oostendorp & Bonebakker, 1999) and that specific warnings and explanations about the 

continued influence effect itself also do not eliminate it (Ecker et al., 2010).  
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Scholars have studied the continued influence effect in the context of real-world 

applications, as well, revealing complex relations with other psychological phenomena. 

Lewandowsky et al. (2005), for example, found that retractions related to claims about the Iraqi 

war were less effective depending on the previous beliefs of the participants, which indicates that 

confirmation bias may be interacting with the continued influence effect in some contexts. Swire 

et al. (2017) investigated how the continued influence effect related to motivated reasoning (i.e., 

when people access, construct, and evaluate information with the goal of supporting a particular 

conclusion rather than the goal of accuracy; Kunda, 1990) in the context of political beliefs and 

affiliations, and similarly found that these two cognitive biases may influence each other. 

A few recent studies have focused on the continued influence effect in the context of 

socioscientific and health issues. Pluviano et al. (2017), Horne et al. (2015) and Caple (2019) all 

examined the use of corrective messages to counteract vaccine misinformation. The results of 

such studies, though, have been inconsistent. Pluviano et al. (2017) and Horne et al. (2015) found 

that none of the messages were successful in countering the continued influence effect or 

increasing vaccination intention. Caple (2019), conversely, found corrective messaging, which 

she replicated from Horne et al.’s (2015) study, to be effective. Echoing Swire et al. (2017), 

Caple (2019) pointed out that the topic of vaccination has been highly politicized and 

conjectured that people’s partisan beliefs could activate their engagement in motivated 

reasoning. This biased thinking, in turn, might interact with people’s encoding and processing of 

the original misinformation and the corrective messaging.  

In a second similar study using genetically modified organisms as the topic, Caple (2019) 

found once again that corrections were somewhat effective in reducing the impact of 

misinformation about genetically modified organisms (i.e., they are unsafe to consume), and 
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determined that in this case, partisanship was not related to the participants’ ability to modify 

their beliefs. Based on these limited and inconsistent findings it is unclear if the continued 

influence effect is less active when people are reading corrections about science and health topics 

that are relatively unaffected by political beliefs (e.g., whether or not antioxidants are effective in 

promoting health) as compared to more politically valenced topics (e.g., vaccine effectiveness 

and necessity), or if the degree of politicization of the topic is less of a predictor of the continued 

influence effect than other factors (e.g., motivated reasoning based on polarized beliefs or 

partisan associations). There is an obvious need for studies on the continued influence effect on 

health and science issues that do not also engender strong partisan beliefs, such as antioxidants. 

There is also a need to find a way to inoculate people to fake news and misinformation (Allchin, 

2018), especially because misinformation makes people more susceptible to cognitive biases, 

like the continued influence effect (van der Linden et al., 2017). 

Epistemic Cognition and Interventions to Promote It 

Several prominent scholars have suggested that fostering people’s epistemic cognition 

may help reduce their tendencies to fall into mental traps like biased thinking (e.g., Greene et al., 

2019; Sinatra & Chinn, 2012). Epistemic cognition refers to thinking related to the nature of 

knowledge and the processes of knowing (Greene et al., 2008) and “concerns how people 

acquire, understand, justify, change, and use knowledge in formal and informal contexts” 

(Greene et al., 2016, p. 1). People employing effective epistemic cognition recognize that 

knowledge rests on evidence and carefully vetted information and therefore that it is subject to 

change or revision as new evidence is gathered or old evidence is invalidated. People’s 

knowledge revisions, or lack thereof, which are at the heart of the continued influence effect, 

therefore are related to epistemic cognition (Sinatra et al., 2014; Trevors et al., 2016).  
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Epistemic cognition research and theory has been around since the late 1960s (Perry, 

1968/1999) and grounded in findings from psychology, philosophy, cognitive sciences, and 

education (Greene et al., 2016). A variety of epistemic cognition models have been proposed and 

tested over the years (e.g., Baxter-Magolda, 1992; Hofer & Pintrich, 1997; Kuhn, 2000; Muis et 

al., 2016; Schommer, 1990), but in general each model posits that development occurs when 

learners embrace a nuanced perspective that integrates subjective and objective aspects of 

knowledge construction and use, aligned with normative views of knowledge and knowing. 

Certain models of epistemic cognition emphasize metacognition more than others (e.g., Barzilai 

& Zohar, 2014, 2016). Considering that people reading misinformation and subsequent 

corrections need to be reflective about how they are thinking and processing information while 

also making epistemic judgments, a model of epistemic cognition with a focus on metacognition 

(i.e., Barzilai & Zohar, 2014, 2016) will be used to frame the intervention in this study. 

Research agendas have linked epistemic cognition to a variety of other constructs and 

outcomes, including moral development (Bendixen et al., 1998), cognition and motivation 

(Hofer & Pintrich, 1997), self-regulated learning (Greene et al., 2014), and academic 

achievement (Greene et al., 2018). Research investigating epistemic cognition has been 

conducted with students at all levels of education (Greene et al., 2018), and with laypeople 

outside of formal schooling environments (e.g., Kienhues et al., 2011). Correlational studies have 

also shown that there is some relationship between academic achievement and epistemic 

cognition (Greene et al., 2018), and intervention studies have supported this finding (Cartiff et 

al., 2021). Though there are no current studies in the literature empirically testing the 

relationship between epistemic cognition and cognitive biases or the effect of epistemic 

cognition and metacognition interventions on such biases, the successful interventions mentioned 
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above and the theoretical speculation by experts in the field (e.g., Sinatra & Hofer, 2021) 

indicate that examining such an intervention’s effect on a prevalent cognitive bias, such as the 

continued influence effect, is a fruitful pursuit that could add to the literature of multiple streams 

of scholarship.  

Purpose of This Study 

 The goal of this study is to determine whether people exhibit the continued influence 

effect when reading and learning about a non-politicized science and health topic and, if they do, 

to examine whether a brief epistemic cognition intervention, based on a model emphasizing 

epistemic metacognition (e.g., Barzilai & Zohar, 2014, 2016), helps attenuate it. I selected the 

topic of antioxidants for several different reasons: (a) there is ample misinformation online about 

antioxidants (Aslam et al., 2017; Goldacre, 2011; Seifirad et al., 2014), (b) there is evidence that 

this misinformation is having a significant effect on people’s perceptions and actions, including 

millions of dollars of antioxidant supplements sales (Ede, 2017; Pomeroy, 2015), and (c), this 

misinformation’s effects on people’s perceptions and actions have important consequences for 

their health (Lu et al., 2013).  

Among the most commonly held misbeliefs about antioxidant supplementation are beliefs 

that (a) these supplements are closely monitored in the same way as pharmaceuticals by the 

Federal Drug Administration or a similar governing body (Hamblin, 2016), (b) supplements are 

not potentially dangerous, and (c) taking megadoses of them is reasonable and safe (Offit, 2018). 

In reality, the governance and regulation are almost nil, as the Federal Drug Administration 

views such supplements as food (Hamblin, 2016). Alarmingly, megadoses of antioxidant 

supplements can be harmful and even lethal (Offit, 2018). However, the most prevalent misbelief 

appears to be that taking antioxidant supplements can prevent disease and aging, and this 
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erroneous belief seems largely based on the significant misinformation and disinformation 

available on the Internet and in the media (Goldacre, 2011). This misinformation has many 

sources, including: (a) lobbying by special interest groups and supplement companies that led to 

relaxed guidelines for dietary supplements (Milbury & Richer, 2008), (b) promising results from 

early observational and correlational studies that have since been invalidated by more rigorous 

random control testing (National Center for Complementary and Integrative Health, 2013), (c) 

misinformed or dated views expressed by nutritionists of debatable expertise (Goldacre, 2011), 

and (d) even just the long life of (mis)information in the digital age. However, unlike many other 

frequently studied public health and science issues (e.g., vaccination, fracking; Jones-Jang & 

Noland, 2020), there is not much evidence that the topic of antioxidants has been politicized. 

This is an important aspect of the topic’s selection for the context of the study because partisan 

thinking on politicized issues can influence motivated reasoning (P. S. Hart & Nisbet, 2012), 

which could potentially cloud the results of the study (i.e., it would be difficult to parse out the 

continued influence effect from motivated reasoning). This makes the non-politicized topic of 

antioxidants a fitting one in an investigation of whether the continued influence effect can be 

ameliorated by an epistemic cognition and metacognition intervention. 

 Ultimately, in this study, I addressed these hypotheses: 

Hypothesis 1 (manipulation check): Participants in a treatment group who saw a piece of 

misinformation about antioxidant supplements would score higher on the measure of 

antioxidant misbeliefs than participants in a control group who did not see any 

misinformation (i.e., higher score means more misbeliefs), after controlling for prior self-

reported knowledge of, and beliefs about, antioxidant supplementation.  
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Hypothesis 2 (continued influence effect): Participants who saw a piece of 

misinformation about antioxidant supplements and a subsequent correction of this 

misinformation would score higher on the measure of antioxidant misbeliefs (i.e., have 

more misbeliefs) than participants who did not see the misinformation at all, but lower 

than (i.e., have fewer misbeliefs) or the same as participants who saw the same piece of 

misinformation but no correction, after controlling for prior self-reported knowledge of, 

and beliefs about, antioxidant supplementation.   

Hypothesis 3 (epistemic cognition and metacognition intervention effect): Participants 

engaging with an epistemic cognition and metacognition intervention task before seeing a 

piece of misinformation and subsequent correction about antioxidants supplements would 

score lower (i.e., have fewer misbeliefs) on the measure of antioxidant misbeliefs than 

participants who saw the misinformation and subsequent correction but participated in a 

comparison task instead of the intervention, after controlling for prior self-reported 

knowledge of, and beliefs about, antioxidant supplementation.  
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CHAPTER 2: REVIEW OF THE LITERATURE 

In this review, I describe the extant literature on the public understanding of health and 

science, misinformation and how it affects people’s understanding of health and science, 

cognitive biases with specific focus on the continued influence effect, epistemic cognition, and 

antioxidants. First, I review some of the history and development of the related paradigms of 

scientific literacy, public understanding of science, and science and society, briefly detailing 

some of their differences, before discussing rationales for the importance of such understanding 

that all three paradigms share. Next, I review several frequently postulated causes of the public’s 

poor understanding of health and science ideas and the results of empirical research into these 

possible causes. Then I provide some historical context of the role of misinformation in 

misleading the public and examples of how the Internet and social media have exacerbated 

problems associated with misinformation and disinformation, followed by a review of empirical 

research on misinformation, specifically with regard to how it affects the public’s understanding 

of health and science-related issues. The effects of this misinformation are tied to a review of 

cognitive biases, which have recently become a major concern for scholars with regard to the 

public’s understanding of science, particularly because of the amount of misinformation and 

disinformation in online environments. This leads to a discussion of the continued influence 

effect, a specific cognitive bias that describes people’s difficulty in revising their thinking based 

on misinformation even when they learn said information is incorrect. 

 Next, I highlight the gap that exists in current research on how to help people combat the 

continued influence effect to indicate the goal and value of this study. I propose that a brief 
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epistemic cognition intervention might address this gap, and I review the development of 

epistemic cognition from its conceptualizations by Perry in the 1960s to current models and build 

the case that aspects of certain models, especially Barzilai and Zohar’s (2014, 2016) model, can 

be employed to help people avoid heuristics that lead to cognitive biases like the continued 

influence effect. This is followed by a discussion of antioxidants, which provide the context for 

this study, and I delineate between accurate information about this health-related topic and the 

significant amount of prevalent misinformation that is readily available in online environments. 

Finally, I review my research questions. 

Scientific Literacy, Public Understanding of Science, and Science and Society 

Scholars have created several distinct strands of research to frame the investigation of the 

general public’s understanding of science. These paradigms include scientific literacy, public 

understanding of science, and science and society (Bauer et al., 2007). Scholars in each of these 

camps agree that the public understanding of science is critical in helping citizens comprehend 

both the potential benefits and abuses of science and enabling them to make informed decisions 

(e.g., Ogunkola, 2013; Rowe et al., 2005; Royal Society of London, 1985), but some important 

differences exist between these three strands. Scientific literacy, or science literacy, was initially 

conceived as an understanding of the relationship between science and society (Hurd, 1958), 

though many other scholars around the same time emphasized an understanding of a so-called 

scientific method or an ability to read and understand science presented in the popular media (M. 

M. Hurley, 1998). Since then, a wide variety of definitions (Anelli, 2011; DeBoer, 2000; 

Laugksch, 2000) have been employed, including its framing as “the knowledge and 

understanding of scientific concepts and processes required for personal decision making, 

participation in civic and cultural affairs, and economic productivity” (National Research 
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Council, 1996, p. 22). Regardless of the exact definition they have employed, researchers in this 

paradigm have focused on knowledge deficits as the root cause of the public’s lack of scientific 

understanding (Bauer et al., 2007). The public understanding of science paradigm has shared 

definitions and goals with scientific literacy, but scholars in this strand have primarily focused on 

attitudinal deficits as the source of the public’s difficulties in comprehending scientific principles 

and ideas (Bauer et al., 2007). The science and society paradigm, in contrast, has centered more 

on the lack of trust between the public and scientists, which scholars in this strand largely see as 

stemming from poor communication by scientific institutions and the condescending attitudes 

scientists have about laypeople (Bauer et al., 2007).  

Scientific Literacy 

Scholars working in the scientific literacy paradigm have been mostly concerned with the 

public’s scientific knowledge deficits, though the earliest investigations actually focused more on 

the public’s attitudes about science and scientists. In one early example, R. C. Davis (1958) 

collected national data in 1957 which revealed that Americans held science in high esteem 

because they saw it as instrumental in achieving personal and national goals. The subsequent 

launch of Sputnik 1 in 1958 and the ensuing space race spurred further interest in the public’s 

ideas about science (Hurd, 1958), and Withey’s (1959b) survey shortly thereafter showed little 

change in the public’s positive views, with 81% of respondents agreeing with the statement that 

“the world is better off due to science” (p. 27) and 92% saying that “science is making our lives 

healthier” (p. 30).  

Withey (1959b), however, also found that a large portion of the public did not know 

much about satellites, which led him to hazard a guess that “no more than 12 per cent [sic] of the 

adult population really understands what is meant by the scientific approach” (Withey, 1959a, p. 
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383). Withey (1959a) felt confident making this remark, despite the fact that these and other 

early investigations were generally aimed at gauging awareness, interest, and engagement with 

science topics, rather than understanding of scientific content or socioscientific issues (i.e., issues 

concerning science that are subject to ethical, social, political and/or economic considerations; 

Sadler, 2004). Withey (1959a) defended his position by pointing out that less than half (i.e., 

47%) of the adult population in America at the time had even taken a high school or college 

science course, and therefore it was not surprising that they lacked scientific understanding.  

Though direct evidence of scientific illiteracy on a broad scale was lacking, and it was 

still unclear what the term “science literacy” actually meant, the United States government 

decided after the Soviet Union’s early satellite success that major changes needed to be made in 

science education throughout the country (Laugksch, 2000). Researchers in the field embraced 

these changes and focused on changing science education to address the knowledge deficits they 

saw as the root of issues with scientific literacy (Bauer et al., 2007). They specifically called for 

the need for required science coursework so more people could get “first-hand experience in 

science and mathematics” (McCurdy, 1958, p. 367). This increased coursework was aimed at 

producing more scientists and engineers (Rudolph, 2002), but also at improving the general 

public’s scientific literacy, as it was deemed important to preserving democracy (Bonner, 1958; 

Rockefeller Brothers Fund, 1958). However, most new science courses were largely designed by 

scientists and focused on disciplinary knowledge and abstract models rather than the daily 

experiences of students (DeBoer, 2000).  

By the 1970s, scholars in the field had recognized that it was “pedagogically unwise to 

focus so heavily on the structure of the disciplines at the expense of the interests and 

developmental needs of learners” (DeBoer, 2000, p. 588), and there was a shift to thinking of a 
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scientifically literate person as one who “uses science concepts, process skills, and values in 

making everyday decisions as he interacts with other people and with his environment” (National 

Science Teachers Association, 1971, p. 47). Definitions and conceptualizations of the concept 

proliferated throughout the 1970s (National Academies of Sciences, Engineering, and Medicine 

[NASEM], 2016). Shen (1975), in one well-cited attempt to corral the term, distinguished 

between three different forms of scientific literacy: practical, civic, and cultural. According to 

Shen (1975), practical science literacy involves scientific knowledge that could help improve 

living standards like making healthy food choices, whereas having a developed civic science 

literacy would enable people to participate “more fully in the democratic processes of an 

increasing technological society” (p. 266). Shen’s (1975) third facet, cultural science literacy, is 

not related to practical problems but more concerned with gaining an appreciation of science as a 

major human endeavor and accomplishment. 

In the early 1980s, J. D. Miller (1983) proposed yet another influential model of science 

literacy that included three dimensions: (a) adequate vocabulary of basic scientific ideas 

sufficient to read and make sense of competing views in a newspaper, (b) an understanding of 

the nature of scientific inquiry, and (c) an understanding of the positive outcomes of science and 

technology on both individuals and society writ large. Despite these new conceptualizations, 

most instruments being used to measure scientific literacy still focused on using distinct 

scientific facts (e.g., “the sun goes round the earth” [true or false]; Durant et al., 1989). 

International reports based on these kinds of questions (e.g., Ailes & Rushing, 1982; Eckstein et 

al., 1982; Hurd, 1982; Husen, 1982) which compared American students to students in other 

countries seemed to support the knowledge deficit model. Scholars also used similar measures to 

determine the public’s knowledge of various scientific ideas and topics (Bauer, 2009). The mass 
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media has repeatedly used the results from these reports to cite public ignorance and cause for 

concern (Bauer et al., 2007), but these types of questions and assessments have also been 

criticized on several grounds. Critics have long argued that responses to individual questions are 

inadequate in measuring scientific literacy (Bauer et al., 2007), and have pointed out that the 

distinct and discrete facts these questions are asking about ignore the process of science, which 

many scholars see as a major facet of its unique identity (e.g., Collins & Pinch 1993). Other 

detractors have contended that such questions do not get at relevant knowledge about scientific 

institutions and politics (Prewitt, 1983), and therefore are incomplete and inaccurate depictions 

of how science works.  

Despite these objections and repeated attempts at reframing or reinterpreting scientific 

literacy, there was still a lack of consensus about what being scientifically literate actually meant 

(Graubard, 1983; Jenkins, 1990). The primary focus of the field also continued to be addressing 

knowledge deficits through increased public education (Bauer et al., 2007), despite the fact that 

research failed to support the idea that additional science coursework in school significantly 

improved student or adult performance on science literacy measures (e.g., National Commission 

on Excellence in Education, 1983). Scholars who ultimately disagreed with this focus started to 

branch of into related paradigms of the public understanding of science and science and society 

in the 1980s and 1990s (Bauer et al., 2007). 

Public Understanding of Science 

The public understanding of science paradigm is usually traced back to 1985 and the 

publication of the Royal Society of London report (Bauer, 2009). The report itself employed the 

terms public understanding of science and science literacy in an interchangeable way, but the 

diagnosis of the main problem shifted from a public knowledge deficit to one that focused on 



 

21 

 

attitudes toward science (Bauer et al., 2007). This paradigm also moved away from viewing 

scientific understanding as a threshold measure (i.e., either scientifically illiterate or scientifically 

literate) to a continuum (i.e., more or less knowledgeable about science; Bauer et al., 2007). The 

major concern expressed by scholars embracing the public understanding of science paradigm 

was that the public’s opinion of science, scientists, and technology had waned significantly since 

initial reports from the 1950s (e.g., R. C. Davis, 1958; Withey, 1959b). Many scholars traced this 

decline to the late 1960s and early 1970s, but even in the mid-1960s data from the National 

Opinion Research Center (Etzioni & Nunn, 1974) showed that almost double the amount of 

people (42 percent of people in 1964 compared to 23 percent in 1957) believed science and 

technology contributed to the erosion of society. 

Throughout the 1960s, the public’s confidence in science and scientists was further 

shaken and by 1971 only 32% of those expressed a great deal of confidence in science, as 

compared to 56% in 1966 according to polls conducted by Louis Harris and Associates (Etzioni 

& Nunn, 1974). There were likely numerous reasons these changes, including some social critics 

like Theodore Roszak, who claimed that science dehumanized society and encouraged people to 

reject technology (Pion & Lipsley, 1981). Other science proponents expressed concern about the 

negative portrayal of science in the news and popular media (Burnham, 1987; Maugh, 1978; 

Lear, 1970). Even the much-ballyhooed United States’ space program fell into public disfavor 

during the early 1970s according to Gallup polls (Pion & Lipsley, 1981).   

Some researchers pointed to the relatively small amount of information on these opinions 

(e.g., Pion & Lipsley, 1981) and others tried to illustrate the inconsistencies and issues with such 

broad surveys (e.g., La Porte & Chisholm, 1978, 1980), but other prominent scholars, like MIT 

President Jerome Wiesner, expressed significant concerns about this increasing mistrust 
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(Wiesner, 1973) and the popular media picked up on this “deepening disillusionment” 

(“Reaching beyond the rational,” 1973, p. 83). Even though evidence showed that younger 

people had more positive opinions about science than their elders (Etzioni & Nunn, 1974), many 

scientists and science educators lamented that public faith in science would not recover (e.g., R. 

Clarke, 1973; Schmandt, 1971), and scholars were concerned that if attitudes about science did 

not improve then people would start to embrace anti-science, pseudoscience, and the like (Royal 

Society of London, 1985). These scholars also stressed that the relationship likely existed in the 

opposite direction, that is, greater understanding of science would lead to more positive beliefs 

about science, scientists, and technology (Bauer et al., 2007).  

Scholars tested this supposition, once again primarily through surveys, in a number of 

different contexts and countries (e.g., Einsiedel, 1994; G. Evans & Durant, 1995). The results of 

these studies, however, were not abundantly clear. For example, in her study with Canadian 

participants, Einsiedel (1994) found significant links between public understanding and attitudes 

toward science and concluded in part that “those who exhibited lower levels of science 

knowledge or understanding were more likely to be distrustful of science and scientists” (p. 41). 

Conversely, G. Evans and Durant (1995) found not only a tenuous, at best, connection between 

knowledge and attitudes in their British respondents, but they also determined “that the 

relationship between attitudes about science in general and attitudes towards specific areas of 

scientific research [were] weak” (p. 57). Still, they concluded that scientific knowledge has some 

“effects on attitudinal consistency and discrimination” (G. Evans & Durant, 1995, p. 57) and that 

these effects might have consequences on public policies. 

These beliefs have continued to lead scholars in this paradigm to assume “that if people 

had all the information, and were able to understand probabilities, they would be more 
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supportive of science” (Bauer, 2009, p. 225). Researchers in this camp contended that as long as 

scientists and science educators can fill “the knowledge vacuum in the scientifically illiterate 

general public” (S. Miller, 2001, p. 116), laypeople will understand science, and agree with the 

experts on socioscientific issues. These scholars also argued that this understanding will lead to 

improved attitudes about science (Bauer et al., 2007). This line of thinking neatly dovetails with 

the beliefs of cognitive and educational psychologists who stress that people’s decision making 

about socioscientific issues (e.g., HIV testing) can be improved by teaching statistical reasoning 

and risk assessment (e.g., Gigerenzer & Hoffrage, 1995). 

Critics of this paradigm have argued that public understanding of science scholars have 

vastly oversimplifying measurements and judgments of the public’s understanding of science 

(Wynne, 1993). These critics have pointed out that frequently employed surveys do not capture 

the importance of scientific knowledge with regard to people’s everyday experiences and 

concerns (Ziman, 1991). These detractors have also condemned the deficit models of both the 

scientific literacy paradigm and the public understanding of science paradigm as being rooted in 

a condescending view of the public which has fostered a vicious circle of mistrust of laypeople 

by scientific actors and a mistrust of science and scientists by the public (Bauer et al., 2007). 

These critiques have led some scholars to shift their focus to scientific institutions and how they 

communicate ideas about science. Scholars in this camp usually refer to their paradigm as 

science and society (Bauer et al., 2007).  

Science and Society 

The science and society paradigm originated in the mid-1990s (Bauer, 2009), and 

participating scholars have focused on changing institutions and policies in ways that aim to 

increase public trust in scientific expertise (Bauer et al., 2007). Advocates of this strand of 
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scholarship have emphasized that the crisis of public trust or confidence in science arises (S. 

Miller, 2001), at least in part, from the “false conceptions of the public [that] operate in science 

policy making and misguide communication efforts of scientific institutions which alienate the 

public still further” (Bauer et al., 2007, p. 85). These scholars view public participation (House 

of Lords Select Committee on Science and Technology, 2000) and public engagement (Rowe & 

Frewer, 2000; Wilsdon et al., 2005) as cornerstones in fostering people’s knowledge, attitudes, 

and trust in science. Critics have pointed out, though, that such participation can lead to 

questionable decision making, such as the United Kingdom’s restrictive approach to genetically 

modified foods (Bauer et al., 2007). 

Summary of the Three Paradigms 

Increasing amounts of research in the United States, the United Kingdom, and throughout 

the world (e.g., Raza et al., 2009; Zhang & Zhang, 1993) demonstrate that none of these 

paradigms have been adequately elaborated to address the complexities of science literacy and 

misinformation in the modern world. The scientific literacy paradigm’s tendency to label people 

dichotomously as either literate or not literate fails to take into account that people may be 

knowledgeable about some scientific issues and not about others. This focus on knowledge 

shortcomings has also been criticized because many of the indicators supposedly demonstrating 

such deficits have been deemed as culturally biased (Bauer et al., 2007), and because people 

employing deficit models tend to hold historically oppressed groups responsible for inequalities 

they face, ignoring “systemic influences that shape disparities in social and educational 

outcomes” (Patton Davis & Museus, 2019, p. 122). Factual measures (e.g., Durant et al., 1989) 

also overestimate the influence of knowledge about an issue on related attitudes and behaviors 

(Brossard & Shanahan, 2006; Laugksch, 2000). For example, a person may be knowledgeable 
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about the science regarding a specific issue (e.g., vaccines) and still make a decision that does 

not follow normative scientific thinking (e.g., choosing not to get vaccinated because of religious 

beliefs).  

Similar shortcomings plague both the public understanding of science and the society and 

science paradigms. Scholars in the public understanding of science strand have mostly just 

shifted the deficit focus to poor public attitudes and those in the society and society paradigm 

have largely faulted scientists and institutions for their poor communication with nonscientists. 

The belief that increasing people’s knowledge of science promotes positive public attitudes about 

science and helps people avoid unscientific and irrational thinking does not seem well-supported 

by empirical literature (Bauer et al., 2007). Even the idea that laypeople generally have negative 

attitudes about science or mistrust scientists seems counter to evidence (J. Carter, 2020; Leshner, 

2021; Millstone & van Zwanenberg, 2000). Researchers in the science and society paradigm 

have encouraged people to participate in public debates and decisions about science , but 

evidence from people’s reactions to medically-informed COVID-19 advice and mandates 

indicates that such participation varies greatly on a number of factors (e.g., science education, 

religious beliefs, political leanings, trust in science) and does not necessarily lead to desirable 

results for societies or individuals (Ball, 2021; Benner, 2021; T. Caulfield et al., 2021; 

Eichengreen et al., 2021; Prettner et al., 2021).  

Ultimately, laypeople, scientists, and institutions all have roles and responsibilities for 

improving the public’s understanding of science, and such improvement must take into account 

the evidence that there are many issues that influence people’s contextualized understanding of 

science and subsequent decision making; some of these will be addressed later in this chapter. 

For the sake of clarity, and because there actually is considerable commonality between them 
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(Burns et al., 2003), for the remainder of this paper these three paradigms will be referenced 

under the umbrella term of public understanding of science. Additionally, health literacy, which 

has been defined as “the cognitive and social skills which determine the motivation and ability of 

individuals to gain access to, understand, and use information in ways which promote and 

maintain good health” (WHO, 1998, p. 10), will also be treated as an aspect of public 

understanding of science, as there is an obvious relationship between the two constructs 

(NASEM, 2016; Zarcadoolas et al., 2005).  

Rationales for the Importance of Public Understanding of Science 

There are various rationales as to why people in the public domain need to have an 

adequate understanding of science and health issues. In the late 1800s, The National Education 

Association’s Committee of Ten (1894) argued that learning science helped people “cultivate the 

habits of observation” (p. 168), and in the early 1900s, John Dewey (1910) articulated that 

learning science was key to formulating important habits of mind and developing reasoning and 

thinking skills. By the mid-1950s, scholars were insisting that scientific literacy was critical for 

members of scientifically advanced societies so that citizens could “make effective decisions in 

personal, civic, and national affairs” (Richardson, 1957, p. 1) and so that “science [can] make its 

maximum contribution to critical thought among all people, and to their effective and happy 

living through intelligent interaction with the living and inanimate world” (Richardson, 1957, p. 

2). 

Richardson’s (1957) ideas foresaw the most prominent reasons given by current scholars 

and pundits for the importance of the public understanding of science. These can be referred to 

as the personal rationale, the democratic rationale, the economic rationale, and the cultural 

rationale (NASEM, 2016) and are largely aligned with Shen’s (1975) and J. D. Miller’s (1983) 
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arguments for scientific literacy previously discussed. While there are critics of each of these 

rationales (e.g., Drori, 2000; Lowell & Salzman, 2007), and research showing that improved 

public understanding of science actually supports them is lacking (Feinstein et al., 2013), they 

are widely held beliefs by scholars, teachers, and political agents worldwide (NASEM, 2016; 

Ogunkola, 2013; Vandegrift et al., 2020). 

The personal rationale emphasizes how scientific knowledge and understanding can be 

important for people in their daily lives regarding decisions about hygiene and health (OECD, 

2012), like deliberating between possible medical treatments or deciding to vaccinate their 

children (Committee for the Reorganization of Secondary Education, 1920; Jenkins, 1990; 

NASEM, 2016; Retzbach et al., 2013). The Royal Society of London (1985) pointed out that 

greater familiarity with the nature of science and scientific issues would help people from falling 

prey to pseudoscientific ruses, like diet fads, and that the technological nature of British society 

required people to have a basic understanding of science to “make the world a more interesting 

and less threatening place” (p. 10). Along similar lines, the NASEM (2016) stated that people’s 

decisions about energy sources and consumption could be affected by their understanding of the 

concept of energy “and the consequences of one choice in comparison with another” (p. 24). The 

idea that a public understanding of science might have personal utility or usefulness, while still 

largely assumed instead of empirically supported (Feinstein, 2011), may be the most frequently 

endorsed rationale. 

The democratic rationale has been around for decades and perhaps centuries, and 

involves ideas encapsulated by Jurgen Habermas’s (1962/1989) public sphere in which “society 

[is] engaged in critical public debate” (p. 52). This rationale stresses the importance of civic 

engagement in the functioning of democratic societies. The main idea is that policies rest on the 
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participation and judgments of the general population, and that citizens play important roles in 

societal decisions about the use of scientific knowledge itself (Nelkin, 1977), including, for 

example, ways of reducing the production of chemicals that contribute to ozone depletion. 

Furthermore, this perspective also includes the argument that the public must be informed about 

science in order to help make “decisions about the allocation of resources to people and 

institutions contributing to the production of that knowledge” (NASEM, 2016, p. 25), for 

example supporting (or not supporting) the funding of studies in controversial areas (Kolstø, 

2001), such as stem cell research. In their landmark text Science for All Americans, Rutherford 

and Ahlgren (1989) stated that people need to understand science in order to “participate 

thoughtfully with fellow citizens in building and protecting a society that is open, decent, and 

vital” (p. xiii). Similarly, the National Research Council (2007) stated that public understanding 

of science was necessary for individuals to “participate in society as educated citizens” (p. 2) and 

later asserted that such understanding was “required to engage with the major public policy 

issues of today” (National Research Council, 2012, p. 7).  

Some scholars have pointed out, though, that these assumptions are largely a “matter of 

faith” (Rudolph & Horibe, 2016, p. 806) and that the rationale is ill-defined, as it is never clear 

what knowledge and specific abilities would be sufficient for such engagement (Rudolph & 

Horibe, 2016). Some skeptics have taken a firm opposing stance and challenged the notion that 

laypeople should be involved in such societal decisions, at all. Walter Lippmann (1922, 

1927/1993), a prominent writer and academic in the United States in the early 20th century, 

claimed that citizens cannot achieve a strong enough grasp of the basic knowledge involved in 

public affairs to ever contribute to them meaningfully, and, even if they could, human self-

interest would inhibit them from acting in a way to benefit the greater society. Lippmann was not 
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specifically addressing public understanding of science with regard to civic engagement, but his 

concerns encompass ideas about the public understanding of science, and he is not alone. Other 

learned thinkers have expressed similar doubts as to the legitimacy of this rationale (e.g., 

Sarewitz, 2004; Scheufele, 2011; Shamos, 1995; Trachtman, 1981). Still, many prominent 

scholars, like Dewey (1927/1946), have rebutted Lippmann’s claims, and government agencies 

and educators throughout the world continue to express beliefs that increasing the public’s 

understanding of science will help citizens develop meaningful questions about scientific matters 

that concern their communities (Norris, 1997).  

Another heavily debated rationale for the importance of the public understanding of 

science is the economic argument, which has been expressed most prominently in the United 

Kingdom and the United States. The Committee to Enquire into the Position of Natural Science 

in the Educational System of Great Britain (1918) wrote toward the end of World War I that “a 

nation thoroughly trained in scientific method and stirred with enthusiasm for penetrating and 

understanding the secrets of nature, would no doubt reap a rich material harvest of comfort and 

prosperity” (p. 7). Almost 70 years later, the Royal Society of London (1985) linked poor public 

understanding of science in the United Kingdom with high unemployment rates, noting that the 

technological nature of their society required people to be scientifically knowledgeable. Many 

reports in the United States and the United Kingdom (e.g., Council for Scientific Policy, 1968; 

National Academy of Sciences, 2007; National Commission on Excellence in Education, 1983) 

stressed that substandard public understanding of science was affecting the pipeline of people 

going into the critical fields of science and engineering and that this was challenging the nations’ 

preeminence in commerce and industry. Economists of education have stated that there are 

strong links between people’s science literacy performance on international tests and their 
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nations’ gross domestic product (Hanushek & Woessmann, 2016). The American public also 

largely believes this rationale. In 2007, 69% of surveyed American adults (800 people total) 

stated that scientific research is very important to the economy of the country and another 28% 

said it was somewhat important (Research!America, 2007). These numbers have stayed steady 

over the years (Research!America, 2017). A 2019 British survey found that 89% of respondents 

believed that young people’s interest in science was essential for the future economic prosperity 

of the nation (Department for Business, Energy and Industrial Strategy, 2020).  

These claims about the importance of the public understanding of science for 

strengthening economies and economic competitiveness, though, are heavily contested. For one, 

there have been few empirical tests of these links (Drori, 2000) and those that are cited 

frequently are correlational studies showing a positive relationship between the growth of 

science and economic development (e.g., Blute, 1972; Inhaber, 1977). These were not studies 

between the public understanding of science and economic growth, though, and the results of 

similar such studies in developing countries show a negative relationship (e.g., Shenhav & 

Kamens, 1991). These findings demonstrate the complexity of analyzing connections between 

science, science understanding, and economic growth. 

Additionally, though the U.S. economy has suffered setbacks in recent years, there is 

ample evidence that the country still has an abundance of people going into science and 

engineering and becoming leaders in these fields (Xie & Killewald, 2012). There is even 

evidence of a surplus of people going into these areas, as many young scientists are struggling to 

find appropriate jobs (Weissmann, 2013). Claims that American students’ science proficiencies 

are falling behind other countries (e.g., Council on Competitiveness, 2005; The National 

Commission on Mathematics and Science Teaching for the 21st Century, 2000) do not hold up to 
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an analysis of measures like high school completion (Lowell & Salzman, 2007), number of 

students at the modal grade level for their age (Dye & Johnson, 2007), and performance on the 

National Assessment of Educational Progress (NAEP; Lowell & Salzman, 2007), which have all 

generally shown increases from the 1970s to the 2000s. The performance of American students 

on the Trends in International Mathematics and Science Study (TIMSS) during the 1990s and 

early 2000s also included some improved performances (Gonzales et al., 2004). Based on these 

pieces of evidence, it seems concerns about flagging scientific education and interest in careers 

in science and engineering fields are overblown, and therefore any supposed support for claims 

about the relationship between scientific education, the public understanding of science, and 

economic growth should be considered inconclusive (Drori, 2000). 

The final frequently endorsed rationale for the importance of the public understanding of 

science is the cultural argument, which is the idea that science and technology are among the 

most important features of modern societies and therefore must be learned to be a part of the 

culture (Cossons, 1993). This rationale can be traced back to Herbert Spencer’s (1859/1911) 

famous essay What Knowledge Is Worth Most? in which he claimed that science was the “verdict 

on all the counts” (p. 104) regarding the title’s question. The Royal Society of London (1985) 

claimed that understanding and appreciating the revelations of new scientific discoveries is akin 

to enjoying “music as a listener without being a performer” (p. 10). 

The cultural rationale is different from the personal, democratic, and economic arguments 

in “that it invokes no extrinsic or utilitarian justification” (NASEM, 2016, p. 26). This 

perspective presents the sciences as “important cultural activities that offer a powerful way of 

understanding the world” (NASEM, 2016, p. 26) and the public understanding of science as 

critical because “it provides an understanding of science as major human achievement and as an 
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integral part of our general culture” (Hetherington, 1982, p. 53). Hirst (1965) was among the first 

to discuss the importance of including scientific education in a liberal education. Bereiter (2002) 

concurred, writing that “liberal education is essentially enculturation” (p. 11) and that an 

understanding of science was a critical component of such an education, a claim supported by 

scholars like Jenkins (1997). Millar (1996) strongly averred that science is “the defining product 

of our culture” (p. 12). Thomas and Durant (1987) argued that fostering a public understanding 

of science could reduce the “growing alienation between laypeople and the world of science and 

technology” (p. 6), an issue that social scientists like anthropologist Margaret Mead and historian 

A. Hunter Dupree identified in the 1950s and 1960s. Others (e.g., Glass, 1958) have pointed to 

science’s aesthetic benefits to society, with Judson (1977) claiming “science is this century’s 

[i.e., the 20th century’s] art” (p. 24), and Weaver (1966) stating that science reveals the “beauty 

of the universe” (p. 50) “when it discerns, displays and illuminates, amidst all the apparent 

complexity, hitherto unsuspected relationships of simplicity” (p. 43). Midgley (1992) argued that 

science guides human myth-making and profoundly affects people’s imaginations. Some 

scholars have even argued that a public understanding of science would have moral benefits 

(e.g., Bronowski, 1977; Rapoport, 1957) and that many societal ills and evils stem from the 

ignorance of the nature and spirit of science and that science provides the “basis for responsible 

and judicious self-direction as a design for living” (Weiss, 1959, p. 275). 

Proponents of the cultural rationale have argued that science has transformed and 

improved societies by reshaping people’s view of the Earth from a flat one to a round one and 

their views of the galaxy from a geocentric one to a heliocentric one (NASEM, 2016), thus 

changing the way people think about the human species as a whole. At a more personal level, 

proponents of the cultural rationale point out that an understanding that children resemble their 
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parents because every cell carries a chemically coded message about how to reproduce itself also 

carries psychological and intellectual implications (NASEM, 2016). Still, while “this argument is 

deeply felt by many scientists and science educators, it is perhaps the least common of the four 

rationales” (NASEM, 2016, p. 26). 

These four rationales are not the only ones proposed (cf. Thomas & Durant, 1987), but 

they are the most common. They have been largely assumed and even those that have been 

empirically examined are still open to valid criticism (e.g., B. Chapman, 1993; Lowell & 

Salzman, 2007), in part because they are challenging to directly address (Feinstein, 2011). Still, 

most scholars agree that a healthy understanding of science and health issues is a public good (cf. 

Trachtman, 1981), both because it helps individual citizens make effective and appropriately 

informed decisions for themselves and their families (e.g., to vaccinate their children) and guides 

public debates and opinions on societal issues (e.g., the need to reduce the use of 

chlorofluorocarbons because of their damage to the ozone layer). Hence, the personal and 

democratic rationales are the main arguments motivating this particular study, in part because 

they have been the most frequently endorsed in the academic literature and educational curricula 

about the public understanding of science and health literacy (NASEM, 2016). 

Reasons for Poor Public Understanding of Health and Science 

Educational researchers, scientists, politicians, and other stakeholders worldwide have 

expressed concerns about the public’s perception and understanding of scientific ideas for 

decades (J. H. Baron, 2003; Dewey, 1910; Ziman, 1991). Some of the measures of the public 

understanding of science can be validly questioned and criticized, but the general consensus 

among most scholars is that this understanding is less than ideal. There have been many factors 

proposed as to why members of the public struggle to understand scientific and health-related 
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issues. These factors include concerns about inadequate science education, poor communication 

by scientists, misrepresentations or inadequate media coverage, celebrities misguiding the public, 

and partisan news sources. 

Inadequate Science Education 

 The atomic bombs developed and used during World War II in the 1940s increased the 

American people’s perception of the importance of science (Hetherington, 1982). Harry Truman, 

spurred by these and other developments during the war, created the President’s Scientific 

Research Board in 1946 (DeBoer, 1991) “declaring science as paramount to the military strength 

and economic prosperity of the nation” (NASEM, 2019, p. 26). The board subsequently made 

recommendations about ways to encourage more people to major in science and ways to promote 

high-quality K-12 science programs that would foster an appreciation and understanding of 

science in the general population (NASEM, 2019). 

Global events after World War II, including the onset of the Cold War, brought American 

science curricula under further scrutiny (Rudolph, 2002). The federal government increased 

funding for K-12 education, in part by establishing the National Science Foundation (NSF), 

which was tasked with initiating, supporting, and promoting basic scientific research and 

education (Mazuzan, 1994). The stakes were ratcheted up even more when the Soviet Union 

detonated a hydrogen bomb in 1955 and launched Sputnik I two years later (Powell, 2007). 

These events precipitated the establishment of the National Defense Education Act (NDEA) of 

1958, which became the federal government’s largest monetary investment into schools in the 

history of the United States (Clowse, 1981). The NDEA allocated a billion dollars to be spent 

over four years with the goal of correcting “as rapidly as possible the existing imbalances in our 

educational programs which have led to an insufficient proportion of our population educated in 
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science, mathematics, and modern foreign languages and trained in technology” (National 

Defense Education Act, 1958, p. 1581).  The act, however “did not address quality of education” 

(Walmsley, 2003, p. 13) and was seen by many as a knee-jerk reaction to the launch of Sputnik.  

Consequently, when early inquiries into the public understanding of science (e.g., 

Withey, 1959b) returned disheartening findings about citizens’ lack of scientific knowledge, 

many scholars and other actors automatically assumed that the main culprit was inadequate 

science education. The NSF subsequently funded many different curriculum projects in all areas 

of school science in the hopes of remedying these issues (NASEM, 2019). This curriculum 

reform movement continued to heavily influence education into the 1970s, “when the discourse 

in science education shifted from understanding the structures and principles of the scientific 

disciplines to developing scientific literacy” (NASEM, 2019, p. 27), especially after the National 

Science Teachers Association (1971) designated science literacy as the most important goal of 

science education. 

 These curricular changes and the shift to a focus on scientific literacy in the United States 

were soon followed by similar reforms throughout the rest of the world (Jenkins, 2013). 

Additionally, many other countries, including Canada, China, India, Switzerland, Japan, 

Germany, and France followed the lead of the United States and the United Kingdom and began 

administering measures of science understanding to adults during the 1970s (Bauer et al., 2007). 

The results from these surveys and standardized student tests, such as the American National 

Assessment of Educational Progress (NAEP), painted a bleak picture (J. D. Miller, 1983). Poor 

student performances on the First International Science Study led to conclusions that open 

methods of inquiry, the major focus of many curricular reforms, were not related to higher 
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achievement among the students (International Association for the Evaluation of Educational 

Achievement [IEA], n.d.). 

 These results supported the beliefs of many scholars that science education was still 

inadequate. Research on the new curricula continued to indicate they were not significantly 

better at fostering positive attitudes towards science than previous curricula (e.g., Lauridson, 

1972; Welch, 1973), as indicators showed that public unease and mistrust in science actually 

increased after their institution (House of Lords Select Committee on Science and Technology, 

2000). Some scholars at the time identified inadequately prepared teachers as a major part of this 

problem (e.g., Blackwood, 1965; Mills, 1963; L. E. Rogers, 1967), and the teacher issue did not 

improve much over the subsequent years as schools largely continued to employ underqualified 

staff or science educators teaching classes outside their specific fields (Helgeson et al., 1977). 

Curricular implementation concerns might also have been connected to this teacher issue, as less 

prepared teachers were believed to be more resistant to changing to the new curricula (Welch, 

1979).  

Continuing dissatisfaction with science education led to further shifts in the 1980s, as 

curriculum writers and advisory groups around the world started to emphasize the need to foster 

students’ nature of science understanding (Matthews, 1998). Nature of science concerns “what 

science is, how it works, how scientists operate as a social group and how society itself both 

directs and reacts to scientific endeavors” (McComas et al., 1998, p. 4), in lieu of concentrating 

so much on factual information, and it seems more connected to concerns about public 

understanding of science than a focus on learning discrete pieces of scientific content. The foci 

of nature of science research and further developments like the Next Generation Science 
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Standards (NGSS) have been promoted by scholars to help foster students’ understanding of how 

science works and to increase interest in the field and trust in scientific expertise (Bybee, 2014).  

Research on how nature of science instruction affects learning, however, has been limited 

(Lederman, 2007; Michel & Neumann, 2016), and studies examining how nature of science 

relates to public understanding of socioscientific issues have not revealed clear relationships or 

benefits of such instruction (e.g., Bell & Lederman, 2003; Sadler et al., 2004; Zeidler et al., 

2002). A recent study (Weisberg et al., 2021) more positively linked nature of science 

understanding to increased public acceptance of science but unraveling the relationship between 

these two constructs remains a tricky process. The impact of the NGSS is also hard to describe as 

the standards were only published in 2013 (NGSS Lead States, 2013), and only 20 states had 

fully adopted them as of 2019 (Bendici, 2019).  

Ultimately, even though it is difficult to deny the importance of K-12 and university 

education, “most adults will learn most of their science information after they leave formal 

schooling” (J. D. Miller, 2010, p. 44). This is necessitated because new socioscientific issues will 

develop and older ones will evolve over time (J. D. Miller, 2010). The public’s understanding of 

these issues will also change as social mores do, and this understanding and these values will 

both be affected by new sources of information. Consequently, there are many possible reasons, 

in addition to inadequate science education, why members of the general population might 

struggle to understand science and socioscientific issues. 

Lack of Communication or Poor Communication by Scientists 

Over the years, the percentage of people in the United States who feel well-informed 

about scientific ideas and socioscientific topics has remained fairly low (National Science Board, 

2002) and this sentiment is shared by citizens throughout much of the world, including the 
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United Kingdom (MORI, 2005), the European Union (European Commission, 2005), South 

America (Alisson, 2015), and parts of Asia (Ho et al. 2015; X. Liu et al., 2019) and Africa 

(Waithera, 2018). In the 2005 Eurobarometer survey, the majority of European respondents 

agreed that the public was not sufficiently involved in science and that scientists did not put 

enough effort into informing the public about their work (European Commission, 2005). This 

finding illustrates another frequently referenced cause of poor public understanding of science, 

namely the lack of adequate communication between the scientific community and the public. 

Traditionally, many scientists viewed the popularization of their work as an undesirable goal and 

perhaps even detrimental to their careers (Royal Society, 2006), as it would distract them from 

their academic productivity (X. Liang et al., 2014). They also considered attempts at 

popularization as a compromise to their integrity (Dunwoody & Ryan, 1985), and many scholars 

subsequently viewed colleagues attempting to share their work with the public with disdain (D. 

Kennedy & Overholser, 2010). Until recently, the lack of adequate communication by scientists 

has largely been a matter of the lack of any such communication at all.  

This viewpoint seems to have thawed over time, though, and many scientists now appear 

to be concerned about the lack of public understanding of science, the related lack of public 

involvement in decision-making about socioscientific issues, and the potential ramifications 

these shortcomings might have on public policy (Besley & Nisbet, 2013). Despite this reversal, 

scientists have generally been content to continue to rely on scientific journalists and mass media 

to share scientific findings (Lievrouw, 1990). Scientists who do believe they should take a more 

active role in communication with the general population (Pew Research Center, 2015) see doing 

so as a civic responsibility of their position (Greenwood & Riordan, 2001; Leshner, 2003), but 

many still do not see clear paths on how to successfully undertake communicating through mass 
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media or directly with the public (N. Baron, 2010). These scientists are concerned about how 

they and their work will be portrayed (Hartz & Chappell, 1997; Pew Research Center, 2009), 

which seems reasonable, as experts have claimed for years that science and scientists take a 

“beating in the media” (Maugh, 1978, p. 37). Research also supports these concerns as studies 

and reports have outlined frequent scientific inaccuracies in media presentations (e.g., A. Moore, 

2006, Pulford, 1976; Social Market Foundation, 2006; Tankard & Ryan, 1974), even when the 

scientists are directly involved in them. 

Scientists’ perceptions of the public also seem to be part of the issue with scientific 

communication (Maranta et al., 2003; Turney,1996). There has been an abundance of studies that 

show that experts perceive scientific (e.g., nuclear waste disposal, genetically modified 

organisms) and health-related (e.g., food and alcohol risks, toxicology) issues and risks 

differently than laypeople (e.g., Fischhoff et al., 1982; J. Hansen et al., 2003; Kraus et al., 1992; 

Sjöberg, 1998; Slovic et al., 1995). These differences have created the impression among some 

scientists that members of the general public cannot be trusted with scientific ideas and issues, 

which in turn has discouraged them from engaging with the public (Besley, 2015). Many 

scholars (e.g., Bauer et al., 2007; J. Hansen et al., 2003; Maranta et al., 2003) have linked this 

line of thinking to the knowledge deficit model discussed previously. The resulting attitudes and 

lack of engagement by scientists may play a part in the reciprocated lack of social trust (Siegrist 

et al., 2000) that many actors have claimed exists among the public (e.g., House of Lords Select 

Committee on Science and Technology, 2000; Kabat, 2017). 

In addition to trust issues on both sides, there are a number of significant obstacles that 

impede the effectiveness of direct scientist communication with the public. Though many have 

claimed that the Internet and social media provide spaces for open communication between 
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scientists and the public (e.g., Parsons et al., 2014; Shiffman, 2012; W. Wang & Guo, 2018), 

studies have shown that scientists and laypeople tend to frame discussions of socioscientific 

issues in different ways (e.g., J. Liang et al., 2019), and this can potentially lead to 

misunderstandings. Scientific training may be creating or contributing to some communication 

barriers as well, as this training usually includes explicit and implicit instruction in field-specific 

ways of conveying information in addition to disciplinary content education. Physicists, for 

example, are largely trained to communicate with each other (i.e., in peer review papers or in 

presentations) through the universal language of mathematics, but using this medium to interact 

with laypeople can be ineffective because they may not have the expertise or mathematical 

aptitude to follow such representations (Aubrecht, 2011). Scientists’ use of technical jargon may 

also end up confusing or even alienating members of the public (O. M. Bullock et al., 2019; 

Sharon & Baram-Tsabari, 2014).  

Additionally, scientists learn through their training to express findings in qualifying 

language (Broomell & Kane, 2017; Nelkin, 1996), as scientific theories and ideas are considered 

tentative and provisional (Bromme & Goldman, 2014). Expressing such uncertainty to a lay 

audience, though, can “seed unwarranted doubt in public perceptions” (Osman et al., 2018, p. 

132). When members of the public perceive uncertainty differently than scientists intend, these 

misperceptions can lead to choices and decisions that are sub-optimal based on the current 

scientific knowledge (Broomell & Kane, 2017). Along these lines, scientists use probabilities 

and statistics to help convey uncertainties and ambiguities in science (Gustafson & Rice, 2020), 

but there is evidence that this can cause negative public reactions (e.g., P. K. J. Han et al., 2007, 

2018), like COVID-19 vaccination hesitancy or refusal (Chevallier et al., 2021; A. Rogers, 

2021). Despite these concerns, however, there is evidence that an increasing number of scientists 
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are engaging people directly through social media (Pew Research Center, 2015) and that 

“scientists and science institutions are rethinking traditional communication” (Besley et al., 

2015, p. 200) by trying to move to a model beyond mere dissemination of scientific information 

to one fostering dialectical conversations with the public. These are positive developments, 

however, there is still much room for improvement in scientists’ communication with the public.  

Media Representation and Inadequate Science Journalism 

 One reason that direct communication from scientists to members of the public needs to 

improve is because of the representation of science in the media (Barel-Ben David et al., 2020), 

both in the entertainment industry and in science journalism. Scholars have long recognized that 

people get impressions and information about science and scientists from fictional sources like 

novels, movies, cartoons, comic strips, and video games (Basalla, 1976; W. Davis, 1942; 

Gerbner et al., 1981; Lewandowsky et al., 2012; Marsh et al., 2003; Potts & Martinez, 1994; 

Robottom, 1992; Song & Kim, 1999; Tan et al., 2017) in addition to nonfictional news sources. 

Some scholars believe that popular entertainment “probably does more than formal science 

education to shape most people’s understanding of science and scientists” (Van Riper, 2003, p. 

1104).  

The mad scientist trope, for instance, has been a mainstay in popular entertainment 

depictions since the publication of Mary Shelley’s 1818 novel Frankenstein; or, The Modern 

Prometheus (Nagy et al., 2018). Studies, including those involving the well-used Draw-a-

Scientist Test, have shown that many students envision scientists in line with this trope (e.g., 

Finson, 2002). There is also evidence that this and other scientific stereotypes impressed upon 

children through their exposure to entertainment media are largely unaffected by subsequent 
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experience; that is, people maintain these stereotypes when they get older (Rahm & 

Charbonneau, 1997).  

In addition to stereotypical depictions, the inaccuracy of the vast amount of the science 

depicted in popular television shows and movies is also alarming to scientists and scholars 

studying the public understanding of science (e.g., Tyson, 2002). These inaccuracies can paint 

science in a positive light or a negative light, but in either case they are frequently inaccurate. 

For example, Burnham (1987) found that from 1939 to 1952 science and technology were almost 

universally depicted in glowing and positive ways in American motion pictures. However, after 

the events and trials of World War I, the Great Depression, and World War II, films released 

between 1964 and 1968 represented scientific innovations as failures about forty percent of the 

time (Burnham, 1987). Neither set of depictions were entirely accurate and to some extent they 

were just reflecting the atmosphere of the times, but they were also reinforcing skewed 

perspectives of science and science practitioners. More specifically, scholars have found that 

scientific inaccuracies in fictional portrayals have skewed people’s understanding of a variety of 

topics and fields, including pesticides (Valenti, 1987) and forensic science (Cole, 2015).  

Research has also shown that many consumers cannot always recall whether they have 

learned information from fictional or nonfictional sources (Green & Brock, 2000) and even if 

they can recall the source of information, people rarely spontaneously weigh such attributions 

into their thinking (Begg et al., 1992). Marsh et al. (2003), for example, found that people still 

relied on fictional sources, even when they recognized that they were not factual and when the 

information they were using contradicted common knowledge. In addition to these concerns 

related to people getting their scientific information from entertainment sources, there is now the 

additional complication, with the advent of the Internet and social media, that even those who 
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explicitly recognize the importance of delineating between fictional and nonfictional 

representations of science and scientists may struggle to accurately distinguish between them (M. 

Barnett et al., 2006). 

The effects of fictional depictions of science and scientists are important to consider, but 

more formal scholarship has been conducted examining science news media. Journalists and 

reporters have long played an important role in keeping members of the public informed about 

scientific ideas, technological issues, and health concerns, in part due to scientists’ reluctance to 

engage directly with the public, as discussed above. These same journalists, though, have 

frequently faced scrutiny and criticism from both scientists and the public alike on a number of 

fronts. Scholarly concerns about scientific reporting have also increased recently as the evolving 

landscape of news media has changed both the source of news and media consumption habits 

(Brossard & Scheufele, 2013).  

 The first instance of science and health journalism in the United States appeared in the 

first and only issue of the first American newspaper, Publick Occurrences, published by 

Benjamin Harris in 1690 (i.e., before there actually was a country called the United States), in 

which he wrote a couple of paragraphs about the smallpox disease in Boston (Krieghbaum, 

1967). The discipline of science journalism, however, usually traces its establishment to the early 

19th century (Lightman, 2000; Nelkin, 1987). In these early days, science journalism was rife 

with sensationalism and the “bogus discoveries of ‘quack’ scientists” (Foust, 1995, p. 58). 

Objectivity in science reporting, though, became more of a concern of reporters and newspapers 

in the 1920s, after World War I (Schudson, 1978), with the establishment of the Science Service, 

the first syndicate dedicated to the distribution of news about science (Nelkin, 1987).  
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Science journalism was dominated for a long period by the print media (Tichenor, 

Donohue, & Olien, 1970). After TV sets became largely ubiquitous in American households in 

the 1950s and 1960s, television increasingly became a source of science news, though until the 

last few years of the 20th century, print media was still the predominant source (McKinnon et al. 

2018). Since the advent of the World Wide Web and the Internet in the early 1990s, the number 

of Americans and Europeans getting information online has increased considerably (National 

Science Board, 2012), and as of recently social media has become the major source of news for 

many people, especially younger individuals, throughout the world (Gallup, 2018; Matsa et al., 

2018). Over this same period of time, television has remained a fairly important source of 

science and technology news for people (National Science Board, 2012), but newspaper 

readership has declined dramatically (Pew Research Center, 2016). 

 None of these modes of media have escaped criticism regarding the accuracy and quality 

of science journalism. While scientists have largely relied on journalists to communicate their 

findings and the potential implications of such findings to the broader world (Dudo, 2015), they 

have also been highly critical of these same journalists. Historians generally recognize that 

newspapers became more accurate in the 1920s (Schudson, 1978), but studies finding fault with 

the general accuracy of news presentations in the mass media began around the same time (e.g., 

Charnley, 1936) and continue to be prevalent today (e.g., Maier, 2005). Studies specifically on 

the accuracy of science journalism particularly proliferated in the 1970s and 1980s (A. Hansen, 

2016). These studies generally found many inaccuracies in science reporting in all forms of mass 

media, including network TV news (e.g., B. Moore & Singletary, 1985), popular magazines 

(e.g., Borman, 1978), and newspapers (e.g., Tankard & Ryan, 1974; Tichenor, Olien, et al., 

1970). The number of such accuracy studies has decreased since the 1980s (A. Hansen, 2016), 
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but the theme of journalistic inaccuracy is still prevalent among scholars in both science (e.g., 

Mellor, 2009; Weigold, 2001) and health communication (Chang, 2015; Hallin & Briggs, 2015; 

Seale, 2010).  

 The errors that appear to be most egregious and concerning regarding the public 

understanding of science are not incorrect statements so much as omissions of pertinent details or 

changes in emphasis (E. Singer, 1990). There are several plausible causes of such inaccuracies. 

For one, scholars have partially attributed these kinds of errors to journalists’ lack of scientific 

training or expertise (Boykoff & Mansfield, 2008; Hartz & Chappell, 1997), as few newspaper 

writers and television reporters have any formalized background or experience in science 

(Ankney et al., 1996; Ismach & Dennis, 1978). Even journalists who do have a formal science 

education background tend to be generalists instead of specialists, out of the necessity of having 

to report on many different areas (Crow & Stevens, 2012). Journalists, for their part, frequently 

attribute such inaccuracies to their largely stymied attempts to glean information from scientists 

who seem unwilling to explain their research in language that non-experts can understand 

(Dunwoody & Ryan, 1985; Treise & Weigold, 2002). 

 Critics of science journalism also point out that mass media presentations of science are 

regularly oversimplified and overgeneralized (Chang, 2015; Dudo, 2015; Funk et al., 2017). 

Inexperienced or undertrained reporters may oversimplify the scientific ideas in their 

presentations because doing so is easier than understanding and communicating the nuance of 

the science involved (Russell, 2010), or because they have assumptions about what the public 

can or cannot understand, like scientific uncertainty (J. D. Jensen et al., 2013). More likely in 

many circumstances, though, these issues result from the nature of mass media itself. Writers and 

reporters are attempting to translate technical information into language that the lay public can 
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understand (W. Davis, 1942), and oversimplification and overgeneralization are results of those 

translations. Nuance is also likely lost with the shallow and time-restricted research necessitated 

by the fast pace of the research/writing/publication cycle (N. Baron, 2010), which does not allow 

journalists much time to learn about and translate the topics they are presenting. Television 

shows and newspapers also have limited space for science news, so heavy emphasis is placed on 

story brevity and simplicity (Friedman, 1986). These constraints and issues will likely continue 

to lead to oversimplifications and overgeneralizations in science journalism. 

Sensationalism in science reporting also can be seen as a form of inaccuracy (Chang, 

2015; B. Moore & Singletary, 1985) and has been a major concern since the early days of 

science journalism (Foust, 1995). Scholars have decried “‘Yo-yo’ reporting [which] swings from 

breakthroughs that over-promise to disasters that disproportionately emphasize the negative” 

(Russell, 2010, p. 14). Other commentators describe such sensationalism on topics such as 

cloning (E. Jensen, 2012) and genomics (T. Caulfield & Condit, 2012) as utopian and dystopian 

hype. This type of reporting represents both the “positive, even ecstatic way” (Schnabel, 2003, p. 

255) that some scientific findings and scientists are presented when they are bringing “‘God’s 

formula’ down to earth” (p. 255), and the negative impressions of the scientist as “some form of 

fallen angel, whose science has turned into something evil and frightening” (p. 255). The hype 

can also be such that it exaggerates the benefits of scientific research in certain circumstances, 

and glosses over risks and scientific uncertainty in others (T. Caulfield & Condit, 2012).  

Scholars have identified media sensationalism in a myriad of scientific contexts, 

including environmental issues (e.g., Glynn & Tims, 1982) and medicine and health-related 

topics (Nelkin, 1996; Ransohoff & Ransohoff, 2001; Shuchman & Wilkes, 1997). Like the 

oversimplification issue, sensationalism seems to be part and parcel, though, to the nature of 
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mass media. The ultimate goal of mass media is profit, and consequently “journalistic efforts to 

enhance audience appeal may violate scientific norms” (Nelkin, 1996, p. 1601). Scholars have 

also noted that certain areas or ideas in science seem to gain significant media coverage, while 

others go almost unreported (Weigold, 2001). Novel or unusual findings are more likely to be 

announced or touted by institutions, and this practice feeds into the media’s tendency to focus on 

such news (Glynn & Tims, 1982; Tichenor, Olien, et al., 1970). Additionally, many media 

companies believe that consumers are more interested in topics that seem applicable in their 

daily lives, so “many important topics are left unreported in favor of soft ‘news you can use’ 

consumer health and medical features on everything from fad diets to the latest exercise 

machines” (Russell, 2010, p. 13). 

 Unfortunately, even when traditional media sources address “hard” science news and 

ideas, journalistic norms can contribute to misunderstandings among consumers. One prominent 

practice that has the potential to do this is journalistic balance, which involves providing a 

neutral account of a topic by giving equivalent voice to various sides of an issue (Hopmann et 

al., 2012). This can take the form of a “simple point/counterpoint form of two opposing views 

within a single news story” (A. Hansen, 2016, p. 765) or may be the presentation of many 

different views (C. E. Clarke, 2008) and a “diversity of positions and voices” (Durham, 1998, p. 

119). This tactic is supposed to ensure objectivity (G. N. Dixon & Clarke, 2013) and impartiality 

(Grimes, 2016) and is practiced by leading print media (Boykoff & Boykoff, 2004), and 

television companies (Grimes, 2019).  

The major problem with the practice, even when it is done with the best of intentions, is 

that this balance can indicate the false impression that all given views are equally valid (Grimes, 

2016), and consequently create “a perception in the public mind that an issue is scientifically 
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contentious, when it is not” (Grimes, 2019, p. 1). One pertinent example of this influence is the 

topic of anthropogenic climate change (Petersen et al., 2019), a monumentally critical 

socioscientific and health issue. Climate change has the potential to affect human health in a 

variety of ways, depending on factors like geography, topography, and the vulnerability of the 

local populations (McMichael et al., 2003). It could cause domestic water supply shortages, 

which would affect environmental sanitation as well as personal hygiene and would likely 

increase exposure to maladies like diarrheal diseases and dysentery (Alexander et al., 2013; 

Nigatu et al., 2014). It has the potential to increase the spread of vector-borne infectious diseases 

like malaria and dengue (McMichael et al., 2003), as well as illnesses related to heat stress 

(Haines & Patz, 2004). Global warming could also lead to an increase in the amount of air 

pollutants and allergens, which in turn could exacerbate breathing issues like asthma and 

bronchitis (Haines & Patz, 2004). Yet, while climatologists are in overwhelming consensus that 

the current trend of global warming is largely a result of human actions, like the combustion of 

fossil fuels (Anderegg et al., 2010; Cook et al., 2013; Doran & Zimmerman, 2009), and scientists 

and medical doctors are confident global warming will have major and lasting effects on the 

health of humans and other biological systems, public understanding of the issue has lagged. 

Only about half the American public regards the reality of anthropogenic climate change as 

likely (Marlon et al., 2016; Saad, 2014; Weber & Stern, 2011), and worldwide beliefs and 

concern about this issue have actually seemed to decrease over time (Pidgeon, 2012; Poortinga et 

al., 2011; N. Smith & Leiserowitz, 2012).  

Many scholars (e.g., Bolsen & Shapiro, 2017; Boykoff & Boykoff, 2004; Boykoff & 

Mansfield, 2008; Corbett & Durfee, 2004; Grimes, 2019; Huntingford & Fowler, 2008) blame 

this disparity between public and scientific perspectives on media presentations which default to 
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showing both sides of this largely one-sided issue. Adger et al. (2001) pointed out that the 

“voluble minority view argues either that global warming is not scientifically provable or that it 

is not a serious issue” (p. 707), both of which stand in contrast to the overwhelming consensus 

among scientists. Boykoff and Boykoff (2004) showed that this minority view got largely 

equivalent coverage in the U.S. prestige press (i.e., the New York Times, the Washington Post, 

the Los Angeles Times, and the Wall Street Journal) in news articles appearing from 1988 to 

2002. Antilla (2005) found similar results even when newspapers were supposedly directly 

reporting on legitimate scientific research that espoused consensus scientific views.  

Furthermore, following the United Nations’ Intergovernmental Panel on Climate 

Change’s (IPCC) release of their fifth assessment report in September 2013, which 

unequivocally stated that global warming was happening and that human influence, at least since 

the mid-20th century (IPCC, 2013), was extremely likely to be the dominant cause of it, Theel et 

al. (2013) found that mainstream media outlets instead amplified the marginal viewpoints that 

cast doubt on the certainty expressed in the report. Theel et al. (2013) concluded that half of the 

print media outlets in the study exhibited false balance, as did several television channels and 

news shows, including Fox News and CBS Evening News. Practicing this journalistic balance 

has also led the news media to give equal weight to climate change skeptics who have no 

established expertise in the field (Antilla, 2005), in many cases without any clarification about 

this lack of credentials (Theel et al., 2013). Ultimately, this type of framing, whether it results 

from reporters’ lack of understanding of the science (K. M. Wilson, 2000), a political, economic, 

or social agenda (Wilkins, 1993), or just a misplaced attempt at journalistic objectivity, can 

influence the public’s perception of the “distribution of expert opinion” (Koehler, 2016, p. 34). 

Since people’s perception of scientific consensus has a significant impact on their beliefs about 
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anthropogenic climate change (Bertoldo et al., 2019; Lewandowsky, Gignac, & Vaughan, 2013), 

this false balance can definitely negatively influence public engagement and understanding of 

this critical issue.  

Even with all of these faults and foibles, though, traditional news media still has 

advantages over new and emerging media, like the Internet and social media. In its early days, 

many people viewed the Internet as an information superhighway (e.g., Gates et al., 1995), which 

had the potential to democratize information and empower the general public (Amichai-

Hamburger et al., 2008). The reality of new media, though, is that it has created a system with 

few, if any, publication norms (Soll, 2016), the absence of which has compromised the integrity 

and credibility of the news presented (Lazer et al., 2018). Critics of traditional media have 

described it as a “handful of monolithic mass media institutions” (Geiger, 2009, p. 3) which, in 

the past, monopolized the news and political discourse, but the gatekeeping role of publishers, 

editors, and producers was accompanied by norms of fact-checking, concerns about credibility, 

and practices, however flawed, aimed at objectivity (Britt & Aglinskas, 2002). The Internet and 

social media may have democratized the news by enabling many contributors to create and 

publish stories and ideas, but the increased competition has led to a situation where speed of 

publishing seems far more important than the accuracy of what is published (J. Singer, 2010). 

Despite scholarly concerns about the credibility and accuracy of information therein, new 

media is becoming the dominant avenue for people to get their science and health news. A 

Gallup poll in the early 2000s revealed that a minority of American citizens believed traditional 

news media to be accurate in their reporting (Gillespie, 2003). It is not surprising, therefore, that 

by 2012 almost 60% of Americans reported that they used the Internet as their primary source to 

learn about scientific issues (National Science Board, 2012), and less than a decade later almost 
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the same amount used social media for the same purpose (Hitlin & Olmstead, 2018; Shearer & 

Mitchell, 2021). Sharply declining readership and circulation has led to a crisis from which print 

media may never recover (Gentzkow, 2014; Siles & Boczkowski, 2012), and newspapers have 

had to drastically cut staff (Chyi et al., 2012). Most American newspapers have also had to cut 

out their entire science sections (Boykoff & Yulsman, 2013; Murcott & Williams, 2013; Russell, 

2010). Decreasing job numbers and unsteady job stability have led to fewer people pursuing 

science journalism as a profession (Brossard, 2013; Dudo et al., 2011), and those who are 

covering the remaining science beats are even less likely to have science backgrounds than 

before (Brumfiel, 2009). While it is obvious that more and more people are turning to new media 

for their general news and science and health-specific information, there are mounting concerns 

about the increasing amount of misinformation mixed in with legitimate information in these 

environments (e.g., Höttecke & Allchin, 2020). It also remains unclear exactly “how audiences 

use traditional and online media to complement one another” (Su et al., 2015, p. 598) to 

understand science and health issues. 

Celebrities and Influencers 

 It is clear, though, that in the void left by the decline of traditional news media, the 

Internet and social media have amplified the voices of celebrities and social influencers (T. 

Caulfield, 2015). Celebrity endorsers have long been known to influence the public’s purchasing 

behaviors (Arnocky et al., 2018), including on health-related issues like diet and food choices 

(e.g., H. Dixon et al., 2011, 2014). Recently, though, scholars have recognized that the reach of 

celebrity influence has extended beyond advertisements and marketing in attempts to sway 

public opinion on critical socioscientific and health issues, such as global warming and 

vaccination (e.g., A. Anderson, 2011; Choi & Berger, 2010; Knoll & Matthes, 2017). Actors 
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Leonardo DiCaprio and Alec Baldwin, for example, have given speeches about climate change at 

a United Nations’ conference (Doyle et al., 2017). DiCaprio also used his 2016 Oscar speech 

time to describe climate change as “the most urgent threat facing our entire species” (as quoted 

in T. Caulfield & Fahy, 2016, p. 25) and funded a climate change documentary, Before the Flood 

(Doyle et al., 2017). Leas et al. (2016) found that DiCaprio’s speech motivated a record high 

number of tweets about the topics of climate change and global warming and also led to a 

significant increase in number of related news reports and public information seeking. 

These celebrities may bring much needed attention to the legitimate scientific support for 

anthropogenic climate change, but treating them as experts is problematic (Allchin, 2015). There 

are also celebrity climate change denialists, like Glenn Beck, who use their influence to convince 

people that the science behind the topic is a hoax (Allchin, 2015). However unfortunate, there is 

no doubt that celebrity comments on science-related topics get distributed widely, regardless of 

the inclusion or quality of evidentiary support. Research also shows that celebrities can influence 

people’s values and beliefs (Offit, 2018; Schouten et al., 2020) on scientific topics like biological 

evolution (e.g., Arnocky et al., 2018). This influence even exceeds that of actual scientific 

experts in some cases (Arnocky et al., 2018; Motta et al., 2018). 

 Celebrity representations of and stances on health and wellness issues may be the biggest 

challenge to public understanding of science (T. Caulfield, 2015). Celebrity announcements 

about their own health issues can have dramatic effects on people’s behavior, even when they are 

not advocating for any public actions. First and Second Ladies Betty Ford and Margaretta 

Rockefeller’s mastectomies in 1974 and the resultant media coverage related to these procedures 

are credited with an increase in mammography screening throughout the country (Fink et al., 

1978). Ronald Reagan’s colon cancer episode, which occurred while he was president in 1985, 
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precipitated a record number of calls to the Cancer Information Service of the National Cancer 

Institute (M. L. Brown & Potosky, 1990). Magic Johnson’s 1991 announcement that he had 

human immunodeficiency virus (HIV) sparked an increased interest in getting information on the 

disease (Casey et al., 2003), improved HIV testing rates (Cohn et al., 1992), and a reduction in 

risky behaviors (Kalichman & Hunter, 1992), at least for those people who had a degree of 

emotional involvement with him (i.e., fans; W. J. Brown & Basil, 1995). These events all 

occurred before the Internet was widely accessible and before the advent of social media. 

More recent health disclosures from celebrities have been amplified even more due to the 

ease with which information can now be spread and shared in digital media environments (Noar 

et al., 2015). For example, J. Ayers and colleagues (2016) found that actor Charlie Sheen’s 

disclosure about contracting HIV led to a record number of HIV-related Google searches in the 

United States. This is not just a local phenomenon, though. Australian singer Kylie Minogue’s 

2005 diagnosis of breast cancer, which was covered widely in Britain and Australia, saw 

subsequent bookings for mammograms increase by 40% over the next two weeks in four 

Australian states, and longer-term effects were also found (S. Chapman et al., 2005). British 

reality TV star Jade Goody’s disclosure of her cervical cancer in August of 2008 and her death in 

early 2009 led to a surge in cervical screening that potentially saved lives (Lancucki et al., 2012).  

These celebrities were mainly making statements about their own health issues. 

Therefore, it should not be surprising that members of the general public largely follow their 

advice when celebrities directly advocate for medical, health, and wellness treatments or actions 

(S. J. Hoffman & Tan, 2013). Cram et al. (2003) found, for example, that colorectal cancer 

screenings by 400 American endoscopists increased by 21% the month after television journalist 

Katie Couric televised her colonoscopy on NBC’s Today Show in March of 2000. Along the 
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same lines, Larson et al. (2005) found that at least a quarter of the respondents in their study who 

had seen or heard a celebrity endorsement of a cancer screening (e.g., mammography, PSA 

testing, or sigmoidoscopy or colonoscopy) reported that the endorsement made them more likely 

to undergo the procedure. Some pundits have made the case that Angelina Jolie brought more 

attention to the African AIDS crisis than any political or scientific agent (Harvey, 2017). 

Additionally, Jolie’s disclosure in 2013 that she had decided to undergo a prophylactic bilateral 

mastectomy led to such a large increase in information-seeking behavior (Juthe et al., 2015; Noar 

et al., 2015) and referrals to cancer genetics clinics (James et al., 2013) that the phenomenon was 

dubbed the “Angelina effect” (e.g., Borzekowski et al., 2014; Juthe et al., 2015).  

These results can be viewed in a positive light, but scholars have raised legitimate 

concerns about people basing their health decisions on celebrity behaviors and announcements. 

For example, T. Caulfield and Fahey (2016) pointed out that Couric’s actions likely led to 

unnecessary worry among her viewers, many of whom consequently underwent “expensive and 

inappropriate medical interventions” (T. Caulfield & Fahy, 2016, p. 25). Researchers have also 

shown that the “Angelina effect” did not lead to actual better understanding of breast cancer and 

its risks (Borzekowski et al., 2014).  

More concerning, though, is that many messages espoused by celebrities or influencers 

do not align with actions and behaviors recommended by health care professionals (T. Caulfield, 

2015; S. J. Hoffman & Tan, 2013). While many reports gave Elvis Presley, who received a shot 

of the new Salk polio vaccine on “The Ed Sullivan Show,” credit for helping dramatically 

increase the vaccination rate in the country in the late 1950s and the early 1960s (Roberts, 2018), 

contemporary celebrities have been more notable for influencing the public to forego vaccinating 

themselves or their children, largely by espousing fears that vaccines cause medical issues like 
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autism (P. J. Smith et al., 2011). These fears likely originated from a fraudulent and subsequently 

retracted Lancet paper supposedly linking autism to the MMR vaccine (i.e., Wakefield et al., 

1998), which has been refuted empirically by repeated studies (e.g., Dales et al., 2001; Hornig et 

al., 2008; Institute of Medicine, 2004; Kaye et al., 2001; Mrożek-Budzyn et al., 2010). These 

discredited ideas, though, have persisted and spread over the years (Hussain et al., 2018), in part 

due to celebrity commentary and propaganda.  

For example, Robert F. Kennedy Jr., of the prominent political Kennedy family, has 

campaigned against vaccines for years (see R. F. Kennedy, 2005), even though his initial 

objection, that of the presence of the mercury-containing chemical thimerosal, had been made 

moot by its removal from vaccines prior to the beginning of his campaign (i.e., in 2001; 

Mnookin, 2017). Despite this action to remove the chemical and the lack of any evidence 

supporting the idea that thimerosal exposure causes any neuropsychological outcomes related to 

autism (Barile et al., 2012; A. M. Hurley et al. 2010; W. W. Thompson et al., 2007), Kennedy Jr. 

has continued to fan the flames of vaccine fear, including producing the 2019 pseudoscience 

documentary Vaxxed II: The People’s Truth (Pilkington, 2019). Kennedy Jr.’s misguided anti-

vaccination crusade has been so extreme it eventually prompted his close relatives to speak out 

against him in public (Townsend et al., 2019), and Salon.com to retract his original 2005 article 

(Lauerman, 2011). In 2021, Instagram found his posts so egregiously full of misinformation, 

they banned him (Chappell, 2021). 

Yet, Kennedy Jr. is far from alone and many other celebrities have lauded his work or at 

least publicly endorsed his position. The award-winning actor Robert Dinero promoted the 

original anti-vaccine film Vaxxed and has worked with Kennedy Jr. for the World Mercury 

Project (now the Children’s Health Defense), which is well-known for being opposed to 
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vaccinations (Dickson, 2019; Jarry, 2021). Singer Toni Braxton has openly speculated that the 

MMR vaccine may have caused her son’s autism (A. Jones, 2014), whereas Jenny McCarthy has 

gone way past speculation and stridently claimed that her son’s autism was a direct result of the 

vaccine in her 2007 book, Louder than Words, and in many subsequent interviews and 

appearances (Dickler, 2018). Donald Trump tweeted in 2014 “Healthy young child goes to 

doctor, gets pumped with massive shot of many vaccines, doesn’t feel good and changes – 

AUTISM. Many such cases!” (as quoted in Dickson, 2019).  

Many other prominent celebrities, like Jessica Biel, Rob Schneider, Jim Carrey, and 

Selma Blair maintain that they are not anti-vaccination but that parents should have freedom to 

determine whether and on what schedule their children get vaccinated (Dickson, 2019). Even if 

these celebrities are being honest about objecting to mandates rather than the vaccines 

themselves, critics argue that the public largely interprets these stances as being anti-vaccination 

(e.g., Antrim, 2019; Geraghty, 2019). Since research has shown positive associations between 

anti-vaccination attitudes and admiration for and interest in celebrities (e.g., Martinez-Berman et 

al., 2020), this is doubly concerning.  

Even the actress Mayim Bialik, who has a PhD in neuroscience, has stated that everyone 

should do their own research and make their own vaccination decisions (Flatow, 2012). More 

alarmingly, she mentioned in a 2009 People magazine interview that she did not vaccinate her 

children (Borschel-Dan, 2015), though more recently she claimed that this is not true (Bialik, 

2015). Dr. Mehmet Oz, a celebrity doctor with his own talk show, has fanned the anti-vaccine 

fire by hosting Robert F. Kennedy, Jr. (Kloor, 2014) and members of anti-GMO groups, who 

similarly claimed that genetically modified organisms cause autism (Senapathy, 2014). Though 

Bialik has backtracked on her initial comments, and Oz has been frequently reprimanded and 
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condemned by other doctors and organizations like the Federal Drug Administration for his 

irresponsible reporting (Senapathy, 2017), these stances by people with medical and scientific 

training are even more problematic than other famous people because, in addition to their 

celebrity status, they also appear to have some level of pertinent expertise. For reasons that will 

be discussed later, celebrity retractions, like Bialik’s, probably do little good in addressing the 

public’s response to their initial statements, even if they are given in earnest. 

 There is ample empirical evidence giving weight to concerns about celebrity influence. 

The percentage of parents who express concerns about vaccinations has increased substantially 

since 2000 (Grose, 2020; Hough-Telford et al., 2016), and these concerns are causing them to 

delay or refuse to vaccinate their children (P. J. Smith et al., 2011). Freed et al. (2011), for 

example, found that “26% of parents placed at least some trust regarding vaccine-safety 

information with celebrities and 73% placed at least some trust in parents who believe that their 

child was harmed by a vaccine” (p. S110). Considering this, it is perhaps not surprising that in 

2019 twenty-two measles outbreaks were reported in the United States with 1,249 people 

afflicted (Patel et al., 2019). This number represented the most individual cases in a single year 

since 1992 and the second-greatest number of outbreaks since 2000 (Patel et al., 2019), when 

measles was officially declared to be eliminated in the country (Centers for Disease Control and 

Prevention [CDC], 2020). These cases and other recent outbreaks throughout the world are 

largely attributable to falling vaccination rates (Hopkins Tanne, 2019; Pandolfi et al., 2018), and 

it seems likely that celebrity commentary is contributing to these declining rates. 

Celebrity opinions have also likely influenced and damaged public discourse on a variety 

of other health issues. These issues range from proclamations about the perceived benefits of a 

gluten-free diet and megadoses of vitamins, to unsubstantiated claims about the health risks of 
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consuming genetically modified foods (T. Caulfield & Fahy, 2016). Celebrities, like Dr. Oz, Joe 

Rogan, and Tom Brady have warned people against the use of fluoride in municipal water 

(Brady, 2017; H. Campbell, 2016; Rauch, 2019), despite the fact that the fluoridation of water is 

credited with substantially improving dental health to the point that the Centers for Disease 

Control and Prevention (1999) has ranked it as one of the ten greatest public health achievements 

of the 20th century. There are some legitimate concerns emerging from recent scientific studies 

on both the benefits and potential harmful effects of municipal fluoridation, but these celebrity 

fearmongers rarely refer to such scientific findings. Ultimately, the unsupported views espoused 

by celebrities with regard to these various matters have fostered health practices not supported by 

the best available evidence (T. Caulfield & Fahy, 2016).  

The exact mechanism of this influence is not known. Social anthropologist Jamie Tehrani 

(2013) speculated that it has to do with human learning and attention: 

Fame is a powerful cultural magnet. As a hyper-social species, we acquire the bulk of our 

knowledge, ideas and skills by copying from others, rather than through individual trial-

and-error. However, we pay far more attention to the habits and behaviors demonstrated 

by famous people than those demonstrated by ordinary members of our community (para. 

11). 

In a similar vein, S. J. Hoffman and Tan (2013) attributed some of the influence of celebrities to 

the halo effect, stating that people’s perception of the success of these celebrities may bias them 

into granting them a “cloak of generalised trustworthiness that extends well beyond their 

industry or expertise” (p. 2). Sinatra et al. (2014) instead postulated that parents might perceive 

themselves to be part of a celebrity’s ingroup, for example when the celebrity expresses concerns 

about the supposed link between vaccines and autism and the parents share this concern. This 



 

59 

 

feeling of being in the ingroup may influence them to trust the celebrity’s views more than the 

views of scientists or doctors, who are outgroup members (Sinatra et al., 2014). Since many 

parents trust their intuitive abilities more than expert guidance with regard to their children’s 

health (Carrion, 2018), hearing or seeing a celebrity parent who seems to be doing the same thing 

may give them more confidence in their decision to eschew medical advice from their doctor.  

Regardless of the mechanism, though, it seems clear that the pseudoscientific and 

dangerous health ideas espoused by celebrities can affect laypeople’s decisions in a detrimental 

way (Myrick & Erlichman, 2020). Gwyneth Paltrow and her wellness brand Goop are among the 

most egregious perpetuators of celebrity malfeasance (T. Caulfield, 2015). For example, Goop’s 

vaginal Jade eggs, purported to balance hormones and prevent uterine prolapse (K. Clark, 2018), 

can actually lead to toxic shock syndrome (Offit, 2018). A woman also died recently from 

repeated bee stings, a practice called apipuncture promoted by Goop as a way to relieve 

inflammation, arthritis, and skin issues (Mole, 2018). Paltrow is particularly notable because of 

the vast array of dubious claims made by her and her company (T. Caulfield, 2015, 2019), but 

she is hardly alone with the various cleanses, diets, and other dangerous practices endorsed and 

recommended by celebrities, which may be having a deleterious effect on the public 

understanding of health and science.  

Polarized Views and Partisan News 

 In the last forty years or so, public attitudes and beliefs about science have also seemed to 

become increasingly politically polarized (Gauchat, 2012). Some scholars have claimed this 

polarization poses a threat to the public’s trust in science and consequently for sound policy 

enactment (Nisbet et al., 2015). Ideological polarization over socioscientific issues is not really a 

new phenomenon (Rekker, 2021). For instance, environmental issues, many of which became 
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prevalent in United States in the 1970s, have largely been partisan, as liberal Democrats have 

generally been more supportive of scientific findings on issues like pollution, acid rain, and 

ozone depletion and enacting policies to address them than their more conservative Republican 

counterparts (Dunlap et al., 2001). Such polarization, however, has even seemed to increase 

since the beginning of the 21st century, especially with regard to issues like climate change 

(Dunlap et al., 2016; Tranter, 2011; Whitmarsh, 2011).  

While there seems to be general agreement among scholars that political and ideological 

polarization is a problematic issue (e.g., Barnes et al., 2020; Hmielowski et al., 2014; O’Connor 

& Weatherall, 2018), the phenomenon can be complicated (O’Connor & Weatherall, 2018). For 

example, Mooney (2005b, 2012) has made the argument that political conservatives and liberals 

are different psychologically and that those differences lead conservatives more easily to science 

denialism, but actual empirical research examining this claim is limited (e.g., Carney et al., 2008; 

Garrett & Stroud, 2014; Jost & Amodio, 2012; Shook & Fazio, 2009) and only a few minor 

nuanced differences in cognition and psychologies have been identified. It is more likely, as 

Kahan (2013) and Nisbet et al. (2015) have argued, that such thinking is oversimplistic and that 

liberals are just as likely as conservatives to engage in biased and irrational thinking about 

socioscientific issues.  

 Vaccination serves as an illustrative example of the complexity of claims about such 

polarized thinking. Historically, Republican and Democratic administrations alike have 

supported vaccination as a public health measure (Krupenkin, 2021), and public support among 

both parties has also been similarly strong (Berinsky, 2012). However, members of both parties 

have made claims that the other party is anti-vaccination. Some scholars have also contributed to 

this debate. Kirkland (2012), for example, argued that liberals are actually more prone to be anti-
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vaccine than their conservative counterparts, and Berezow (2014) used governmental data 

showing high kindergarten vaccination exemptions in liberal-leaning states to support this 

argument. The popular media has seemed to support this position at times (Lewandowsky, 

Gignac, & Oberauer, 2013), though this might derive from the prominence of certain previously 

mentioned, famous liberal proponents (e.g., Robert Kennedy Jr., Robert De Niro, Jenny 

McCarthy), rather than a true political position (e.g., Mooney, 2011). Empirical research has also 

failed to support the idea of this liberal anti-science bias (Kahan, 2014; Lewandowsky, Gignac, 

& Oberauer, 2013). 

 In contrast, others have claimed that Republicans are more likely to express anti-vaccine 

sentiments, especially among conservatives embracing libertarian stances (Allen, 2019). Data 

collected previous to the COVID-19 pandemic showed that anti-vaccination bills were more 

likely to be proposed by Republican legislators (Goldstein et al., 2019), and several Republican 

candidates expressed vaccine skepticism during the 2016 presidential race (Baumgaertner et al., 

2018). Anti-science stances on COVID-19 issues, including vaccination, have been 

disproportionately expressed by Republicans (Clinton et al., 2021; Fridman et al., 2021; 

Gadarian et al., 2021; Gollwitzer et al., 2020; Weisel, 2021), and these findings seem consistent 

with some pre-COVID evidence that conservatives are less likely to express pro-vaccine 

attitudes (e.g., Baumgaertner et al., 2018). The specific disease being considered may also 

compound partisan views on vaccination. For example, many conservatives have strongly 

opposed the human papillomavirus (HPV) vaccine on the argument that reducing the danger of 

this particular virus will lead to an increase in sexual activity by young people (Bernat et al., 

2009; Reitera et al., 2011). While new studies on political ideology and vaccine attitudes (e.g., 

Motta, 2021) may continue to support the idea that conservative thinkers are more likely to 
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support nonnormative scientific ideas about this specific topic, it is important to note that there 

appear to be some issues in which liberals make up the majority embracing such nonnormative 

stances. 

For example, liberals seem to be more likely to embrace homeopathy than conservatives 

(E. Armstrong, 2017). Homeopathy, which was developed by the German physician Samuel 

Christian Hahneman in the 18th century (Jonas et al., 2003), involves the dosing of a patient with 

a serially diluted natural substance. The specific substance used varies depending on the illness 

and treatment, and in many cases, it is the substance believed to have caused the illness in the 

first place. Homeopathic practitioners make vague claims about the dilution process helping 

imprint information into the water (Jonas et al., 2003; Offit, 2014). Doctors and scientists, on the 

other hand, point out that the excessive dilution basically means all that is left in the treatment 

solution is water (E. Armstrong, 2017; Goldacre, 2011). Meta-analytic and systematic review 

results of high-quality studies (e.g., Cucherat et al., 2000; Ernst, 2002; Kleijnen et al., 1991; 

Linde et al., 1999) have repeatedly revealed that homeopathic treatments are no better than 

placebos, and a large investigation by Australia’s foremost medical research institute (National 

Health and Medical Research Council, 2015) found “no reliable evidence from research in 

humans that homeopathy was effective for treating the range of health conditions considered” (p. 

6) and warned that “people who choose homeopathy may put their health at risk if they reject or 

delay treatments for which there is good evidence for safety and effectiveness” (p. 6). Despite 

these findings, homeopathic treatments continue to increase in the United States and in other 

places throughout the world (Dossett et al., 2016). 

These examples illustrate that claims about liberals/Democrats being pro-science and 

conservatives/Republicans being anti-science are overstated and lack nuance, and recent research 
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has indeed shown that liberals and conservatives have similar motivations and tendencies to deny 

scientific ideas and findings when those conflict with their attitudes and beliefs (Washburn & 

Skitka, 2018). Neurological research backs these findings up (e.g., van Baar et al., 2021). Along 

these lines, trying to change someone’s understanding or acceptance of science does not rest on 

changing their political ideologies to the other extreme (Blank & Shaw, 2015). However, it is 

also clear that political polarization can inhibit the public understanding of science because it can 

act, along with other factors, to skew perceptions. Research shows that politically polarized 

views can persist in the face of shared evidence (O’Connor & Weatherall, 2018), due to people 

engaging in motivated reasoning resulting from ingroup identification (T. H. Campbell & Kay, 

2014; Washburn & Skitka, 2018). It is also important to note that polarized thinking about 

controversial socioscientific issues tends to widen with increased education level (Drummond & 

Fischhoff, 2017; Hamilton et al., 2015; Tuschman, 2014), so advocating for more education, in 

and of itself, does not address the problem. 

Meanwhile, partisan news sources are likely going to continue fostering these polarized 

views. The existence of partisan news sources is also not a recent phenomenon (Schudson, 

1978), but the advent of the Internet and social media has increasingly allowed for news sources 

to cater to specialized markets (Tewksbury, 2005). Traditional news media, competing for 

dwindling numbers of viewers and freed from the fairness doctrine by the Federal 

Communications Commission (in 1987), have largely followed suit and are aiming their 

programs and writing for niche markets (Iyengar & Massey, 2019; Stroud, 2011). Critics (e.g., 

Mooney, 2005a) also point out that many, if not most, of these news sources receive funding 

from lobbyists and public policy groups that have economic interests in swaying public opinion. 

The resulting polarization of news and information fragmentation (Levendusky, 2013; Manjoo, 
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2008) have reinforced and increased extreme partisanship on many ideas, including 

socioscientific topics such as the previously discussed issues of climate change and vaccination 

(Feldman et al., 2012; Hmielowski et al., 2014). As compared to the false balance issue, the 

presentations of science news and information can be deemed those with skewed or no balance. 

 Skewed news presentations are problematic because research has shown that people 

prefer news outlets with reputations that comport to their own political views (e.g., Stroud, 

2010), and scholars have predicted that such restricted intake may lead to echo chambers (e.g., 

Iyengar and Hahn, 2009; Sunstein, 2001), which, in turn, will promote even further polarization 

(Schmidt et al., 2018; Stroud, 2010). Ultimately, this polarized thinking hampers cooperation and 

can undermine some of the basic principles of democracy (Carothers & O’Donohue, 2019). 

Unfortunately for the general public, certain strategic actors see increasing polarization as a way 

of gaining power and subsequently seek “to widen the trust gap and ideological cleavages around 

controversial science issues to increase mobilization” (Nisbet et al., 2015, p. 53). These aims 

make it likely that many partisan news sources will, intentionally or not, continue to perpetuate 

the fabrication and spreading of fake news and misinformation (Osmundsen et al., 2021). 

Summary of Reasons for Poor Public Understanding of Health and Science 

 Scholars, political pundits, and various stakeholders seem to be in agreement that public 

understanding of socioscientific issues is lacking. This situation does not appear to be merely a 

local or national issue, though, as scholars throughout the world, as well as members of the 

general public themselves, have identified this shortcoming. Researchers and theorists have 

pointed to several contributing causes of this lack of understanding. Poor science education has 

been decried as a major factor by many researchers for over a century (e.g., Dewey, 1910), but 

while science literacy has been a major focus of education and curricular adaptations since the 
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1970s, measures of both students’ and adults’ understanding of science continue to reveal less 

than ideal public understanding. Recognition of these shortcomings has led to continuous 

changes in science education, such as the recently formulated Next Generation Science 

Standards (NGSS Lead States, 2013), but has also motivated scholars to identify other obstacles 

impeding people’s understanding of science and health issues. 

 These obstructions include poor communication by scientists, who either would rather 

not engage directly with the public at all (D. Kennedy & Overholser, 2010; Lievrouw, 1990), or 

do not have the skills or wherewithal to do so effectively (Aubrecht, 2010; N. Baron, 2010; J. 

Liang et al., 2019). The media and science journalists have traditionally filled the gap caused by 

the lack of adequate direct communication between the scientific community and the public, but 

scholars have also identified issues caused by media presentations. One of these issues is that 

entertainment media (e.g., movies, television shows, novels) are not always accurate in their 

portrayal of scientific concepts or scientists themselves, which can lead to misperceptions and 

stereotypes (M. Barnett et al., 2006; Valenti, 1987). Another problem with news media is that 

journalists tend to focus on the most sensational aspects of science (Chang, 2015), or 

misrepresent the scientific status of certain issues (e.g., vaccination, anthropogenic global 

warming) through the practice of “balancing” presented viewpoints (A. Hansen, 2016). Even 

journalists who eschew these practices may misrepresent science, either through oversimplifying 

or overgeneralizing it (Funk et al., 2017), or just because they do not adequately understand it 

themselves (K. M. Wilson, 2000). 

 Changes in media, including the creation of cable television and the advent of the Internet 

and social media, have amplified the voices and opinions of celebrities and provided platforms 

for partisan news sources. These skewed sources of information have also been identified as 
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potential sources of poor public understanding of health and science issues. Ultimately, outside 

of concerns about formalized science education, most of the identified reasons for the inadequate 

understanding of science and health-based topics by the general public are issues related to 

misinformation and disinformation (Dudo & Besley, 2016; Howell & Brossard, 2021). 

Misinformation and Disinformation 

 Misinformation can be defined as “false content shared by a person who does not realize 

it is false or misleading” (Shu et al., 2020, p. 2), and disinformation as “fake or inaccurate 

information that is intentionally spread to mislead and/or deceive” (Shu et al., 2020, p. 2). 

Inadequate communication by scientists can either lead to misinformation itself or can leave a 

void that shoddy journalism, celebrity testimonials, and skewed new sources fill with both 

misinformation and disinformation. Recognizing this issue, many scholars concerned with 

science education have expressed the importance of helping students develop the skills and 

dispositions to distinguish misinformation and disinformation from accurate information (e.g., 

Höttecke & Allchin, 2020; Sharon & Baram-Tsabari, 2020; Sinatra & Hofer, 2021). 

Misinformation and disinformation are not new phenomena and may even seem largely 

innocuous. For example, a speech starting with the lines “How can you buy or sell the sky? The 

land? The idea is strange to us. If we do not own the freshness of the air and the sparkle of the 

water, how can you buy them?” was read at the first Earth Day in 1970 (Fox, 2017), and appears 

in Joseph Campbell and Bill Moyer’s influential The Power of Myth (1988) and former Vice 

President Al Gore’s (1992) book Earth in the Balance: Ecology and the Human Spirit. This 

widely disseminated speech has almost universally been attributed to Chief Seattle, a leader of 

the Duwamish and Squamish tribes of the Puget Sound area (J. L. Clark, 1985), despite 

inconsistencies (e.g., the speech referred to herds of buffaloes he would have never seen in his 
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area; a reference to a moving train on a railroad that was not finished during his lifetime) 

between the speech and his life that make this highly unlikely (Abruzzi, 1999). Still, the speech 

and its attribution to Chief Seattle continues to crop up in rallies, television shows, and books 

(Abruzzi, 2000; Fox, 2017). 

Another example of misinformation occurred in 1973, when the comedian Johnny Carson 

spurred a toilet paper shortage with a joke on The Tonight Show (CBS News, 2020). His tongue-

in-cheek comment about a shortage, which was based on a governmental bid that had nothing to 

do with consumer supply, became a self-filling prophecy that led to a national panic and a rush 

on buying and hoarding bathroom tissue (Buder, 2020; Malcolm, 1974). This was a short-term 

ill, but nonetheless illustrates the problematic nature of misinformation. Some people even likely 

see the false attribution of Chief Seattle’s speech as potentially beneficial, if it compels people 

take positive environmental actions, but others realize that it “loses its moral force and validity” 

(J. L. Clark, 1985, p. 6) without this false attribution, and is spurious and misleading. 

 These two examples originated prior to the advent of new media, but misinformation is 

an even more important issue in the current digital age, in part because it seems so difficult to 

smother. Time magazine provided a telling illustration of this in 2014, when they posted a story 

about how a scientific study showed that smelling human flatulence could be beneficial to your 

heath entitled “Scientists Say Smelling Farts Might Prevent Cancer” (Stampler, 2014). A much 

smaller audience probably saw this article than watched Johnny Carson make his toilet paper 

joke, but online news sources from around the world quickly took notice. Despite the fact that 

the original scientific report (Le Trionnaire et al., 2014) said nothing remotely close to what 

Time’s headline implied, the misinformation quickly proliferated. The next day the New York 

Daily News published a piece claiming that “Fart Gas May Help Prevent Dementia, Heart 
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Disease” (V. Taylor, 2014). Time even corrected their original article three days later with a new 

title of “A Stinky Compound May Protect Against Cell Damage, Study Finds,” but that same day 

Fox News ran a story claiming that the “Study Says Smelling Farts Can Be Good for You” 

(Newser, 2014). Not everyone fell for the misinformation and some in the media (e.g., Dicker, 

2014) called out the initial poor reporting, but the chain reaction could not be stopped.  

Tabloids like The Sun and The New York Post were running similar articles even a few 

years later claiming that “Sniffing Your Partners’ Farts Could Help Ward off Disease” (Downey, 

2017). These tabloids are not the most trustworthy sources, but more reputable sources like 

Yahoo! News followed suit (see D. Fowler, 2017) and Australian Men’s Health magazine made 

an even bolder claim with their article “Experts Explain Why Smelling Your Partner’s Farts Will 

Make You Live Longer” (Pike, 2017). These news items were all based on the same original 

scientific article that did not say anything of the sort, and the researchers repeatedly deny such 

statements when contacted directly (Carvell et al., 2016), but other online venues have continued 

to propagate and spread this misinformation (e.g., Jewell, 2019; MoreFM, 2018). Even when 

these entities recognize their mistake and acknowledge that they published “false and misleading 

information” (McGowan, 2019), it does not stem the tide of the misinformation initially 

produced. The longevity of misinformation in the digital age adds a problematic component to 

the potential influence of this phenomenon, especially considering that most examples are not as 

benign as this one. 

 Disinformation may be even more problematic than misinformation because the intent 

behind it is to deceive. The purposeful creation and spread of disinformation has become a 

weapon used during times of war, regime change, and catastrophes and can have disastrous 

effects, including on issues of personal and societal health. For example, in 1983, the Patriot 
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newspaper published an article entitled “AIDS may invade India: Mystery disease caused by US 

experiments” (Qiu, 2017). The story cited an anonymous American scientist who suggested that 

AIDS had been developed by the Pentagon in their quest to develop new biological weapons (A. 

Taylor, 2016). The Patriot was a Soviet-influenced Indian newspaper, and many experts and 

politicians denied the claims (A. Taylor, 2016), yet the fabricated story, which had its roots in a 

KGB disinformation campaign (Qui, 2017), was picked up in major newspapers in 50 countries 

(A. Taylor, 2016). The campaign was designed to portray the United States as violating its 

agreements under the Biological Weapons Conventions (Geissler & Sprinkle, 2013), and was 

perpetuated to create strife between the United States and other countries (Qiu, 2017) in order to 

expose the “true” nature of capitalism (Boghardt, 2009). The campaign was deemed to be highly 

successful by Soviet leaders because of the successful spread and influence of the disinformation 

(Corera, 2017). It also had an impact on American communities struck hardest by the disease, 

including African Americans and gay men, who actively promoted the Soviet-inspired 

conspiracy theory (Qiu, 2017). Some scholars have speculated that it may even be one reason 

why many African Americans still believed, even as of 2005, that government scientists created 

AIDS to wipe out their communities (e.g., Fears, 2005). Beliefs like this can keep people from 

engaging in preventative measures (e.g., wearing condoms during sex; Bogart & Thorburn, 

2005) or seeking proper medical attention (Bogart et al., 2010), and therefore represent major 

personal and public health concerns. 

 Disinformation was also at the root of a recent string of tragedies in India. In early 2018 

several false messages and videos depicting the abduction of children appeared on WhatsApp, a 

social media service owned by Facebook, which at the time had a quarter billion users in India 

(Goel et al., 2018). The fear and anger perpetuated by these pieces of disinformation eventually 
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led to several mob attacks on suspected child trackers that left more than two dozen innocent 

people dead, and many others beaten and maimed (Samuels, 2020). While some commentators 

claim that the fear, anger, and hatred behind these actions are to blame and that faulting the 

technology involved makes no sense (Dhume, 2018), there is little doubt that social media 

amplified both the creation of the related disinformation and its dissemination and therefore 

directly contributed to these dire events.  

Misinformation and Disinformation in the Digital Age 

These tragedies in India illustrate well the heightened effects of misinformation and 

disinformation in the digital age. Even the seemingly innocuous stories about the benefits of 

smelling farts are illustrative of how such inaccurate information can replicate, spread, survive, 

and even thrive on the Internet and in social media environments. New media have increased the 

ease and speed of generating and sharing information (Bakshy et al., 2012; Cha et al., 2009; J. 

Han et al., 2014), but they have also ratcheted up problems with identifying and filtering 

legitimate information from fictional and fake material (Shenk, 1997). Traditional gatekeepers 

such as journalists and editors are no longer serving as intermediaries between information and 

the public (Metzger, 2007). This has led to a “superabundance of information” (Lankshear et al., 

2000, p. 26) available online, which is mixed in with fabricated content (i.e., created content 

which is 100% false), misleading content (i.e., information used in a misleading way to frame an 

issue or individual), manipulated content (i.e., genuine information that has been purposely 

altered to deceive), imposter content (i.e., information presented by a source impersonating 

another source), as well as misinformation providing false connections (i.e., when visuals and 

other information do not support the content presented) and false contexts (i.e., genuine content 

presented with false contextual information; Wardle & Derakhshan, 2017).  
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Making judgments about the quality of information on the Internet can also be 

challenging because there is “no quality control mechanism” (Rieh, 2002, p. 146) and because 

traditional cues of expertise (e.g., author’s name and credentials) are largely absent (Fritch & 

Cromwell, 2001; Metzger, 2007). Research has suggested that the decision-making processes 

people employ to make credibility and quality judgments in this environment are often neither 

well-conceived nor well-executed (Britt & Aglinskas, 2002; Metzger et al., 2003). Many people 

let some external authority, like search engines, dictate their information gathering actions 

(Julien & Barker, 2009). Search engines may provide a quick way to look up desired 

information, but their rankings are usually based on superficial factors like popularity 

(Kammerer & Gerjets, 2012), how long sites have existed, and how many other websites link to 

them (Sinatra & Hofer, 2021). The fact that people frequently make judgments about the 

perceived value of information from the products of search results (Purcell et al., 2012) suggests 

that most people do not realize how they actually function (Balatsoukas & Ruthven, 2012; Penna 

& Quaresma, 2015) or have a legitimate “understanding of how a search engine interprets a 

query” (Griffiths & Brophy, 2005, p. 541). Given that algorithms used by search engines are 

usually proprietary secrets (Princz, 2007), this lack of insight is understandable, but users 

engaging in these practices are likely doing so to their own detriment.  

To be more specific, Lewandowski (2013) found, for example, that if users trust a 

particular search engine to be credible, they generally transfer this credibility value to the search 

engine results. Many people also assume that the first articles listed in search results 

automatically have higher rankings with regard to relevance (Unkel & Haas, 2017) and 

credibility (Sinatra & Hofer, 2021). This is probably why most people only examine the sources 

on the first page of the results (Cheever & Rokkum, 2015; B. J. Jansen & Spink, 2006). This 
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practice generally leads people to many sources with questionable information, at best, because 

“the factors for high rankings in a list of results do not include veracity, authority, or reliability” 

(Sinatra & Hofer, 2021, p. 34), as such factors cannot be verified by the algorithms at the heart of 

the process. People also seem to be generally unaware that search engine algorithms have 

become personalized to a large extent, which means that any two people searching for the same 

information, even using the same search terms, may get different results (Pariser, 2011). So, in 

addition to users making largely incorrect assumptions about how search engines work, search 

engines themselves are making assumptions about users. These assumptions on both sides may 

increase the misinformation that people are exposed to, and at the same time decrease their 

exposure to accurate information; a winnowing effect that some have deemed the filter bubble 

(Pariser, 2011).   

Most people’s assessments of website content trustworthiness are generally 

underdeveloped even beyond their incorrect assumptions about search engine results. Many 

people make judgments about credibility based on the aesthetic appeal of websites (Alsudani & 

Casey, 2009; Rieh, 2002) and generally view websites with fewer advertisements as more 

credible (Fogg et al., 2001), even though these features have nothing to do with the actual 

content. Other attributes like design features, layout, and site complexity (Cheever & Rokkum, 

2015; Flanagin & Metzger, 2007) also influence people’s judgments about the accuracy of the 

information presented. Some people continue to use a heuristic based on the site domain (e.g., 

.edu, .gov, .com) to judge webpage credibility (i.e., .edu sites are more credible than .com sites; 

Coiro et al., 2015), including when they are looking for health-related information (Bernhardt & 

Felter, 2004; Sun et al., 2019), despite the lack of evidence supporting this as an effective 

method. Other frequently employed heuristics may appear more promising, for instance when 
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people base credibility assessments on website genre (e.g., news organization site versus a 

personal website or e-commerce site), but the differences between genres is often blurry 

(Flanagin & Metzger, 2007), and these types of judgments can frequently be in error, especially 

as electronic information and formatting can be easily altered and manipulated (Fritch & 

Cromwell, 2001).  

Many people also use the same sources repeatedly because they trust them (Sinatra & 

Hofer, 2021), which can amplify echo chambers, since few people externally verify the 

information they find online (Flanagin & Metzger, 2000). Along similar lines, the advent of 

social media has made it even easier to share personal opinions and personally resonant news 

articles, whether they are accurate or not, and this can further increase echo chamber effects 

(Iyengar & Massey, 2019). Around two-thirds of Americans get some of their news from social 

media (Shearer & Gottfried, 2017) and about 20% of American adults rely on social media as 

their primary source of news (Mitchell et al., 2020b). This includes their news on health 

information (F. J. Jennings & Russell, 2019), like dieting and nutrition (Lynn et al., 2020). 

Worldwide social media use for this purpose lags America, but global usage is also rising 

(Newman et al., 2020).  

These increases are occurring despite the fact that a majority of Americans believe that 

social media has a negative effect on the direction of the country (Mitchell et al., 2020b) and also 

express a general distrust of such sites (Jurkowitz et al., 2020), a sentiment the rest of the world 

largely shares (Nolsoe, 2021). This mistrust is based on legitimate concerns about bots (i.e., 

“automated social media accounts that impersonate humans”; Menczer & Hills, 2020), 

governments (Bradshaw & Howard, 2018), and other actors (Keller et al., 2020) conducting 

disinformation campaigns via social media (e.g., Reddit, Pinterest, Twitter, Facebook), to the 
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point that some have categorized it as digitized warfare (e.g., Horowitz, 2019). These campaigns 

are aimed at exerting political influence, reducing trust in certain authorities, increasing 

polarization, and generally undermining civil society (Howard et al., 2018). However, despite 

these concerns, more and more people continue to flock to new media as their main sources of 

science and health news, and it turns out that these members of the general public are the most 

significant contributors to the spread of false information (Vosoughi et al., 2018).   

 This spread of misinformation occurs, in part, because the patterns people engage in on 

social media (i.e., reading their friend’s posts; clicking on videos or news stories posted by 

people they follow; Castillo et al., 2014; Sunstein, 2018), tend to restrict information to a narrow 

set of viewpoints (homogeneity bias; Nikolov et al., 2019) of a select set of popular sources 

(popularity bias; Nikolov et al., 2019), even more so than Internet searches. These practices can 

lead to people encountering the same opinions, information, or misinformation repeatedly, which 

can amplify “information cocoons” (Sunstein, 2018, p. 84) and lead to increased polarization 

(Conover et al., 2011). As people gravitate to homogeneous social groups on these platforms, 

their interactions not only further increase polarization but also make people more vulnerable to 

misinformation, as they are less likely to verify information shared with them than information 

they find on their own (Jun et al., 2017). While many scholars have been focused on the political 

polarization and fragmentation that results in part from misinformation and disinformation 

shared or read in new media, the impact on the public understanding of health and science issues 

is also notable and alarming. 

Misinformation and Public Understanding of Health and Science Issues 

Scholars have long been concerned about the threat that misinformation and 

disinformation pose towards the public’s understanding of science and health. Watson Davis 
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(1942) expressed concerns that scientific misinformation in the advertising columns of 

newspapers might confuse people, perhaps referring in part to patent medicines (i.e., snake oil 

remedies), which were frequently advertised in leading American newspapers in the 19th and 

early 20th centuries (Schudson, 1978). This concern mirrors findings from recent studies, which 

have revealed that people largely struggle to distinguish online advertisements from actual news 

content (e.g., Amazeen, 2020; Wineburg et al., 2016; Wojdynski & Evans, 2020). The online 

environment has also facilitated the spread of conspiracies about science (e.g., chemtrails; Bessi 

et al., 2015), miscomprehensions of basic science issues (e.g., flat Earth arguments; Landrum et 

al., 2021) and misunderstandings about important health issues (e.g., Ebola; Guidry et al., 2021; 

Sarmah, 2014). 

As a particularly pertinent example of this last category, the recent spread of 

misinformation and disinformation about COVID-19 has mimicked the spread of the virus to a 

large extent (Brennan et al., 2020), leading to what the World Health Organization’s Director-

General, Tedros Adhanom Ghebreyesus, called an infodemic (WHO, 2020). Government 

officials, celebrities, and prominent public figures have been the source of much of this 

misinformation, and there is ample evidence that the general population, as a whole, has engaged 

with and further spread these false ideas (Brennan et al., 2020). Many of these false narratives 

have been about the origins of the virus, including claims about it being a biological weapon 

deployed by some country (China, the United States, the United Kingdom, and Russia have all 

been implicated by different sources; EEAS Special Report, 2020), or how it is spread, such as 

the assertion that it is somehow linked to 5G technology (Ahmed et al., 2020; Meese et al., 

2020). Many sources have gone so far as to claim that the virus itself is a hoax and does not even 

exist (Factcheck.org, 2021; Gowen, 2020; Reuters Staff, 2021).  
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A national poll in March 2020 revealed that these messages were representative of a good 

portion of the American public (YouGov, 2020). Thirteen percent of those surveyed believed 

that the virus was a hoax and 44% believed the threat was real but was being exaggerated. The 

major concern about these beliefs is that people who endorse them may not follow expert 

recommendations aimed at reducing the contagion (e.g., mask-wearing, social distancing; 

Allington et al., 2020; Imhoff & Lamberty, 2020; Karić & Međedović, 2021) or might delay 

testing, treatment, or vaccination, all of which have the potential to undermine public health 

initiatives (Juanchich et al., 2021). Even those who accept the reality of the disease, though, 

might believe claims that natural remedies (e.g., eating turmeric or raw garlic, chewing cloves 

and black peppercorn, sipping warm water with lemon and honey in it, drinking herbal tea) are 

effective in treating it (Baker, 2020; Bhardwaj, 2020), and therefore avoid proper medical care 

until it is too late.  

Former President Trump himself perpetuated several pieces of misinformation about 

COVID-19, including making false assurances that the virus was not spreading rapidly in the 

early days of the U.S. contamination and claiming that it would disappear quickly (Paz, 2020). 

He also compared COVID-19 to the flu (Sullivan, 2020), and commented that injecting 

disinfectants might be a way to kill the virus (Chiu et al., 2020). His premature and misinformed 

endorsement of the efficacy of hydroxychloroquine, an anti-malarial drug, as a treatment 

(Danion et al., 2020) led a Phoenix couple to ingest a fish-pond cleaning chemical with a similar 

ingredient listed on a bottle (Waldrop et al. 2020). This misinformed action resulted in the 

hospitalization of the woman and the death of her husband (Shepherd, 2020). Even after Trump’s 

own contraction of the virus, he continued to spread further misinformation, including making 

claims about an imminent cure. These inaccurate declarations diluted critical public-health 
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messaging (Hamblin, 2020) and contributed to declines in people’s intentions to get vaccinated 

(Loomba et al., 2021). 

 Misinformation and disinformation pose global threats to human health beyond COVID-

19. Berriche and Altay (2020) found that the popular French Facebook page Santé + Mag, which 

has more than 8 million followers, had health misinformation in about 30% of its posts, 

including dangerous advice like using frozen lemons to treat diabetes and cancer. L. Chen et al. 

(2018) examined recent posts on Weibo (the Chinese equivalent of Twitter) on the topics of 

breast cancer and gynecological cancer and also found 30% of them contained false information. 

Misinformation about HIV and other health issues abound in social media in the Philippines, 

Japan, and throughout the rest of Asia (Kaur et al., 2018). Similar to the situation in the United 

States, scholars have found evidence that websites in other countries, such as the Indian site 

Postcard News, have created successful business models based on distributing provocative and 

false health news with catchy clickbait headlines (Kaur et al., 2018). Reading such depictions 

and nonnormative commentaries can ultimately lead to negative attitudes and can reduce healthy 

behaviors (e.g., getting vaccinated; Nan & Madden, 2012). 

Looking at a broader range of health issues in their recent systematic review, Y. Wang et 

al. (2019) found that health-related misinformation on social media tends to be even more 

popular than correct information on a wide variety of topics, including the Zika virus, nutrition, 

cancer, and smoking. In their review, Suarez-Lledo and Alvarez-Galvez (2021) found similarly 

high frequencies of health misinformation, particularly on Twitter, concerning topics like 

smoking products, drugs, and vaccines. Y. Wang et al. (2019) contended this misinformation has 

the ability to confuse people into acting in ways against their best interest, in part because these 

misinformed narratives induce anxiety and intensify mistrust in institutions. For example, this 
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type of misinformation was likely a motivating factor leading rioters to attack a healthcare 

facility treating Ebola in Liberia in 2014 (B. Jones & Elbagir, 2014), an event which led patients 

receiving treatment to flee in fear. These types of reactions make it unnecessarily harder for 

patients to get the care they need and put healthcare workers in more danger than they already 

were in just trying to treat a deadly disease like Ebola. 

Scholarly research has revealed that people engaging with social media are specifically 

influenced by others’ misinformed attacks on scientists (i.e., claiming that they lack integrity 

because of some conflict of interest) or unfounded arguments that the inherent complexity of a 

topic (e.g., climate change) does not allow for concrete scientific findings (Gierth & Bromme, 

2020). Basch et al. (2017) found that the majority of the YouTube videos they examined about 

vaccination discouraged viewers from getting vaccinated. The number of misinformed claims 

about vaccines posted in social media is alarming (e.g., vaccines are grown from cell cultures 

from aborted fetal tissue; vaccination is a form of genocide; B. L. Hoffman et al., 2019), and it 

appears that people in similar social media groups not only share inaccurate information and 

nonnormative views about this topic but also circulate misinformation about health issues like 

circumcision and water fluoridation (B. L. Hoffman et al., 2019). One recent report found that 

almost 50% of consumers claim they would seek a second medical opinion based on information 

they saw on social media (PricewaterhouseCoopers LLP Health Research Institute., 2012). 

Getting such second opinions can be a positive step toward receiving proper healthcare, but they 

can also be wasteful and stressful if they are based on inaccurate or misleading information.  

Ultimately, many people shape their beliefs and thinking on these science and health 

topics and others (e.g., personal genetic testing, antibiotics) on what they read on social media 

(Betsch & Sachse, 2012; Groshek & Bronda, 2016). Since “social media feeds are personally 
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curated and tailored to individual beliefs, partisan bias, and identity” (Chou et al., 2018, p. 2417), 

they facilitate the formation of information silos, which decrease the frequency and likelihood of 

the exchange of different ideas and viewpoints and increase the risk of amplifying inaccurate 

information (Chou et al., 2018). In these closed networks, misinformation and disinformation 

spread even faster than accurate information (Vosoughi et al., 2018) and can significantly and 

negatively influence people’s beliefs and ideas about health and science issues and the personal 

and political decisions individuals make based on those beliefs. Prevalent and pervasive 

misinformation can have this effect largely because it can increase the likelihood that people will 

fall prey to cognitive biases. 

Cognitive Biases 

Cognitive biases, sometimes referred to as cognitive illusions (Pohl, 2017), have also 

recently been identified as barriers to public understanding of science and health-related issues 

(e.g., Kraft et al., 2015; Pasek, 2018). According to dual-processing theories of cognition, these 

biases are largely the result of people’s application of heuristics, simple mental procedures 

people employ to find answers to questions (J. St. B. T. Evans & Stanovich, 2013; Kahneman, 

2011). These largely intuitive thought processes (J. St. B. T. Evans & Stanovich, 2013) can 

enable people to process information quickly and, in many cases, can lead to accurate ideas or 

effective performances (Gigerenzer & Todd, 1999). These processes, which are alternatively 

referred to as Type 1 processes (e.g., J. St. B. T. Evans & Stanovich, 2013) or System 1 

processes (e.g., Kahneman, 2011), are generally rapid and instinctive. The mental shortcuts they 

are based on, though, can be haphazardly developed and ineffective in complex situations, such 

as learning about a socioscientific issue, which call for a more considered and analytical way of 

thinking, referred to as Type 2 (J. St. B. T. Evans & Stanovich, 2013) or System 2 (Kahneman, 
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2011). Type 2 processing is reflective and generally slower than Type 1 processing and engages 

working memory (J. St. B. T. Evans, 2019). Either people frequently do not recognize when this 

more deliberate approach is needed or act as “cognitive misers” (Yang et al., 2020, p. 95), who 

cannot help themselves from using the quicker and easier heuristics. This failure to engage in 

necessary Type 2 thinking can frequently lead to “severe and systematic errors” (i.e., cognitive 

biases; Tversky & Kahneman, 1974, p. 1124).  

The concepts of primary and secondary cognition are also useful to consider when 

examining cognitive biases. Primary or first-level cognition involves initial associations of some 

object with a certain attribute or a particular dimension of judgment about an object (e.g., the 

flower is purple; the flower is pretty; Petty et al., 2007). These thoughts may fit into Type 1 or 

Type 2 thinking, but secondary or second-level cognition, also referred to as metacognition, 

involves self-reflections about thought processes and is one mode of Type 2 thinking (Shea et al., 

2014). Specifically, metacognitive monitoring (i.e., judging one’s cognitive process and its 

likelihood of being effective; Cleary, 2017) and metacognitive control help people to recognize 

when Type 1 thinking may be unproductive (e.g., lead to biases) and enable them to switch to 

Type 2 thinking (Maynes, 2015; Shea et al., 2014; Tay et al., 2016). This metacognitive 

processing, therefore, can be crucial at least in certain circumstances (J. St. B. T. Evans & 

Stanovich, 2013) in helping people avoid cognitive traps including confirmation bias, motivated 

reasoning, and a host of other lesser-known biases like the continued influence effect (C. S. 

Royce et al., 2019). 

Confirmation Bias 

Confirmation bias is perhaps the most well-known cognitive bias. In broad terms, 

confirmation bias can be described as “the seeking or interpreting of evidence in ways that are 
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partial to existing beliefs, expectations, or a hypothesis in hand” (Nickerson, 1998, p. 175). Some 

scholars identify confirmation bias as a class of biases rather than a singular phenomenon. 

Stanovich et al. (2013), for example, distinguished myside bias, described as how “people 

evaluate evidence, generate evidence, and test hypotheses in a manner biased toward their own 

prior beliefs, opinions, and attitudes” (p. 259), as a specific subset of confirmation bias. Mercier 

(2017) went even further when he claimed that myside bias (i.e., “the tendency to find arguments 

that support one’s own views”; p. 99-100) actually exists, whereas confirmation bias (as defined 

as “the tendency to confirm whatever one thinks about”; p. 99) does not. W. Hart et al. (2009) 

expressed a preference for congeniality bias, described as when “selective exposure enables 

people to defend their attitudes, beliefs, and behaviors by avoiding information likely to 

challenge them and seeking information likely to support them” (p. 556).  

Regardless of the exact terminology used, confirmation bias usually refers to people’s 

tendency to mainly look for information that supports their currently held beliefs (Tsipursky & 

Morford, 2018), or to the tendency to perceive information that aligns with such beliefs as more 

valuable and credible, while discrediting and disregarding incongruous information (Lord et al., 

1979). Most scholars in the field believe that engaging in such patterns yields less than desirable 

thinking processes (cf. Mercier, 2017). Individuals experiencing confirmation bias also feel less 

inclined to justify information which aligns with their prior beliefs and thoughts (i.e., a 

disconfirmation bias; Edwards & Smith, 1996), whereas coming across contradictory 

information spurs them to deliberately pursue further information to refute it (Ditto & Lopez, 

1992). Nickerson (1998) and others have also additionally distinguished between motivated 

confirmation bias, in which a person treats evidence in a biased way because they are driven by a 

desire to maintain and defend their beliefs, and unmotivated confirmation bias, in which a person 
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proceeds in a similar biased fashion in evaluating claims and evidence even when they do not 

have a personal preference or material stake (that they are aware of, at least).  

Observations and comments about both motivated and unmotivated confirmation bias 

have a long history in philosophy. Hundreds of years ago, Francis Bacon (1620/1902) observed 

that “human understanding…forces everything else to add fresh support and confirmation” (p. 

23). George Polya (1954) argued that scientists do not use different “mental procedures” (p. 40) 

than laypeople, but they are more likely to resist confirmation bias because their training in 

scientific thinking enables them to look for ideas that conflict with their current thinking. Wason 

(1960), who conducted some of the earliest psychological studies on confirmation bias, seemed 

to concur with Polya (1954) when he concluded few people “spontaneously test their beliefs in a 

situation which does not appear to be of a ‘scientific’ nature” (p. 139). These arguments, 

however, do not match many cases in scientific history in which well-known and important 

scientists, among them Galileo, Newton, Pasteur, and Lord Kelvin, refused to accept 

experimental work and conclusions that conflicted with their previously established beliefs 

(Nickerson, 1998).  

 The fact that trained scientists examining ideas in their own areas of expertise struggle to 

avoid confirmation bias makes it less surprising that subsequent studies have shown that many, if 

not most, people engage in confirmation bias even when they are actively engaged in thinking 

and information-seeking on scientific topics (e.g., Strømsø & Bråten, 2017). Additionally, 

changes in technology may have amplified people’s susceptibility to confirmation bias as the 

Internet’s speed and ease of information production and transmission have created conditions 

that allow people to more easily find ideas that support their previous thinking (Bessi et al., 

2015). In this vein of research, several studies have demonstrated that confirmation bias can 
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affect a high percentage of people when they seek information about health information on the 

Internet (e.g., Kayhan, 2013; Keselman et al., 2008; Meppelink et al., 2019; Moreno-Fernández 

et al., 2020; Schweiger et al., 2014). Since there is evidence that a good portion of the public 

makes decisions about their healthcare based on such information (Rainie & Fox, 2000), this is 

an important issue, especially considering that much of this information, as discussed above, is 

inaccurate. 

Motivated Reasoning  

Motivated reasoning falls along similar lines. Research has shown that people naturally 

form their own intuitive or folk theories about many different scientific concepts including heat 

conduction (Clough & Driver, 1985), the shape of the Earth (Vosniadou & Brewer, 1992), and 

the spread of disease (Shtulman, 2017), to name a few. These personal theories are not only at 

odds with scientific knowledge, they also interfere with people learning accurate scientific 

conceptions of such topics (Shtulman, 2017; Vosniadou & Brewer, 1987). These intuitive 

explanations can inhibit people from understanding accurate scientific explanations (Shtulman, 

2015), because, in some cases at least, there is plenty of misinformation available supporting 

such misbeliefs (i.e., flat Earth theories) and they are motivated to find any information to help 

them maintain their existing conceptions (Dole & Sinatra, 1998). Motivated reasoning is 

nonconscious (Kunda, 1990), but still can affect people’s understanding of science and health 

topics, because it can lead to selection bias or selective exposure (Knobloch-Westerwick & 

Meng, 2009). Even when people do examine counterattitudinal ideas, they are much more 

rigorous of their analysis of the evidence supporting those ideas than ones that they already agree 

with or believe (Sinatra & Hofer, 2021).  
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 Social identities can also prompt and influence motivated reasoning. People with vested 

interests in socioscientific or health issues (e.g., someone working in the petroleum industry; a 

vaper) may be unconsciously motivated to find information that rejects notions that burning 

fossil fuels contributes to global warming or that vaping is a major health risk (Sinatra et al., 

2014). People engaging in this type of processing have a directional goal (i.e., the person “wants 

to arrive at a particular conclusion”; Kunda, 1990, p. 482) more so than accuracy goals, though 

they are likely unaware of this. Identification with social groups can also influence people to 

employ motivated reasoning as they strive to follow the norms (i.e., shared patterns of thought 

and behavior) of the ingroup (Hogg & Reid, 2006). Nauroth et al. (2015), for example, showed 

that people who self-identified as gamers devaluated scientific ideas about the links between 

playing video games and violence and were motivated to criticize the methodology of the 

purported study indicating this relationship. In an example running counter to Nauroth et al. 

(2015) but still demonstrating motivated reasoning, Bender et al. (2016) showed that people who 

highly valued the concept of non-violence were much more positive in their evaluation of studies 

claiming that video games promote violent behavior. People are also more likely to trust and 

prefer information shared by others in the same group (Menczer & Hills, 2020). All of these 

tendencies likely contribute significantly to the polarization of certain socioscientific issues 

along political party lines (e.g., Pennycook et al., 2021). 

 Motivated reasoning has been examined in the context of people’s understanding of 

several socioscientific issues. In many cases, people appear to recognize the scientific status of 

particular theories (e.g., evolution, big bang), but still believe that these theories are incorrect, 

indicating that these misconceptions are not simply ascribable to knowledge deficits (Pasek, 

2018; Roos, 2014). In other cases, people may simply privilege personal experience over 
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scientific consensus. For example, Hamilton and Stampone (2013) found in their study about 

global warming beliefs that people who identify as independents (i.e., not Democrat or 

Republican) were more likely to agree with the scientific consensus of global warming on 

interview days when it was unseasonably warm and disagreed when it was unseasonably cool. 

Certain topics, like evolutionary theory, may motivate people to endorse other sources, like the 

Bible, over scientific consensus (Pasek, 2018). Kraft et al. (2015) maintained that many 

socioscientific issues (e.g., stem cell research or vaccinations) have broad implications for 

people’s values, religious beliefs, and corresponding political ideologies and partisanship. These 

complex and interconnected beliefs could lead to motivated reasoning in a variety of directions 

(e.g., Blank & Shaw, 2015), including preferencing alternative views (i.e., ones that do not fit 

scientific consensus), distrusting scientists, distrusting evidence, and general hyperskepticism 

(Kraft et al., 2015).  

Other Cognitive Biases  

There is a wide range of other cognitive biases which also seem to affect people’s 

understanding of science and health issues. Yang et al. (2020), for example, found that people’s 

self-serving bias (i.e., when cognitive processing is distorted by the need to see oneself in a 

favorable manner; Kaplan & Ruffle, 2004) led to greater illusions of knowledge when they 

studied information about climate change. The authors speculated that because they were “driven 

by the need to maintain a positive self-image” (Yang et al., 2020, p. 106), the participants were 

focused on trying to appear knowledgeable, which in turn led them to prioritize superficial and 

basic facts, rather than more important information like the underlying mechanisms of climate 

change. In comparison, Blancke et al., (2015) postulated that people who believe genetically 
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modified organisms are dangerous to consume may be exhibiting an essentialist bias (i.e., these 

foods are seen as unnatural and anything unnatural is unhealthy).  

It is important to emphasize again that everyone, including experts, can fall prey to 

cognitive biases. For example, while the preponderance of studies on water fluoridation has 

shown it to be beneficial (Ajiboye et al., 2018; McDonagh et al., 2000), several recent studies 

have indicated that high prenatal fluoride exposure is related to lower cognitive functioning 

scores of children later in life (Bashash et al., 2017; Till et al. 2020; Valdez Jiménez et al., 2017). 

Researchers publishing papers discussing this potential issue, though, have found both their peers 

and government health agencies largely unreceptive to their findings. Criticism is part and parcel 

of research and publication, but some of these authors (e.g., Till & Green, 2020) have objected to 

the vitriolic personal attacks by critics (e.g., Berezow, 2019) and baseless claims that their results 

were based on outliers (Science Media Centre, 2019). Till and Green (2020) agreed that major 

policy changes guiding water fluoridation should not be enacted based on a single study like 

theirs, but also noted the existence of several other investigations showing similar results, 

indicating the findings deserve careful consideration instead of blanket criticism and denigration 

of the researchers involved. They argued that the responses of the majority of their peers, who 

have either ignored the alarming studies or questioned the methodology or integrity of the 

scholars involved, have been colored by entrenched thinking and cognitive biases (Till & Green, 

2020). Indeed, more research is definitely needed on this topic, as calls for a general dismissal of 

such findings without further study are just as problematic as the unfounded claims by celebrities 

against fluoridation discussed earlier in this paper. 

 Health professionals have also demonstrated tendencies to engaged in biased thinking. 

Saposnik et al. (2016) found in their systematic review of studies associated with the medical 
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decisions of doctors that physicians exhibited several cognitive biases, such as the anchoring 

effect (i.e., placing an inordinate amount of importance on the first piece of information) and the 

availability bias (i.e., the tendency to think of easily recalled examples as more representative 

than they really are). They also concluded that these biases were likely associated with 

inaccurate diagnoses (Saposnik et al., 2016). Along similar lines, in their systematic review, 

Blumenthal-Barby and Krieger (2015) examined studies on both medical personal and patient 

health decision making and once again found that the majority of the studies (i.e., 68%) 

confirmed at least one cognitive bias in the sample, including 80% of the studies on medical 

personnel and 61% of the studies on patients. Like Saposnik et al. (2016), they found strong 

evidence of the anchoring effect and availability bias, and they also detected evidence of the 

bandwagon effect (i.e., when people adopt specific attitudes or behaviors because the majority or 

people are doing so; Schmitt-Beck, 2016) and relative risk bias (i.e., when people have a stronger 

inclination to choose a medical treatment when presented with the relative risk than when they 

are presented with the same information described as an absolute risk; Forrow et al., 1992). 

In addition to decision making, multiple studies have also investigated the effects of 

cognitive biases on how people search for health information online, which is important since 

people do this frequently (“Health Information National Trends Survey,” 2017). Lau and Coiera 

(2007) conducted two analyses to compare how cognitive biases affected the search behaviors of 

clinicians (i.e., doctors and nurses) and undergraduate students. They found that both sets of 

participants exhibited anchoring effects, but only the students demonstrated exposure effects 

(i.e., being affected by the duration of exposure or peak-and-end events) and order biases (i.e., 

primacy and recency). S. L. Fowler and Geers (2015) found that people exhibiting an optimistic 

bias (i.e., the tendency to overestimate the likelihood of positive events) sought less health 
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information in light of a proximal health threat (but not a distant one) than those who did not 

exhibit this bias. All of these biases, then, can seem to compromise both effective searching for 

health information and subsequent decisions made based on the results of those searches. 

Two recent systematic reviews have supported these findings and revealed an even 

broader array of cognitive biases that affect health information seeking and processing.  

Azzopardi (2021) analyzed thirty studies which involved the investigation of a variety of rational 

errors, including when people looked for health information. He placed the cognitive biases into 

four categories: (a) “too much information” (Azzopardi, 2021, p. 28), (b) “not enough meaning” 

(p. 28), (c) “needing to act fast” (p. 29), and (d) “what to remember” (i.e., the need to retain 

selective information; p. 29). Azzopardi (2021) did not find any studies indicating cognitive 

biases on health searching behavior with regard to the “act fast” category, but in the other 

categories he found that people exhibited several cognitive biases such as projective bias (i.e., 

posing only positively framed queries, such as “does Aloe Vera cure cancer?”; Azzopardi, 2021, 

p. 30), primacy effects (i.e., the first search result is more influential than subsequent ones), and 

availability bias (i.e., believing whatever information or misinformation they encountered the 

most frequently). 

More recently, T. Chen (2021) synthesized over 50 studies examining how cognitive 

biases affect consumer information seeking in a wide variety of health-related contexts (e.g., 

living organ donation, cigarette risk, food choices, vaccination). Many of the studies focused on 

confirmation bias or optimistic bias, but T. Chen (2021) determined there were another fourteen 

cognitive biases included in the empirical research. One of these was the halo effect (i.e., “when 

consumers form biased impressions of a product…from limited information that may not always 

be objectively correct”; Burton et al., 2015; p. 240), which Burton et al. (2015) and Lynam et al. 
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(2011) found influenced people’s evaluations of nutrition and food choices. Notably, none of the 

studies included in Azzopardi (2016) or T. Chen (2021) dealt with the topic of antioxidants or 

included investigations into the continued influence effect, which is surprising considering the 

amount of information online about the former and the effects of the latter. 

Summary of Cognitive Biases 

In recent years, scholars have been increasingly investigating cognitive biases and the 

conditions under which people most frequently engage in them. Researchers are not completely 

aligned with their views of the exact mechanisms that lead people to fall prey to these 

nonconscious mental traps, but many scholars believe that they occur most frequently when 

people employ Type 1 thinking, which involves automatized use of heuristics. The employment 

of such mental shortcuts is not always inappropriate or ineffective, but the information and 

misinformation rich environment of the digital age may be increasing situations in which 

engaging in them is inadequate, thus increasing people’s tendencies to exhibit cognitive biases 

such as confirmation bias, motivated reasoning, availability biases, and anchoring. Empirical 

investigations have found that people are susceptible to these biases when reading and learning 

about health and science issues and that these cognitive traps can potentially lead to misguided 

and potentially dangerous decision making. One cognitive bias that has received less attention 

than the ones discussed here, especially in regard to science and health issues, is the continued 

influence effect. The increased amount of misinformation and disinformation available in the 

current digital environment, though, makes understanding this bias and its effect on decision 

making critical. 
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The Continued Influence Effect 

The continued influence effect is a cognitive bias which occurs when misinformation 

continues to influence later judgments even after people learn the information is incorrect 

(Seifert, 2014). Johnson and Seifert (1994) coined the term continued influence effect, but 

previous research had already established similar findings. Walster et al. (1967), for example, 

had hypothesized that personality type (i.e., high-concern vs. low-concern) would influence the 

effects of a thorough debriefing after a deception experiment (i.e., an experiment in which a false 

explanation of the study is given to the participant up front for the sake of maintaining the 

integrity of the study). They were surprised, though, to discover that the debriefing sessions were 

largely unsuccessful regardless of participant’s personality. Even though subjects told the 

experimenters they understood the manipulation in the study was false, they all still largely 

“behaved to some extent as though the debriefing had not taken place” (Walster et al., 1967, p. 

380). This unexpected finding spurred many subsequent studies on the continued influence of 

discredited information. 

Findings from Early Studies 

Ross et al. (1975), for example, found similar results to Walster et al. (1967) when 

examining students’ lack of perceptional revisions after feedback. These students were given a 

discrimination task and were given both immediate feedback after each decision (e.g., correct or 

incorrect) and summative feedback (e.g., better than average, average, or worse than average) at 

the end. After forming initial impressions of their performance, they were then debriefed and told 

that the feedback was random and not based on their actual performance. The debriefings, 

however, did not seem to have an impact on the perceptions of performance, as the participants 

still largely ranked their performance in line with the discredited feedback. This “perseverance 



 

91 

 

phenomenon” (Ross et al., 1975, p. 884) was seen whether the students were acting as direct 

participants or observers. Lepper et al. (1986) found similar results when working with students 

given random performance feedback in high school math classes. 

C. Anderson et al. (1980) investigated whether this phenomenon applied to impressions 

about other people. Participants were led to believe a specific correlation existed between a 

trainee firefighter’s preference for risky choices and their subsequent success as a firefighter. 

Participants were asked to provide a written explanation of this relationship. Some of the 

participants were then told that the proposed relationship was not true. Those who were 

debriefed, though, continued to maintain their beliefs in the discredited correlation, in a fashion 

similar to those who were not debriefed (and therefore had no reason to doubt the relationship). 

C. Anderson et al. (1980) found that this tendency generally still occurred even when participants 

were not asked to write an explicit explanation. 

Other research in this paradigm (e.g., C. Anderson, 1982, 1983; C. Anderson et al., 1985) 

helped demonstrate this persistent influence of misinformation, even when participants were able 

to correctly label the misinformation as such. Related studies also helped refine the conditions 

under which the continued influence effect is most robustly demonstrated. Flemming and 

Arrowood (1979), for example, conducted an indirect replication of Ross et al. (1975), in which 

they included a group that had to complete a disruptive task (i.e., counting backwards) after 

receiving their initial, false feedback. In conditions in which the participants were able to process 

the feedback (i.e., they were not distracted), they largely engaged in the continued influence 

effect. In the distraction condition, however, there was no tendency to carry forward the false 

information. Flemming and Arrowood (1979) postulated that this was because these participants 

did not have the time and focus needed to form causal explanations about their performance to 
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themselves. Along similar lines, Wegner et al. (1985) also largely replicated Ross et al.’s (1975) 

findings but included a condition in which participants were prewarned that upcoming feedback 

would be false. This new group did not behave much differently, and all participants largely 

continued to use initial feedback to predict future success. Wegner et al. (1985) concluded that 

initial impressions not only persevere, but they penetrate (i.e., they had an “intrusive influence 

despite a forewarning that that are false”; p. 344).  

Alternative avenues of research have resulted in similar findings but have further refined 

the conditions under which the continued influence effect is most prevalent. Wyer and Unverzagt 

(1985) and Wyer and Budesheim (1987), for instance, found that subjects given a list of a 

person’s behaviors and asked to form an impression of the person were influenced by these 

behaviors even when told later to disregard them (i.e., that they were false). They also found that 

subjects were more able to disregard behaviors listed earlier compared to those listed towards the 

end of the series, indicating that recency might make it more difficult to ignore information or 

perhaps that interference (i.e., reading several behaviors between the false ones and the message 

to ignore) might make it easier to disregard information. These results, however, have not been 

consistent in the literature (e.g., Wilkes & Leatherbarrow, 1988), and the continued influence 

effect seems more of a primacy issue, because it is the misinformation presented before the 

correction that is not modified (Ecker et al., 2015; Hamby et al., 2020).  

The effects of different motivations underlying why participants should ignore 

information have also been investigated. For example, Golding et al. (1990) conducted a study 

using the same stimulus materials from Wyer and Unverzagt (1985) but varied the reason why 

some participants were told to disregard some of the behaviors (i.e., one group was told to 

disregard the listed behaviors because they described a different person, the other group was told 
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to disregard them because their inclusion was a mistake and that they should have been kept 

confidential). Golding et al. (1990) found that the participants in the “mistake” group were much 

less likely to demonstrate the continued influence effect than the members of the “confidential” 

group, though both groups still exhibited evidence of the bias. It could actually be argued that 

participants in the “confidential” group were not strictly exhibiting the continued influence 

effect, as it has to do with ignoring inaccurate information (i.e., the inclusion of the confidential 

information being a mistake is not the same as it being incorrect information), but the study still 

importantly indicates that a person’s specific motivation to ignore information (i.e., what the 

authors classified as different types of “explicit cues”; Golding et al., 1990, p. 212) can affect 

their ability to do so.  

Wilkes and Leatherbarrow (1988) were among the first to examine the robustness of the 

continued influence effect beyond initial impressions and judgments of people. They instead 

used a text comprehension task. One part of their study asked subjects to form inferences about 

the cause of a fire based on a number of statements. They gave subjects one of three different 

versions (i.e., control, direct denial, or indirect denial), each with thirteen discrete messages. 

Subjects in the control condition just read the messages straight through, including message 5, 

which said a side room of the building was empty before the fire. Participants in the direct denial 

condition read similar messages but their message 5 mentioned that inflammable material (i.e., 

paint and gas cylinders) had been stored carelessly in the side room, and message 12 restated this 

information, denied it, and replaced it with new information (i.e., that the side room was empty). 

People in the indirect denial version saw these same messages, except their message 12 indicated 

that message 5 was in error and the side room had been empty, without restating the specifics 

about the flammable material from message 5. Participants in each group were subsequently 
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given a chance to answer recall questions (e.g., What was the extent of the firm’s premises? 

Where was the fire located?), complete an inference questionnaire (e.g., Why do you think the 

fire was particularly intense? What was the relevance of the side room?), and write down an 

account of the scenario in their own words.  

Wilkes and Leatherbarrow (1988) did not detect any statistically significant differences 

between the responses of participants in the two denial groups and concluded that the mode of 

correction did not seem to influence participants’ ability to disregard the initial misinformation. 

Overall, the authors deemed the results as a “little short of disaster” (Wilkes & Leatherbarrow, 

1988, p. 369) as it was once again the exception for participants to dispense of the wrong 

information seen in the initial message 5, despite the fact that most participants in both denial 

conditions could successfully recall what the corrective message said. The authors postulated 

that this was because the misinformation matched the participants’ inferences about the features 

of the fire (e.g., toxic fumes, explosions) better than the correct information. Flipping the 

messages in a subsequent experiment (i.e., message 5 for the control group included information 

about the inflammable materials but for the two denial groups the room was described as empty 

and then the corrective message 12 indicated that the volatile materials were actually present), 

led to improved corrections by the participants (Wilkes & Leatherbarrow, 1988). Wilkes and 

Leatherbarrow (1988) concluded that misinformation has less of a persistent influence if the old 

inaccurate information does not play a central role in the message sequence and that “the 

observed difficulties in editing arise when old information has to be excised from the episodic 

record” (p. 361), though this latter claim seems to run counter to the findings of Wyer and 

Unverzagt (1985). 
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The fire incident scenario has been well-used to further refine understanding of the 

perseverance of discredited information. Johnson and Seifert (1994) notably used a modified 

version to examine whether the timing of the correction affected editing difficulties. The control 

group read the messages straight through. These messages included a statement that there was a 

short circuit near an empty closet. In an immediate correction condition participants initially read 

that the short circuit had occurred near a closet with volatile materials, but the next message 

labeled this as incorrect, stating that the closet was empty. People in a delayed correction group 

saw the same misstatement and correction, but there were five intervening messages in between 

them. Based on Wyer and Budesheim (1987), Johnson and Seifert (1994) hypothesized that “if 

influence effects occur only when subjects make inferences based on the misinformation before 

the correction and then must edit them, one would expect more influence in delayed correction 

groups than in immediate correction groups” (p. 1421), because participants in the delayed 

conditions would have a window to build more such inferences while reading the messages in 

between the incorrect message and the correction. Unlike Wyer and colleagues (1985, 1987), 

though, they did not find a significant difference based on when the correction was given. 

Similar investigations by Wilkes and Reynolds (1999) supported Johnson and Seifert’s (1994) 

conclusion that the placement of the retraction does not seem to play a role in people’s persistent 

use of discredited information. It may be that some heretofore undetected aspect of the different 

tasks or contexts in these studies versus those of Wyer and colleagues (1985, 1987) played some 

role in these contradictory findings. 

Johnson and Seifert (1994), in fact, found that all their participants were even less likely 

to disregard mistaken information than those in previous studies (e.g., Golding et al., 1990; Wyer 

& Budesheim, 1987; Wyer & Unverzagt, 1985). They postulated that this finding might also 
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have been because of the different nature of the tasks (i.e., the impression formation tasks of the 

earlier studies versus their text comprehension task) or perhaps because subjects in the earlier 

studies knew their goal was to form impressions whereas Johnson and Seifert’s subjects were 

given recall instructions but no specific comprehension tasks. Johnson and Seifert (1994) 

additionally speculated that the nature of the motivation to disregard information may play a 

role; this possibility would seem to be supported by Golding et al.’s (1990) findings. These 

speculations are reasonable and seem to have some empirical support, but they still remain 

largely unresolved in the field.  

In contrast to these unsettled issues, Johnson and Seifert (1994) seemed definitive in their 

conclusion that misinformation is more likely to lead to the continued influence effect when it is 

causal in nature (i.e., when it explains why something has occurred), than when it is noncausal. 

This finding was in line with previous findings (e.g., C. Anderson, 1980), and with subsequent 

studies showing that giving participants alternative causal explanations can help them disregard 

false initial causal information (e.g., Ecker, Lewandowsky, & Apai, 2011; Rapp & Kendeou, 

2007). Despite their confidence in this conclusion, though, there have also been a few studies 

(e.g., van Oostendorp & Bonebakker, 1999) that have not found a difference between causal and 

noncausal misinformation, leaving this as another unresolved issue in the field. 

More Recent Findings 

More recent studies have continued to elucidate details about the robustness of the bias. 

Wilkes and Reynolds (1999), mentioned briefly above, used the fire incident scenario to examine 

whether reducing the scope of the correction (i.e., only directly linking the corrected 

misinformation to one other specific message in the sequence) made any difference in the effect, 

but discovered it did not. Gordon et al. (2019) conducted experiments comparing the normal 
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polarity of effect (i.e., the retraction of an initially affirmed statement) with a condition in which 

the initially negated information was then restated (i.e., reverse polarity). They found that the 

continued influence of information was not modulated by its polarity, and that the corrective 

information still only led to partial updating of the participants’ beliefs. Rich and Zaragoza 

(2015) found that implied misinformation was less likely to be corrected than explicitly stated 

misinformation and speculated this may be because people need to self-generate the cause or 

some other aspect of a story in the case of implied information, which is unnecessary with 

explicit information. Based on their findings, O’Rear and Radvansky (2020) postulated that some 

of the continued influence of retracted information may be attributable to people’s lack of 

acceptance of the retraction, even when external motivation for them to disregard such a 

retraction is missing. Green and Donahue (2011) determined that beliefs persevere even when 

the misinformation was an intentional deception, like an author falsely claiming that a story was 

based on their real life. These researchers and studies continue to add to the general 

understanding of various aspects of the continued influence effect, though it is important to note 

that many of these findings have not been replicated (e.g., polarity has only been compared in the 

context of a robbery story used in Gordon et al., 2019). 

Other researchers have focused on whether emotion and prejudices might affect people’s 

ability to disregard discredited information. For example, Ecker, Lewandowsky, and Apai (2011) 

used two narratives about a fictitious plane crash, one caused by poor weather conditions (i.e., 

unintentional violence) and another by a terrorist attack (i.e., intentional violence) in order to 

examine effects of emotionality on the continued influence effect. They speculated that 

emotional information might lead to heightened arousal and subsequently reduce available 

processing resources, thus making it harder to correct than neutral information. Their 
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experiments, however, led them to conclude that negative affect does not seem to have any effect 

on how people process initial misinformation or on their ability to disregard it. Ecker et al. 

(2014) re-analyzed the results of Ecker, Lewandowsky, and Apai (2011) and discovered that 

emotionality did not seem to play a role in people’s continued use of misinformation, but their 

prejudiced beliefs (i.e., islamophobia) did seem to matter. To follow up on that idea, they 

investigated the role of prejudicial attitudes on the continued influence effect using fictitious 

accounts of a robbery, including versions in which the suspects were initially misidentified as 

Aboriginal Australians. They found, though, unlike in their reappraisal of their earlier study that 

racial prejudice did not influence the participants’ ability to disregard information.  

All of these findings are perhaps even more important in the digital age than they were in 

the past, because, as some scholars (e.g., Lewandowsky et al., 2017) have noted, the current 

environment has changed both how people are exposed to misinformation and how much 

misinformation they encounter. Even as late as the 1990s, there were still relatively few websites 

and dial up access limited the speed and amount of exposure to information on these sites 

(Seifert, 2017). Most websites at that time were also maintained by established corporations with 

well-known reputations and these online sources, especially ones run by newspapers, were quick 

to post corrections and retractions regarding inaccurate information they had previously 

published (Amster & McClain, 2002). Additionally, before the 21st century, the salience of a 

source was important because people were largely familiar with the sources they were using 

(Seifert, 2017). People did not have to be cautioned to consider these sources of information 

because such sources were usually intentionally selected. In light of the changes brought about 

by technological changes, including increased speeds of access to the Internet and the advent of 

social media sites, misinformation in today’s world plays a new role and “nothing is salient, and 
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everything is equally loud” (Seifert, 2017, p. 398). These concerns have led to increased interest 

in how people process corrections of misinformation (Lewandowsky et al., 2017), especially in 

real-world contexts. 

The Continued Influence Effect in Real-World Contexts 

Some scholars in the field (e.g., Green & Donahue, 2011; Lewandowsky et al., 2012) 

have drawn parallels between the continued influence effect and results of studies showing that 

jury members have difficulties disregarding presented evidence that is subsequently ruled to be 

inadmissible (e.g., Carretta & Moreland, 1983; W. C. Thompson et al., 1981). For example, Fein 

et al. (1997) discovered that mock jurors who learned incriminating information about 

defendants either through pretrial publicity or through the introduction of inadmissible evidence 

during the trial were largely influenced by such information even when informed by the judge to 

ignore it. There are many reasons why such evidence may be ruled inadmissible other than it 

being inaccurate (e.g., it was illegally obtained), so these findings seem similar to Golding et al. 

(1990) in that they do not map completely onto the continued influence effect. Still, these studies 

do have direct and important real-world implications. For example, Fein et al. (1997) also 

discovered that if the mock jurors were given reasons to be suspicious about the motives behind 

the introduction of the incriminating information, they were more successful in discounting such 

information. Introducing such suspicion, therefore, might be part of a successful debiasing 

technique. 

Similarly, other scholars (e.g., Vraga & Bode, 2017; Wyer & Unverzagt, 1985) have 

noted that studies from the field of corrective advertising also seem to illustrate real-world 

examples of people exhibiting the continued influence effect. This line of research has examined 

whether new advertisements for consumer products can redress the inaccuracies of previous 
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advertisements (Mazis et al., 1983). Consistent with results from the continued influence effect 

research discussed above, some of these studies have revealed that corrective advertising is not 

effective at removing false beliefs based on the original advertisements (e.g., Dyer & Kuehl, 

1978; Sawyer & Semenik, 1978). It should be noted, however, that this finding has not been 

universal (cf. Aikin et al., 2015; G. M. Armstrong, 1979). These conflicting results may be, in 

part, because such studies have generally been naturalistic (i.e., not controlled) and have 

involved surveys of people who may or may not have seen or paid attention to the corrective 

advertising. Therefore, while these studies have obvious and important real-world implications, 

equating results from them to the continued influence effect remains a debatable practice. 

Scholars have, though, conducted more clearly controlled and targeted investigations into 

the continued influence effect with real-world contexts. Lewandowsky et al. (2005), for example, 

investigated people’s memory for and beliefs about the Iraqi forces during the Iraq War of 2003. 

Media coverage of the war, as it was unfolding, frequently contained pieces of misinformation, 

which were subsequently followed by corrections and retractions. Lewandowsky et al. (2005) 

recruited participants from two coalition countries that fought in the war, the United States and 

Australia, and from one country that opposed the war, Germany. Participants were asked about 

true events, events that were initially presented as true but then retracted, and fictional events. 

The participants from Australia and Germany were largely able to discount the retracted 

misinformation shared in the study, but the American participants were not. Their analysis led 

Lewandowsky et al. (2005) to suggest that the Germans’ and Australians’ suspicions about the 

official governmental reasons to fight the war (i.e., to destroy weapons of mass destruction) 

made it easier for them to discount misinformation than the Americans. This conclusion seems to 
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be in line with Fein et al.’s (1997) findings about jurors’ abilities to disregard inadmissible 

information when their suspicions are aroused. 

Other scenarios used in studies have been based directly on political issues. Guillory and 

Geraci (2013), for instance, employed a fictional account about a politician running for re-

election. The misinformation given was that the politician was seen taking a bribe. In the 

conditions in which this was corrected, the source of the correction was either high or low in 

credibility. The participants were more successful in disregarding the misinformed message 

when the correction came from a source with greater expertise and trustworthiness. This seems 

to have important implications, though it might be difficult to control what sources people view 

as high or low credibility outside of the context of a controlled study. Nyhan and Reifler (2010) 

also investigated the continued influence effect in the context of political science. Similar to 

Lewandowsky et al. (2005), they used a scenario involving the Bush administration’s 

justification for the United States entering into the Iraqi war (i.e., that Iraq was amassing 

weapons of mass destruction). Nyhan and Reifler (2010) found liberal participants more 

effectively responded to the correction used, perhaps because they were already more suspicious 

of the legitimacy of such justifications. They also found evidence of a backfire effect (i.e., when 

a retraction strengthens initially held beliefs), as ideologically conservative subjects became even 

more entrenched in their beliefs about Iraqi weapons stores than they were before the statement 

that such weapons were not found. Nyhan and Reifler (2010) noted that this backfire effect had 

been found in previous studies (e.g., J. G. Bullock, 2007), though further study by Nyhan and 

Reifler (2010) revealed inconsistencies with such an effect.  

Swire et al. (2017) also took a political angle by investigating people’s tendency to 

exhibit the continued influence effect when reading about Donald Trump. The authors noted that 
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this context carried particularly important real-world applications, because Trump and his staff 

had been prone to express inaccuracies during his 2016 presidential campaign. Swire et al. 

(2017) first examined whether the effect of corrections differed depending on participants’ 

support or lack of support for Trump and whether changes in accuracy beliefs were sustained 

over time. They found initially that Republicans who supported Trump believed statements most 

when they were attributed to him instead of an unnamed source, and Democrats believed Trump-

attributed statements least. Participants in both groups, though, were largely successful in 

changing their beliefs immediately after hearing explanations about the statements’ veracity. 

Unfortunately, after a week, most participants reverted back to their original assumptions, 

demonstrating that the continued influence effect still played a role in their long-term thinking. 

This finding has important implications because it shows that even if people can revise their 

beliefs by ignoring corrected misinformation, they may not be able to maintain such revisions 

over time without further support. In a separate experiment, Swire et al. (2017) also found 

evidence of a possible backfire effect, as Republican non-supporters of Trump expressed more 

support for Trump after learning about misinformation perpetuated by him. The authors 

speculated this might have occurred because these non-supporters did not wish to be influenced 

by explanations perceived as liberal in nature. This finding, along with similar backfire effect 

findings (e.g., Nyhan and Reifler, 2010), may indicate that, in some circumstances, political 

polarization leads people to engage in motivated cognition, which subsequently influences their 

ability to disregard corrected misinformation. 

Continued Influence Effect Mechanism 

Another unresolved issue regarding the continued influence effect is the mechanism 

underlying it (Ecker, Lewandowsky, Swire, & Chang, 2011). Several explanations have been 
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postulated, and all seem to have been at least partially supported by various empirical studies. 

One explanation is the mental event model, which postulates that “people build mental models of 

unfolding events but seem reluctant to dismiss key information in their model (e.g., what caused 

an event) when no plausible alternative exists to fill the void” (Ecker, Lewandowsky, Swire, & 

Chang, 2011, p. 570). The mental event model therefore postulates that if an alternative 

explanation is not provided, people will tend to use an inconsistent event model (i.e., recognizing 

misinformation for what it is but still using it) instead of employing an incomplete event model 

(i.e., discarding the misinformation, but lacking a causal element or explanation; Ecker, 

Lewandowsky, Swire, & Chang, 2011). Studies which have shown that an alternative causal 

explanation can largely reduce the continued effect of misinformation (e.g., Ecker, 

Lewandowsky, & Apai, 2011; Johnson & Seifert, 1994; Rapp & Kendeou, 2007) support this 

explanation. Not all studies, though, have shown the same benefits of giving participants 

alternative causal explanations (e.g., van Oostendorp & Bonebakker, 1999), and not all scenarios 

involving misinformation have or need causal explanations. Additionally, backfire effects would 

seem to run counter to this mechanism. According to the mental model explanation, the initial 

integration of information into the mental event model is more readily accomplished than 

updating the model after a correction is given, as this updating would require additional 

processing (Ecker, Lewandowsky, Swire, & Chang, 2011). The correction or retraction would 

need to be encoded, the misinformation excised, and new information would need to be 

integrated (e.g., there is no known cause since the given cause was incorrect). This indicates that 

“the retraction may profit more from repetition than does the encoding of misinformation” 

(Ecker, Lewandowsky, Swire, & Chang, 2011, p. 571), but backfire effects seem to show that the 



 

104 

 

misinformation profits more. Since the mental event model does not consistently match 

empirical findings, some researchers have endorsed other mechanisms. 

One alternative proposal rests on the dual-process theory (M. S. Ayers & Reder, 1998). 

Researchers supporting this mechanism speculate that both accurate and inaccurate information 

vie for automatic activation in the memory (M. S. Ayers & Reder, 1998). In comparison, recall 

of specific details, like the validity of the information or its source, rely on strategic retrieval. 

The assumption behind this explanation is “that memory for the retraction is based mainly on a 

controlled retrieval process that aims to integrate the available information in order to produce 

valid inferences” (Ecker, Lewandowsky, Swire, & Chang, 2011, p. 570-571). According to this 

mechanism, the phenomenon of continued influence occurs when the misinformation comes to 

mind through an automatic retrieval process based mainly on memory strength and, at the same 

time, strategic retrieval does not occur, either because the process just fails or because the person 

does not attempt to engage in it (Ecker, Lewandowsky, Swire, & Chang, 2011).  

The dual-process theory is consistent with backfire effects. Eakin et al. (2003) found, 

similarly to Horne et al. (2015) and Pluviano et al. (2017), that warnings about misinformation 

which repeated the misinformation failed to reduce people’s use of the inaccurate information. 

Using the dual-process theory, Eakin et al. (2003) postulated that the repetitions mainly 

enhanced automatic retrieval. Ecker, Lewandowsky, Swire, and Chang (2011) pointed out that if 

Eakin et al.’s (2003) assumption is correct, then repetition might have a greater effect on 

encoding misinformation than on its retraction, which would indeed lead to backfire effects. 

Unfortunately, not every study has shown the existence of backfire effects (e.g., Ecker et al., 

2017, 2020) and some researchers that have found them in some contexts, but not others (e.g., 

Nyhan & Reifler, 2010). 
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There are several other proposed explanations of the effect. One possibility, in line with 

the illusory truth effect, is that for corrections which target widespread misperceptions, people 

may be resistant to revising their knowledge and beliefs because of the familiarity of the 

incorrect ideas (Swire et al., 2017). This explanation falls in line with results from studies like 

Pennycook et al. (2018), which found that previous exposure to fake news increased the 

perception of its accuracy, but it does not explain why the continued influence effect occurs in 

studies with novel and unfamiliar narratives (e.g., the building fire). Another possible 

explanation for the perseverance of incorrect information is that processing retractions might “be 

likened to attaching a negation tag to a memory” (Hamby et al., 2020, p. 241), and the continued 

influence effect occurs when the negation tag is not retrieved alongside the misinformation 

(Hamby et al., 2020). This may indeed occur to some extent but seems to run contradictory to the 

fact that most people can remember that the misinformation they are using has been identified as 

inaccurate. Ultimately, it is important to recognize the possibility that several or all of these 

mechanisms may be operating in conjunction with each other (Hamby et al., 2020).  

Continued Influence Effect Studies on Science and Health Topics 

 Understanding this mechanism and even whether the continued influence effect occurs in 

all scenarios involving misinformation are also critical to the study of the public’s understanding 

of science and health. For example, Trembath et al. (2016) and others (e.g., Nyhan et al., 2014) 

have noted that misinformation about health care has major implications for people’s well-being 

and that retractions about health misinformation are usually ineffective, in part because of the 

continued influence effect. Only a few studies on the continued influence effect have been done 

within the context of science or health related topics, but the findings from such studies have 

largely echoed those studies just presented. Some studies have used novel fictional narratives to 
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frame these health-related issues. For example, Hamby et al. (2020) investigated the occurrence 

of the bias using a scenario in which a person has drug complications, with some participants 

viewing a version that gave an explanation for the complications and other participants reading a 

version with no such explanation. All participants were then given post-story information that 

could explain the character’s complications, but this was immediately retracted. Hamby et al. 

(2020) hypothesized that those participants who saw the explanation during reading would be 

more likely to disregard the retracted information because they already had a causal explanation 

for the complications in their mental model of the scenario, but that participants in the other 

condition would have a causal gap and would struggle to disregard information that filled that 

gap, even if told it was inaccurate. These expectations, in line with some previous study’s results 

(e.g., Johnson & Seifert, 1994), were met, supporting the idea that causal explanations can play 

an important role in people’s tendency to use discredited misinformation, at least in some 

contexts.  

Some researchers conducting studies on health-related matters have not framed their 

work around the continued influence effect directly, but their investigations still have 

implications about it. For instance, Nyhan and Reifler (2015) found that telling people they 

cannot get the flu from the flu vaccine reduced the belief in the myth that they can, but it also 

reduced the intent to vaccinate among participants who were concerned about side effects. This 

finding supported similar conclusions from a previous study (Nyhan et al., 2014). Nyhan and 

colleagues (2013) also examined whether aggressive fact-checking, in this case a way of 

presenting retractions of misinformation about the Affordable Care Act, would reduce the false 

belief that the act would create “death panels” (i.e., the idea, famously posted on Facebook by 

Alaska Governor Sarah Palin, that bureaucrats would determine whether elderly people are 
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worthy of health care; Bank, 2009). Similar to Nyhan and Reifler (2015), Nyhan et al. (2013) 

found evidence of backfire effects as the corrective information did help reduce health policy 

misinformation beliefs for some participants, but people in the sample who were rated as high 

knowledge, but not pro-Palin, actually ended up with increased misperceptions about death 

panels. Nyhan et al. (2013) took this as further evidence that motivated reasoning can 

problematize the effects of corrective messaging. 

In addition to their work described previously, Nyhan and Reifler (2010) also examined 

the continued influence effect within the context of stem cell research. They were still primarily 

interested in the effects of political ideology, and they speculated that liberals were likely to have 

the misperception that there was a ban on stem cell research. They found that corrective 

messaging regarding this nonexistent ban worked more effectively for conservatives and 

moderates than for liberals. This result provided yet more evidence that “the effect of corrections 

is likely to be conditional on one’s political predispositions” (Nyhan and Reifler, 2010, p. 322). 

Notably, however, they did not find evidence of a backfire effect; that is liberals were more 

likely to still be influenced by misinformation about a stem cell research ban after a correction, 

but they were not more entrenched in such beliefs.  

Other direct studies on people’s tendency to demonstrate the continued influence effect in 

the context of health issues have yielded similar results. For example, Pluviano et al. (2017) 

examined the use of corrective messages to counteract vaccine misinformation. They found that 

various strategies already in use in public health campaigns actually produce backfire effects and 

induce stronger beliefs about a connection between autism and vaccination and may promote 

misinformed views about vaccine side effects. They also evaluated the participants again one 

week after the initial study, pointing out that health campaigns are supposed to make long-term 
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differences, and found that the backfire effects were magnified over time. The authors postulated 

that the backfire effects might have occurred because participants fell victim to another cognitive 

bias, the illusory truth effect. That is, when the corrective messages mentioned the vaccine 

misinformation, the repetition of such information triggered people to think it was true. Pluviano 

et al. (2017) did not directly test this supposition, which has been supported by some studies 

(e.g., Ecker et al., 2017) and refuted by others (e.g., Wilkes & Leatherbarrow, 1988), but the 

possibility of it demonstrates again that the continued influence effect may interact with other 

biased thinking in certain circumstances, especially when people encounter topics and 

misinformation with which they are already familiar.   

In their investigation on countering vaccine misinformation, Horne et al. (2015) tried to 

address the potential interaction with the illusory truth effect using both an intervention focused 

on disease risk which did not repeat misinformation and an intervention which restated autism-

vaccine links and corrected them. They found that the disease risk intervention changed the 

participants’ attitudes, but the autism-vaccine link correction intervention did not. This evidence 

lends support to the idea that repeating misinformation, even if just to invalidate it, may trigger 

the illusory truth effect in some contexts, which in turn can lead to higher likelihood to exhibit 

the continued influence effect. Even if this is not always the case, it demonstrates that studies of 

the continued influence effect can be complicated by other factors. 

The results found by Caple (2019), who tried to replicate Horne et al.’s (2015) study, 

demonstrate these potential complications. She found similar overall results to Horne et al. 

(2015) in her direct replication of their study, but in a modified replication, which included an 

autism-vaccine link correction that more appropriately paralleled the components of the disease 

risk condition, she found that corrective messaging repeating the autism-vaccine link was 
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effective. Perhaps more importantly, Caple (2019) found some statistically significant effects of 

partisanship on participants’ attitude change about vaccines in her direct replication but not in 

her modified one. Caple (2019) argued that the topic of vaccination likely involves complexities 

beyond the issue of just the continued influence effect, as partisanship, for example, could 

additionally activate motivated reasoning. However, she could not explicate on why this 

happened in one study but not the other, outside of postulating that the second study could have 

been abnormally influenced by anti-vaxxers or that those people who would have most benefited 

from the misinformation correction interventions might have failed to return for the second 

session of the study. Undiagnosed contexts and factors that cue motivated reasoning or other 

cognitive biases, beyond the continued influence effect, might help explain why the three similar 

studies (Caple, 2019; Horne, 2015; Pluviano et al., 2017) all had somewhat different results.  

In a third study, Caple (2019) tried to replicate the same procedure as Horne et al. (2015) 

using the topic of genetically modified organisms instead of vaccines. Similar to her second 

study (i.e., the modified replication of Horne et al. [2015]), corrections were once again seen to 

be effective, and partisanship and political party did not have any statistically significant effect 

on the results. Based on this result and the limited findings from the small set of studies, it 

remains unclear if the continued influence effect is less of a factor when people are reading 

corrections about science and health related issues (as compared to political issues or fictional 

stories), or if there are complicating factors (e.g., motivated reasoning based on partisanship) 

clouding the picture, or both. This lack of clarity points to the obvious need for research on the 

continued influence effect using the context of a health and science issue that does not also 

engender polarized thinking and partisan beliefs, or at least does so to a lesser extent than the 
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topic of vaccinations. Providing additional clarity on this issue is one goal motivating this 

specific investigation. 

Experiments and Interventions on the Continued Influence Effect 

Researchers have proposed and tested many different ways to counteract the continued 

influence effect, including in some of the studies on health issues discussed above (e.g., Caple, 

2019; Horne et al., 2015; Pluviano et al., 2017). Though most of these scholars have refrained 

from framing these studies as “interventions,” for simplicity’s sake that is how I will refer to 

them. Not all of the interventions conducted in the field are feasible for addressing 

misinformation encountered in naturalistic contexts such as online information seeking but 

reviewing key investigations can help inform and frame the one designed for this investigation. 

For instance, building on his earlier finding (C. Anderson, 1980) that false causal explanations 

tend to be maintained more than noncausal ones, C. Anderson (1982) investigated whether the 

continued influence effect could be reduced by inducing “the plausibility of alternative 

relationships and explanations of alternative relationships between the same set of social 

variables” (p. 128). To address this possibility, C. Anderson (1982) gave all of the participants’ 

case history data which suggested either a positive or negative relationship between a firefighter 

trainee’s preferences for risky or conservative choices and their future success as a firefighter. 

One set of participants did not write any explanations about this relationship, whereas another 

group wrote only an explanation of the specific relationship found in their briefing (e.g., positive 

relationship between risky choices and high success). A third group was asked to provide a 

counterexplanation, that is they produced a possible explanation for the conceptual relationship 

opposite of the one they read about in the case history. A fourth group (the “inoculation” group) 
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wrote explanations of both a positive and a negative relationship before even viewing the case 

histories. All the subjects were then told that these case histories were fictitious.  

The subjects in the “inoculation” group were better able to abandon their theories when 

told that the data was fictitious, and C. Anderson (1982) concluded that restructuring the task to 

induce people to create multiple causal explanations increased their cognitive flexibility, 

allowing them to ignore incorrect information more efficiently. This is an important finding, and 

some subsequent research (e.g., Johnson & Seifert, 1994), as discussed above, has reinforced the 

important role of causal explanations in the continued influence effect. However, as also 

previously mentioned, this finding has not been universal. Additionally, and perhaps more 

importantly, while C. Anderson (1982) speculated these findings might apply to people’s self-

perceptions based on false feedback, it does not appear to have major implications on people 

learning independently about health or science issues online, as people in these situations are 

likely not going to be able to or motivated to generate such explanations. 

In another study, Schul and Burnstein (1985) learned that discounting misinformation 

successfully largely depends on what information or arguments are salient (i.e., in the 

participant’s working memory). They gave subjects their two study groups five different 

arguments to memorize, and then asked the subjects to use these arguments to make a set of 

judgments. All of the subjects were supposed to use the same four arguments to make the 

judgments, but one group (i.e., “use condition”) was told which four of the five arguments they 

should use to make the judgments, whereas the other group (i.e., “ignore condition”) were told 

which single argument to ignore. The subjects in the “ignore condition” were more able to 

successfully ignore the discounted argument than the “use condition.” Schul and Burnstein 
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(1985) concluded that this occurred because what they needed to disregard was of greater 

salience in that condition.  

 A more recent study by Ecker et al. (2017) yielded results which seem to be aligned with 

this finding. Participants in their investigation read a fictional report with retractions which 

varied in the extent to which they repeated the corrected misinformation. Ecker et al. (2017) 

found that retractions which explicitly repeated the misinformation were more effective in 

reducing the use of this information than retractions that avoided the repetition and concluded 

that this reduction was due to enhanced salience. A follow-up study (Ecker et al., 2020) yielded 

similar results. Based on these findings, Ecker et al. (2017) suggested that debunking strategies 

be revised. However, their findings are not consistent with others (e.g., Wilkes & Leatherbarrow, 

1988) and run counter to studies that have found backfire effects. Based on the varying results of 

studies analyzing repetition and salience, it may also be that the context and the topic involved 

may play a large role in how people respond to such conditions.  

 Chan et al. (2017) conducted a recent meta-analysis on debunking studies, which 

included studies containing messages to counter misinformation. Their findings support many of 

the conclusions of studies discussed hitherto but also hint at the importance of specific contexts. 

Synthesizing the results from 52 different studies, Chan et al. (2017) found that the persistent use 

of retracted misinformation was stronger and that the debunking effect was weaker when 

participants generated reasons in support of initial misinformation. This finding, in line with the 

results of previously discussed studies (e.g., C. Anderson et al., 1980), seems consistent and 

fairly easy to explain in terms of the deeper encoding which takes place when people generate 

such explanations. However, while a detailed debunking message was correlated positively with 

the effectiveness of the debunking effect (i.e., decreasing continued influence), such a message 
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was also correlated positively with misinformation persistence. These seemingly contradictory 

findings could be a result of the presence of the backfire effect in some contexts and its absence 

in others. 

A few recent primary studies have added to the understanding of corrective measures in 

real-world scenarios. Bode and Vraga (2015) examined the role of new technologies on the 

continued influence effect by examining a function on Facebook that provides related links when 

an individual clicks on a link in the app. The authors were motivated to analyze these 

connections because they recognized that research on correcting misinformation and studies on 

social media and its impact on thinking had not been previously integrated. They showed 

participants a Facebook post that contained inaccurate information and then manipulated the 

linked stories to either support or correct misinformation, or do both (i.e., contain some material 

that confirmed the misinformation and some that corrected it). Similar to Caple (2019), they used 

the issues of vaccines-autism links and genetically modified organisms because those are issues 

of scientific consensus (i.e., there is no link between vaccines and autism and eating genetically 

modified organisms is not inherently unhealthy), and there is, therefore, a discernable truth 

versus misconception dichotomy.  

Bode and Vraga (2015) measured the participants’ beliefs about the two topics before 

they read anything, to try to take into account possible effects of motivated reasoning. Such 

motivated reasoning might help explain the results as participants in all three conditions of 

maintained their initial attitudes concerning the autism-vaccine issue. As discussed previously, 

this issue seems to be highly polarizing and has been shown to be linked to motivated reasoning, 

which likely inhibited the participants’ ability to modify their initial thinking, regardless of what 

reading they completed. The authors postulated that since concerns about genetically modified 
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organisms and health are less established, public thinking may not be as crystalized. This 

speculation seems to help explain why they found that corrective information was more 

successful in lessening participants’ misconceptions about this issue, though the authors pointed 

out that this improvement was likely conditional on the corrections coming from articles 

suggested by the social media source’s algorithm, rather than the individual’s social network 

(which might cue heuristics and biased thinking). These results support the idea that new 

interventions to combat the continued influence effect may need to first employ topics which are 

less likely to cue motivated reasoning in order to examine their baseline effectiveness.  

Vraga and Bode’s (2017) follow-up study and more recent research on public responses 

to the COVID-19 virus also lend credence to this need to choose an initial topic carefully. Vraga 

and Bode (2017) examined the efficacy of corrective messages ascribed to the Centers for 

Disease Control and Prevention (CDC) on the causes of the Zika virus and found that they were 

more successful in reducing misperceptions than messages from non-experts. However, 

subsequent research on people’s reaction to the COVID-19 virus has revealed that certain groups 

are more likely to ignore experts’ advice than others (e.g., Mitchell et al., 2020a; O’Shea & 

Ueda, 2021; Uscinski et al., 2021). Some studies (Uscinski et al., 2021) have shown divisions 

along partisan lines, but others (e.g., Harvard T. H. Chan School of Public Health, 2021; O’Shea 

and Ueda, 2021) have found differences between racial and socio-economic groups. Other 

researchers have argued that motivated reasoning, perhaps heightened due to social media echo 

chambers, also plays a role in how people respond to such messaging (W. Jennings et al., 2021). 

Based on the results of these studies, it may be that COVID-19 is a much more polarizing issue 

on many levels than Zika virus, at least in parts of the world where Zika is not endemic, and 

therefore Zika is less likely to induce motivated reasoning in these contexts. 
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Similar to Vraga and Bode (2015), Garrett and Weeks (2013) also stressed the 

importance of examining how new technologies might help people avoid the continued influence 

effect. They specifically examined how real-time corrective measures, generated by automated 

computer systems that identify false claims, compared to post-exposure corrective messages. 

Computer scientists have started touting such systems as a way to combat political 

misinformation and disinformation presented in new media sources, but little research has been 

conducted on their efficacy (Garrett & Weeks, 2013). Using the topic of electronic health records 

to frame their study, Garrett and Weeks (2013) found that people reading an immediate 

correction were modestly more successful in disregarding misinformation than those reading a 

delayed correction, but the only people to benefit from the immediate correction were 

participants who were already predisposed to reject the false claims. The authors pointed out that 

correcting misinformation by merely supplying in-time corrections assumes that political 

learning is a simple operation largely about individuals retaining information, when in reality 

such learning is much more complex and depends significantly on prior beliefs and attitudes. 

Ultimately, the authors concluded that all corrections are going to be less effective among those 

who are predisposed to believe the inaccurate information as compared to people who are 

already doubtful of the misinformation or are neutral. This once again speaks to the importance 

of selecting an initial investigation topic that does not engender strong partisan beliefs in order to 

isolate the continued influence effect (i.e., reduce the influence of motivated reasoning). It also 

implies that if there is a way to decrease such belief or even to help people hold such beliefs in 

abeyance, this might be an effective strategy for reducing the continued influence effect. 

To this point, three primary retraction techniques have been identified that help reduce 

the continued influence effect the most, though none completely eliminate it. As previously 
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discussed, corrections providing an alternative causal explanation, which can take the place of 

the gap generated by the retraction, usually work better than those with no such alternative (Cook 

et al., 2015). Also, repeated retractions are more effective than those that are mentioned once, 

especially when the misinformation is strongly encoded (Cook et al., 2015). Prewarnings also 

seem to enhance the effectiveness of retractions. For instance, Ecker et al. (2010) found that 

giving participants detailed descriptions about the continued influence itself could reduce the 

presence of bias after retractions were presented. Ecker et al. (2010) also found that more general 

warnings, for instance telling people that facts are not always vetted properly before information 

is disseminated, are not effective at reducing people’s use of discredited misinformation. On the 

other hand, Cook et al. (2015) found explicit warnings that misinformation was about to be 

encountered to be more fruitful, as they greatly reduced, though did not completely neutralize, 

the continued influence effect. Other inoculation methods, though, may be of greater benefit, 

especially as the mechanism behind the bias has still not been identified. 

Summary of Findings of Traditional Approaches to the Continued Influence Effect 

In summary, the continued influence effect appears to be robust and pervasive. It has 

been observed in contexts when people form impressions of themselves or others from initial 

false feedback (e.g., Ross et al., 1975; Wyer & Budesheim, 1987), when people read fictional 

narratives and are asked to infer causes based on messages, including some that are subsequently 

invalidated (e.g., Hamby et al., 2020; Johnson & Seifert, 1994), and in real-world contexts 

involving people’s decision making based on information they learn is untrue (e.g., vaccination 

myths; Nyhan & Reifler, 2015; Pluviano et al., 2017). People continue to use misinformation in 

these contexts, even while being able to identify said information as false (Seifert, 2014).  
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Some findings in the field remain preliminary, as they have only been demonstrated by a 

single study. For example, the idea that people are more successful at ignoring implied 

misinformation than explicit misinformation is an important finding but seems to only be 

supported by the study conducted by Rich and Zaragoza (2015). Research showing that 

intentional deceptions do not seem to be different than unintentional ones with regard to the 

occurrence of the effect is similarly based on the single investigation by Green and Donahue 

(2011). The idea that people may just not accept retractions, even if they understand them 

(O’Rear & Radvansky, 2020), is another provisional finding at this point.  

These findings also need to be considered tentative because even aspects of the continued 

influence effect that have been examined in multiple studies and in multiple contexts have 

yielded inconsistent results. For example, several studies have found that the order or timing of 

corrections does not make a difference (e.g., Johnson & Seifert, 1994; Wilkes & Reynolds, 

1999), but this finding seems to contradict the results of other studies (e.g., Wyer & Budesheim, 

1987; Wyer & Unverzagt, 1985). Some scholars in the field are confident that causal 

misinformation is harder to disregard than noncausal misinformation and that corrections that 

provide causal alternatives will generally be more successful than those that do not (Seifert, 

2014), but not all empirical work has supported this differentiation (cf. Johnson & Seifert, 1999; 

van Oostendorp & Bonebakker, 1999). These inconsistencies have made it difficult to determine 

the mechanism by which the effect occurs. Using real-world conditions and examples also add 

complications, as both misinformation and corrections are frequently disseminated in such 

contexts (Ecker, Lewandowsky, Swire, & Chang, 2011). These types of contexts also may allow 

other modes of biased thinking, such as motivated reasoning and the illusory truth effect, to 

further complicate the examination of the occurrence of the continued influence effect.  



 

118 

 

Additionally, conceptual and methodological differences in past studies can make 

comparisons between them difficult. The oldest studies in the field, such as Walster et al. (1967) 

and Ross et al. (1975), were more about the perseverance of self-judgments, whereas studies like 

Johnson and Seifert (1994) focused on inferences based on fictional narratives, and the most 

recent studies have been largely based largely on real-world political issues and scientific 

understanding. The number of conditions in various studies can also complicate comparisons, as 

some studies have as few as two conditions (e.g., no correction vs. correction; Nyhan & Reifler, 

2010, 2013) and others can have as many as eight (e.g., Bode & Vraga, 2015) or nine (e.g., 

Vraga & Bode, 2017). Some of these studies have similar numbers of conditions but the 

conditions themselves vary notably. For instance, Johnson and Seifert (1994) had three 

conditions: (1) a control group not exposed to misinformation, (2) an experimental group which 

saw misinformation and an immediate correction, and (3) an experimental group which saw 

misinformation and a delayed correction. There was no group that saw the misinformation but 

never saw the correction. This is in comparison to Wilkes and Reynolds (1999), which also had 

three conditions: (1) a compliance control group which did not see any misinformation, (2) an 

indifference control group which saw misinformation but did not see a correction, and (3) an 

experimental group which saw misinformation and then read a subsequent correction.  

This difference in the three groups is important because Wilkes and Reynolds’ (1999) 

design allowed them to see that the experimental group used the misinformation less than the 

group that saw the misinformation but no correction but more than the group that never saw the 

misinformation, a finding supported by similarly designed investigations, like Ecker et al. 

(2014). This design also allowed Wilkes and Reynolds (1999) to recognize that people who 

never saw the misinformation in the study, still might use such misinformation. This is even 
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more critical for studies, unlike Wilkes and Reynolds’ (1999), which use real-world topics like 

vaccination and stem cell research, because the participants involved may bring some previous 

experience with misinformation about these topics with them into the study. Johnson and 

Seifert’s (1994) and other studies that do not include an “exposure to misinformation/no 

correction” condition seem to lack an important comparison point that may limit possible 

conclusions. Including these three different groups allows researchers to understand how 

prominent the misinformation is in the population in general, which helps researchers understand 

the initial effect of misinformation presentation, prior to any presentation of a correction. 

Recent continued influence effect studies on health topics also vary in whether the 

misinformation is actually presented in the study or not, which seems a notable difference. Bode 

and Vraga (2015) and others (Hamby et al., 2020; Vraga & Bode, 2017) have taken the 

traditional approach of showing the misinformation during the course of the study, whereas 

others (e.g., Caple, 2019, Horne et al., 2015, Pluviano et al., 2017) have not presented 

misinformation but have instead measured pre-study beliefs and attitudes (e.g., that vaccinations 

can cause autism). Some researchers have switched back and forth between these two 

procedures. For example, Nyhan and colleagues (2010, 2013) presented their participants 

directly with misinformation (on stem cell research and health care reform, respectively) before 

sharing various forms of corrections or retractions, but in another study, Nyhan and Reifler 

(2015) did not present such misinformation about the flu vaccine, but rather just measured 

participants’ pre-study beliefs about the topic. Considering that these types of health topics are 

important to investigate because there is significant misinformation readily available on the 

Internet, social media, and through other avenues (e.g., books, “documentaries,” etc.), it is 

understandable why some researchers would be more interested in people’s beliefs coming into 
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such a study. However, merely measuring these pre-study misbeliefs seems to assume that any 

incorrect beliefs or nonnormative attitudes will be based solely on previous exposure to 

misinformation, when indeed there may be other causes (e.g., religious teachings). Some of these 

researchers have tried to control for variables like this (e.g., political affiliation; Caple, 2019), 

but comparing these two kinds of studies may be glossing over an important difference. 

A New Approach to Continued Influence Effect Interventions 

Ultimately, all of these unknowns and complications in the study of the continued 

influence effect make it challenging to plan interventions. They also, however, open the field up 

to a variety of possible interventions because the mechanism is unknown and may actually be a 

combination of different processes that can be affected in distinct ways by different types of 

interventions. For example, whereas Cook et al. (2015) found that explicit warnings of 

forthcoming misinformation were helpful in reducing the continued influence effect, more 

general inoculation strategies have not been investigated. Since real-world corrections and 

retractions may come from different sources than original misinformation, though, these types of 

general strategies would have greater applicability, as long as they can similarly reduce the bias 

and other erroneous thinking (e.g., Allchin, 2018; Cook et al., 2017).  

These inoculation strategies, also referred to as “refutational pre-emption” (van der 

Linden et al., 2017, p. 2), or “prebunking” (i.e., warning in advance of misleading 

communication techniques; Barzilai & Chinn, 2020, p. 112), might be more successful than 

traditional debunking attempts (i.e., when corrections merely come after the presentation of 

misinformation). Educational and cognitive psychologists calling for such techniques believe 

these interventions might help people enact Type 2 cognitive processes when encountering 
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complex issues. Engaging in such processes, rather than heuristics, would consequently help 

people from falling prey to cognitive biases, such as the continued influence effect.  

Additionally, since cognitive biases largely rest on issues with metacognition, using a 

prebunking intervention with a focus on metacognitive monitoring may be a way to target such 

biases. C. S. Royce et al. (2019), for example, argued that instruction in metacognition could 

reduce medical practitioners’ tendency to engage in biased thinking and improve their diagnostic 

accuracy. Schwarz et al. (2007) additionally pointed out that many past strategies attempting to 

debias human judgment, including public health information campaigns, have merely tried to 

dispel erroneous beliefs by presenting more accurate beliefs and argued that these strategies have 

generally been unsuccessful because such attempts have ignored the “metacognitive experiences 

that are part and parcel of the reasoning process” (p. 128). In the specific case of the continued 

influence effect, which involves a failure to adequately revise one’s knowledge, epistemic 

cognition also seems to be an important construct to include. Several scholars have already 

suggested that epistemic cognition interventions might serve in a prebunking fashion to help 

people process both accurate and inaccurate information more effectively (Chinn et al., 2014) 

and to prevent people from falling prey to cognitive biases (Cartiff & Greene, 2020; Greene et 

al., 2019; Sinatra & Hofer, 2021; Sinatra et al., 2014). These ideas about the importance of 

metacognition and revising knowledge have helped frame the epistemic cognition and 

metacognition intervention used in this study. 

Epistemic Cognition 

Epistemic cognition is thinking “of or related to knowledge” (R. F. Kitchener, 2011, p. 

92), and researchers in the field investigate how learners obtain, justify, adapt, and utilize 

knowledge (Greene et al., 2016). Epistemic cognition has been shown to be correlated to 
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academic achievement and learning (Greene et al., 2018), and some studies have shown links 

between epistemic cognition and moral reasoning (e.g., Bendixen et al., 1998). The epistemic 

cognition of students has been studied extensively in classrooms, including on health and science 

topics like genetically modified food (e.g., Mason & Scirica, 2006) and global warming (e.g., 

Bråten & Strømsø, 2010). It has also been examined in the context of people employing digital 

literacy while learning about health issues and on the Internet (e.g., vitamins; Greene et al., 

2014), and in settings such as courtrooms (i.e., jury duty; Weinstock, 2005; Weinstock & Cronin, 

2003). The results of empirical studies on these topics and in these contexts have shown that 

epistemic cognition is a critical factor in understanding complex ideas and making subsequent 

decisions from this understanding. 

Models of Epistemic Cognition  

Scholars have proposed many epistemic cognition models and frameworks that vary 

along several facets including: (a) the underlying definition of knowledge, (b) what is believed to 

develop as learners more frequently employ apt epistemic thinking, (c) how epistemic cognition 

relates to constructs such as motivation, goals, and processes, and (d) whether and how epistemic 

cognition is related to specific disciplinary knowledge and contexts. Most models share some 

common origins and facets, but they are frequently categorized as either developmental, multi-

dimensional, or philosophically based (Hofer, 2016). Some of these models may be more fitting 

than others depending on the context (e.g., learning from a single source vs. learning from 

multiple sources), the subject area, or the learning task involved. Additionally, certain models 

also include a greater focus on the role of metacognition than others. Reviewing prominent 

models and empirical evidence that supports them will help direct this study. 
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 Developmental models. The study of epistemic cognition is usually traced back to 

Perry’s (1968/1999) initial work with Harvard freshmen. Perry was particularly interested in how 

the young men he was studying responded to the diversity of the college environment. He 

expected that differing personalities explained the variety of ways these young men dealt with 

and grew from their new experiences. Instead, he found that it was the “person’s assumptions 

about knowledge and values” (Perry, 1968/1999, p. 47) that seemed to be the largest factor in 

how they developed in college. Based on various protocols and interviews he conducted over a 

period of years, Perry (1968/1999) eventually created a developmental scheme in which 

students’ epistemological stances range from positions of basic duality (i.e., knowledge is 

absolute, there is truth and falsity) at the low end, through various positions of multiplicity (i.e., 

knowledge is still absolute, but not all answers are known and authorities may not be infallible), 

to positions of relativism (i.e., there are grey areas of knowledge that depend on how evidence is 

analyzed and interpreted) and various forms of commitment (i.e., people can use rational 

processes to commit to opinions and values while recognizing that they may be incorrect).   

 Starting from Perry’s work, the field of epistemic cognition grew in a variety of 

directions (Hofer & Pintrich, 1997). King and Kitchener (1994), for example, developed their 

reflective judgment model with three-levels of cognitive processing: pre-reflective thinking, 

quasi-reflective thinking, and reflective thinking. This model emerged both from their 

observations of people working through ill-structured problems and from interviews conducting 

over a period of years, and it described a set of seven major steps which individuals could 

progress along in their development of reflective thinking, depending on their underlying views 

of knowledge and justifications for knowledge (King & Kitchener, 2004). Several other sets of 

researchers also generated developmentally based models (e.g., Baxter Magolda, 1992; Belenky 
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et al., 1997; Kuhn et al., 2000), which feature similar stages or perspectives. Belenky et al. 

(1997), who investigated an all-female sample in comparison to Perry’s (1968/1999) all-male 

sample, examined women’s distinct ways of knowing and were among the first to examine the 

epistemic cognition of learners outside of the context of formal schooling. Kuhn and colleagues’ 

(2000) model, which continues to be influential in the field (Cartiff et al., 2021), posits that 

people progressively adopt increasingly sophisticated views regarding both the objective and 

subjective facets of knowledge, and emphasizes that an individual’s stage of epistemological 

thinking can differ across distinct domains. According to these developmental models, as an 

individual moves through the stages, their epistemic cognition becomes more adaptive and 

increasingly facilitates learning. These models portray the construct of epistemic cognition as “a 

highly integrated, multidimensional conception, one that evolved in response to educational and 

environmental conditions” (Hofer, 2016, p. 23). 

 Developmental models have largely fallen out of favor in the field, though Kuhn et al.’s 

(2000) model still is relatively frequently employed (e.g., Isbilir et al., 2014; Mason & Scirica, 

2006; Parkinson & Dinsmore, 2015), and Perry’s model has been used somewhat recently in 

work conducted by scholars examining connections between epistemic cognition and Nature of 

Science understanding (e.g., Akerson et al., 2008; Borgerding et al., 2017). One reason for this 

decline in usage may be the time-intensive nature of methodologies associated with these 

models. Most of the early researchers who developed such frameworks (e.g., Baxter Magolda, 

1992; King & Kitchener, 1994; Perry, 1968/1999) relied on interviews and longitudinal studies 

to evaluate participants development according to their schemes (Mason, 2016). In some cases 

(e.g., King & Kitchener, 1994) researchers asked participants to solve ill-structured problems, 

and then interviewed the participants about their thinking. Not only did these interviews and 
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problem-solving sessions take a great deal of time to conduct, but they also required highly 

trained raters to analyze the data. These complications might explain why the Kuhn et al. (2000) 

model, which can be measured using an easier and less time-consuming assessment, is still being 

employed, whereas the others rarely are. Despite these challenges, most of the researchers using 

developmental models found support for them, and recent attempts at creating new written 

assessments (e.g., Barzilai & Weinstock, 2015) may make using some of them more manageable 

in the future. 

 Some researchers, though, do not think these models are appropriate to use, even with 

new assessments. Sandoval (2012), for one, argued that some of these models (e.g., those of 

Perry and King and Kitchener) were based predominantly on work by Piaget and other 

developmental theorists which has been successfully challenged by influential psychologists and 

social scientists like Vygotsky, Rogoff, Lave and Wenger. For instance, these models include 

stages of development based on Piaget’s stage theory of development, but this theory has been 

largely abandoned (Sandoval, 2012) and is “fundamentally misleading” (Carey, 1986, p. 1123). 

Furthermore, Sandoval (2012) contended that stages at the lower and upper ends of epistemic 

cognition developmental models (e.g., pre-reflective thinking, stage 1 and reflective thinking, 

stage 7 in King & Kitchener’s model) are rarely seen in empirical studies. The designers of these 

models also largely postulated that development might not start until adolescence or early 

adulthood, an idea which runs counter to findings in areas of scholarship like theory of mind 

(see, for example, Sodian & Kristen, 2016) and social cognition (see Clement, 2016). Sandoval 

(2012) additionally noted that science education research consistently reveals that many students 

have inconsistent and unstable beliefs about epistemological ideas in the field of science which 

do not map neatly onto stage theory predictions. King and Kitcher’s (2004) admission that 
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subjects rarely fit into a single stage of their model also indicates that such a model can be 

problematic to employ. 

 Sandoval (2012) also leveled criticisms at neo-Piagetian models focused on 

developmental trajectories rather than stages, such as Belenky et al.’s (1986), Baxter Magolda’s 

(1992), and Kuhn et al.’s (2000) models. Sandoval (2012) acknowledged that these model had 

improvements with regard young children and people throughout their lifespan, but he 

additionally noted that research based on such models problematically tends to imply that 

individuals can be said to fit in a single epistemic stance (e.g., absolutism), an assumption that 

contradicts most empirical findings (e.g., Bromme et al., 2008; Rosenberg et al., 2006; Sandoval, 

2005). Sandoval (2012) also pointed to related research in the field of Nature of Science (e.g., 

Lederman et al., 1998) which indicates that the predicted developmental progressions 

incorporated into these epistemic cognition models might largely be artifacts from the 

measurement instruments used in the research. Considering these criticisms, models of epistemic 

cognition that avoid these debatable assumptions might be better to use in guiding empirical 

studies like the current investigation. 

 Multidimensional models. The field of epistemic cognition largely branched off in a 

different direction starting in the early 1990s with the introduction of multidimensional models 

(Hofer & Pintrich, 1997). King and Kitchener (1994) had allowed that people’s conceptions of 

justification could change over time and other developmental proponents (e.g., Kuhn, 2005) 

eventually recognized that individual’s views on various facets (e.g., reality, knowledge, and 

critical thinking) could be different, though such independent dimensions were not emphasized 

as key characteristics of their models (Greene et al., 2008). Inspired by the conflicting results of 

empirical work conducted to connect Perry’s model to metacomprehension (e.g., M. P. Ryan, 
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1984), Schommer (1990) challenged both the unidimensional and fixed stages aspects of 

previous developmental models and alternatively proposed a model with five largely 

independent factors collectively composing an individual’s epistemic belief system (Hofer & 

Pintrich, 1997). These beliefs, which range on a continuum from naïve to sophisticated, are 

certain knowledge (i.e., knowledge is certain or tentative), simple knowledge (i.e., knowledge is 

simple or complex), omniscient authority (i.e., authorities are the source of knowledge or 

knowledge should come from reasoning), innate ability (i.e., learning is an ability given at birth 

or can be developed throughout life), and quick learning (i.e., learning either takes place rapidly 

or does not occur; Schommer, 1990). In her seminal work, Schommer (1990) found that 

students’ epistemic beliefs affected their comprehension and processing of information. For 

example, students’ beliefs about quick learning were related to their ability to integrate 

information when they were asked to write a concluding paragraph to a textbook passage. 

Following this initial investigation, Schommer and colleagues conducted a series of studies 

which showed that more sophisticated epistemic cognition beliefs related to higher academic 

performance in samples of college students (Schommer et al., 1992; Schommer-Aikins & Easter, 

2006), high school students (Schommer, 1993), and middle school students (Schommer-Aikins et 

al., 2000).  

 Schommer’s (1990) creation of a self-report measure (i.e., the Epistemological Beliefs 

Questionnaire) increased the facility of epistemic cognition assessments, as its convenience and 

easily quantified results led many scholars to employ it or derive similar instruments. The 

resulting proliferation of work in the field led to multidimensional models of epistemic cognition 

becoming more popular than developmental models in framing empirical investigations (Hofer, 

2016; Mason, 2016). Despite the popularity of these measures, significant concerns about their 
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validity, reliability and applicability have been expressed frequently (Clarebout et al., 2001; 

Greene et al., 2008; Mason, 2016; Sandoval et al., 2016). Some researchers have attempted to 

improve the reliability of these instruments and ensure that they more suitably fit hypothesized 

epistemic cognition factors (e.g., Jehng et al., 1993; Schraw et al., 1995), but other scholars have 

continued to challenge the idea that a single use, offline, self-report instrument can accurately 

measure epistemic cognition (DeBacker et al., 2008; Mason, 2016). 

 Hofer and Pintrich (1997) were among the critics of Schommer’s (1990) original 

conceptualization, though they maintained their own multidimensional model. They argued, for 

instance, that the constructs of “fixed ability” and “quick learning” fell outside the purview of 

epistemic cognition and fit better as beliefs about learning rather than beliefs about knowledge. 

Their newly proposed model instead had four dimensions, certainty of knowledge and simplicity 

of knowledge in the category of Nature of Knowledge, and source of knowledge and justification 

for knowing in the category of Nature of Knowing (Hofer & Pintrich, 1997). They further 

delineated their model from Schommer’s conceptualization by explaining that these dimensions 

are likely related to each other and not fully independent. Hofer and Pintrich’s (1997) model, 

Schommer’s (1990) model, and related adaptations of both are still popular in the field (see 

Cartiff et al., 2021; Greene et al., 2018), but some scholars have pointed out that studies 

supporting such models have largely come from homogeneous samples (e.g., Mason, 2016). 

Sandoval (2012) and other researchers (e.g., Leal-Soto & Ferrer-Urbina, 2017) have been critical 

of the overreliance on self-report data, discussed above, which they contend may skew results. 

For example, Greene and Yu (2014) argued that a disagreement with a naïve statement in one of 

these surveys does not inherently or reliably indicate that the student has an expert view. Muis et 

al. (2006) likewise argued that facets of epistemic cognition are complex and unlikely to be 
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captured accurately by instruments using a Likert scale. To better understand the facets of 

epistemic cognition, Muis (2008) and other scholars (e.g., Chinn et al., 2011, 2014; Greene et al., 

2008) have turned to philosophical epistemology to inform their models. 

Philosophy-based Models. Scholars’ focus on justification of knowledge in Hofer and 

Pintrich’s (1997) model initiated a greater alignment between educational psychology’s vision of 

epistemic cognition with the philosophical study of epistemology. Several researchers have 

subsequently borrowed ideas from philosophy to formulate their conceptualizations and build 

their epistemic cognition models. For example, Muis (2008) integrated J. R. Royce’s (1959, 

1983) model of psychological epistemology, which has foundations in both philosophy and 

psychology, into an epistemic cognition model that examines learning according to three profiles 

differing in how knowledge is derived and justified. According to this model, a learner’s 

epistemic profile will guide the kinds of cognitive processes they employ when evaluating 

knowledge. Those people classified as rationalists primarily use reason and logic to derive and 

justify knowledge, while empiricists base their justifications more on direct observation. 

Metaphorists, on the other hand, think that judgments about knowledge should be based on 

intuition.  

Also focusing on the emphasis on justification in philosophy, Greene et al. (2008) 

delineated between justification by authority and justification by personal experience. In their 

model, people develop through different stages, with each stage characterized by a pattern of 

responses across multiple dimensions of beliefs. Bråten et al. (2011) integrated Greene et al.’s 

focus on justification into a model with constructs commonly used in multidimensional models 

and added a third dimension of justification to their model, referred to as justification by multiple 
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sources (Ferguson et al., 2012), which they viewed as critical in their empirical studies on 

multiple text understanding and integration. 

Chinn et al. (2011) also used philosophical underpinnings in their model, but they 

questioned the usefulness and applicability of previous developmental and dimensional models. 

They instead proposed a situated model of epistemic cognition, the AIR model, which positions 

epistemic cognition as a social phenomenon. According to this model, there are three 

components of epistemic cognition: epistemic aims, epistemic ideals, and reliable processes 

(Chinn et al., 2014). Aims are the objectives of the individual’s cognition toward achieving a 

particular epistemic product (e.g., understanding a concept, constructing a strong argument). 

Epistemic ideals are the criteria or standards by which people judge whether they have met their 

epistemic aims or can accept an epistemic product (e.g., a person might decide to accept 

anthropogenic climatic change once learning that almost all climatologists believe it). Processes 

used to produce or construct knowledge can also be considered more or less reliable with this 

judgment depending on several factors like the domain, topic, and specific context. Barzilai and 

Chinn (2018) have also recently modified the AIR model to emphasize the importance of “apt 

epistemic performance” (p. 353), which they see as being contingent on people engaging in 

reliable processes, adapting epistemic performance, using metacognitive regulation to evaluate 

epistemic performance, being actively engaged and interested in epistemic performance, and 

collaborating with others in the process. The AIR model and its subsequent revisions were 

designed with the intention of delving into the process of how people use their contextualized 

ideas and beliefs in the production of knowledge. 

To this point, philosophical models have been the least employed in empirical research 

(see Cartiff et al., 2021; Greene et al., 2018). The AIR model, in particular, is complex (see 
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Chinn & Rinehart, 2016) and not easy to apply, as it is largely descriptive (Barzilai & Chinn, 

2018). Apt-AIR was modified with the focus of creating a version that can productively inform 

education (Barzilai and Chinn, 2018), and some scholars have argued that this model uniquely 

“affords insights into how people leverage their epistemic competencies to understand evidence” 

(Greene et al., 2021, p. 43). However, philosophically based models of epistemic cognition, 

including all versions of the AIR model, still present obstacles to employ in empirical work, and 

to this point only few published quantitative studies (e.g., Dai, 2014) have been framed by them. 

Epistemic Cognition and Metacognition. Several scholars in the field have noted the 

importance of links between epistemic cognition and metacognition (e.g., Bromme et al., 2010; 

Mason et al., 2010). Because the continued influence effect is likely related to issues concerning 

metacognition and epistemic cognition (i.e., people exhibit a failure to fully monitor their 

thinking and revise their knowledge after seeing corrections), the intervention for this study was 

derived largely from Barzilai and Zohar’s (2014) model, which explicitly connects these two 

constructs. Barzilai and Zohar’s (2014) model notably includes metacognitive knowledge and 

skills along with cognitive epistemic processes and strategies. Though this model is the most 

detailed with its discussion on the role of metacognition in epistemic cognition, several previous 

models had also broached this interaction.  

For example, K. S. Kitchener (1983) included a metacognitive level of monitoring in her 

three-level model of cognitive processing. In this model, the metacognitive level of monitoring 

progress was separate from the levels of cognition (i.e., the level at which individuals read, 

perceive, memorize, and solve problems) and the epistemic cognition level, at which individuals 

“reflect on the limits of knowing, the certainty of knowing, and criteria of knowing” (K. S. 

Kitchener, 1983, p. 222). K. S. Kitchener (1983) did not imply that these act in stages, one after 
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the other, but described each level as providing a foundation for the next; that is, metacognition 

(the second level) cannot operate independently of cognition (the first level), and epistemic 

cognition (the third level) cannot operate without the first two. Though the metacognitive 

processes that K. S. Kitchener (1983) described included knowledge about cognitive tasks and 

strategies to address such tasks, she did not include tasks and strategies for effective epistemic 

cognition. 

Kuhn (1999, 2000) also emphasized that metacognitive competencies, in many ways, are 

more relevant to critical thinking and epistemic cognition than cognitive competencies. She 

discussed metacognitive skills as meta-knowing, which involves skills “that entail knowing 

about one’s own (and others’) knowledge” (Kuhn, 1999, p. 17). Kuhn (1999, 2000) distinguished 

between metastrategic knowing, as meta-knowing about procedural knowledge (i.e., knowing 

how) and metacognitive knowing, as meta-knowing about declarative knowledge (i.e., knowing 

that). Metastrategic knowing could be broken down into knowledge individuals have about task 

goals (i.e., metatask knowledge) and knowledge about strategies to enact to achieve these goals. 

Similar to K. S. Kitchener (1983), though, Kuhn (1999) distinguished these as different from 

epistemic knowing (or epistemological meta-knowing as she called it), which she argued had to 

do with a broader understanding of knowing and knowledge involving both a general, 

philosophical aspect (e.g., questioning how anyone knows something) and a personal aspect 

(e.g., questioning what the individual knows about their own knowing). Epistemic cognition is 

still important to meta-knowing, according to Kuhn (1999), and she described it as 

“metacognitive in the sense of constituting an implicit theory of how things are known” (Kuhn, 

2000, p. 178), but she did not elaborate much on the specific aspects of metacognition in 

epistemic cognition. 
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Hofer (2004) attempted to build on ideas proposed by Flavell (1979), who initially 

described metacognition, and the work of K. S. Kitchener (1983) and Kuhn (1999, 2000) to 

reconceptualize epistemic understanding itself as a metacognitive process, in contrast to previous 

models that had focused on epistemic cognition as primarily a cognitive developmental process 

or a set of beliefs. Hofer (2004) pointed out that when people start to learn about an unfamiliar 

topic, they frequently have to make decisions about how to assess the veracity of what they are 

reading or hearing about and actively choose whose authority to accept on the topic and why. 

She identified these metacognitive processes as epistemic monitoring and epistemic judgment. 

She thus identified epistemic cognition as an “aspect of metacognitive awareness that is often 

activated in the knowledge construction process” (Hofer, 2004, p. 43). In stating this, Hofer 

(2004) challenged earlier suppositions that individuals only activated their epistemic cognition 

when involved in something akin to solving ill-structured problems.  

Hofer (2004) specifically tried to include facets of the multidimensional models of 

epistemic cognition into existing components of metacognitive models. For instance, she 

discussed how metacognitive knowledge, which includes an individual’s knowledge of cognition 

and strategies as well as knowledge of themselves as a thinker and learner, could be expanded to 

include the epistemic dimensions of certainty of knowledge and simplicity of knowledge. This 

inclusion would, in turn, expand the individual’s knowledge of self to that of a thinker, learner, 

and knower. Hofer (2004) further explained that the metacognitive judgments and monitoring 

components of existing models could easily include the epistemic cognition facets of source of 

knowledge and justification of knowing, because they involve the learner interrogating 

themselves about whether and how they know something. 
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 These three scholars helped demonstrate how metacognition and epistemic cognition are 

interrelated, but Barzilai and Zohar (2014, 2016) have built the most complete model integrating 

the two constructs. This multifaceted framework of epistemic cognition, which Barzilai and 

Zohar actually identify as a specific element of epistemic thinking (a distinction, which for the 

sake of consistency, I will not follow in this paper), has five facets, including both cognitive and 

metacognitive aspects. The first of these facets is that epistemic cognition requires cognitive 

processes and strategies that people employ to reason about claims, information, and the sources 

of such claims and information. This involves thinking about the epistemic status of information 

as either true or false, for example. Barzilai and Zohar (2016) also discussed cognitive epistemic 

strategies and processes including evaluating the reliability of a source, validating the plausibility 

of claims based on their coherence with other available information, and the individual’s prior 

knowledge about the topic. 

Barzilai and Zohar (2014) proposed, in line with Flavell’s earlier work, “that strategies of 

evaluating, sorting, comparing, and connecting propositions are primarily used to make cognitive 

progress and promote construction of knowledge and, therefore, can be viewed as cognitive 

strategies” (p. 19), though they also acknowledged that the context of the mental activity, such as 

evaluation, plays a role. For instance, evaluation of the truth or falsity of a claim would be 

considered cognitive, but the evaluation of the thinking processes and standards used to 

determine this truth or falsity (i.e., what epistemic ideals or criteria the individual is using to 

determine truth) is metacognitive. This epistemic metacognitive knowledge is one of several 

metacognitive facets Barzilai and Zohar (2014) introduced, and they broke this component up 

into two subcomponents: epistemic metacognitive knowledge about persons (i.e., knowledge 

about other people as knowers and about human knowledge in general) and epistemic 
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metacognitive knowledge about strategies and tasks (i.e., knowing about how to engage in an 

activity that will result in knowing and about the reliability of these activities). 

A fourth metacognitive aspect of the model involves epistemic metacognitive skills, 

which are employed as an individual plans, monitors, and evaluates epistemic processes and 

strategies (Barzilai & Zohar, 2014). Barzilai and Zohar (2016) pointed out that individuals 

planning out the types of sources to seek as they gather information is an example of this aspect. 

The last facet of their integrated model is epistemic metacognitive experiences, which includes 

experiences “related to the nature of knowledge and knowing and that are evoked by knowledge 

construction and justification processes” (Barzilai & Zohar, 2014, p. 20). This component also 

allows for the incorporation of the role of affect in epistemic cognition, for example when an 

individual experiences uncertainty and specifically how they feel about that experience (e.g., a 

negative feeling that makes them act to minimize the uncertainty by ignoring certain sources, or 

a pleasurable experience of curiosity that makes them think of figuring out what is correct; 

Barzilai & Zohar, 2014). 

Many of the specific aspects of Barzilai and Zohar’s (2014, 2016) model are more 

detailed and complex than is necessary to frame the intervention in this study, but the focus on 

the metacognitive aspects of epistemic cognition is key. This is the case because people who are 

more metacognitively engaged tend to be more aware of the need for strategies to resolve 

epistemic doubt and issues of trust and may monitor the effectiveness of those strategies more 

carefully (Bendixen & Rule, 2004), and because studies have shown that the encoding of 

information is altered under conditions of distrust (Schul et al., 2004). There is not much in the 

literature about these types of intervention, but Yerdelen-Damar and Eryılmaz (2019) did 

investigate the effects of a metacognitive instruction intervention on high school students’ 
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understanding of concepts related to force and motion. They found that their intervention, which 

explicitly addressed the students’ epistemic cognition, was successful in promoting conceptual 

understanding. Peters and Kitsantas (2010) similarly found that metacognitive prompts positively 

influenced students’ understanding about electricity and magnetism and their epistemic thinking, 

though it is important to note that this study was framed by nature of science understanding 

rather than epistemic cognition. Both of these studies are notably different than the context of 

this current investigation but do, at least, provide some tangential support for the type of 

intervention employed here. Ultimately, the main speculation guiding this study is if a general 

epistemic cognition intervention focusing on metacognition can help people employ a sense of 

epistemic vigilance, it may lead to more shallow initial encoding (e.g., Echterhoff et al. 2005), or 

at least help people hold new information in abeyance, which may subsequently reduce future 

use of misinformation (i.e., attenuate the continued influence effect). 

Generality and Context in Epistemic Cognition 

Much of the literature in the early days of the field of epistemic cognition largely 

envisioned it and discussed it as a domain-general construct, with people applying their 

epistemic beliefs in a consistent way across diverse topics and domains (King & Kitchener, 

1994; Perry, 1968/1999). However, when Hofer and Pintrich (1997) proposed instead that these 

beliefs might have both domain-general and domain-specific aspects, most researchers in the 

field followed this expansion (e.g., Buehl & Alexander, 2001; Kuhn et al., 2000). Muis et al. 

(2006) proposed in their theory of integrated domains in epistemology (TIDE) model that the 

context of learning may dictate when people’s domain-general or domain-specific epistemic 

cognition exerts greater effect. There is substantial empirical research supporting both domain-

general consistencies and domain-specific differences in people’s responses to a variety of 
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epistemic cognition instruments and measures (e.g., Buehl & Alexander, 2001; Herrenkohl & 

Cornelius, 2013; Muis et al., 2006).  

Scholars in the field (e.g., Ferguson et al., 2012; Stahl & Bromme, 2007; Trautwein & 

Lüdtke, 2007) have also investigated whether epistemic cognition might be even more fine-

grained than just than the domain-specific level. Certain epistemic practices and types of 

evidence may be used throughout the natural sciences (e.g., building and testing models), but 

there are also important differences in these practices (e.g., “the nature of evidence used to 

support claims in evolutionary biology [are] different from evidence for models of cellular 

respiration”; Rudolph, 2000, p. 416). Many scholars have postulated that epistemic cognition can 

also vary depending on the specific topic or situation at hand (Sandoval et al., 2016). For 

example, in studying environmental science people may find the study of air pollution to be 

certain but believe that the study of climate change is not, to use the language of 

multidimensional models of epistemic cognition. Other scholars (e.g., Hammer & Elby, 2002) 

have even proposed that epistemic cognition is specific to the situation or context. Hammer and 

Elby (2002) formulated their epistemological resource model around this idea and argued that 

there are specific affordances of individuals and situations that can play active roles in how 

learners employ epistemic cognition. Researchers employing this situated lens would analyze 

epistemic cognition and how it is dependent upon dynamic interactions between the topic, the 

people, the tasks, and the resources of the specific context in which they are engaging (e.g., 

Chinn et al., 2011; Elby et al., 2016; Sandoval, 2012). 

Framing empirical work using these different conceptualizations of epistemic cognition 

might have an effect on the results of studies, but observational studies have been successful 

using all four (i.e., domain-general, domain-specific, topic-specific, situated). These include 
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studies specifically targeting socioscientific issues important to the public understanding of 

science and health, such as nuclear power (Mateos et al., 2016; Y. Wu & Tsai, 2011), climate 

change (Muis et al., 2015; Trevors et al., 2017), desalinization (Barzilai et al., 2015) and 

genetically modified food (Mason & Scirica, 2006). At this point in time, situated 

conceptualizations have not been used in intervention studies, but successful interventions have 

been conducted using the other three levels (Cartiff et al., 2021). Rather than using a domain-

specific or topic-specific intervention in this study, a domain-general one has been created 

because of the potential it offers for a broader range of application (i.e., it would not have to be 

tailored to specific contexts). 

Epistemic Cognition Interventions 

 Interventions aimed at promoting epistemic cognition development have been conducted 

almost since the start of the field itself (e.g., Knefelkamp, 1974; Widick, 1975), though 

formalized theories of epistemic change have been proposed more recently (e.g., Bendixen & 

Rule, 2004). The idea of epistemic change is itself a debated topic; some scholars view it in 

terms of a gradual and relatively stable process of development over longer periods of time (e.g., 

Kuhn, 1999), whereas other researchers take a more short-lived and situated approach (e.g., Elby 

& Hammer, 2010) in which the available resources influence the possible epistemic change. 

Most scholars interested in possible interventions have taken a middle ground instead and have 

focused on how changes in epistemic cognition can result from a fairly wide variety of contexts 

(Hofer, 2004), including constructivist instruction (e.g., C. S. Carter & Yackel, 1989; Muis & 

Duffy, 2013; Olsen et al., 2011), guided inquiry (Lam & Chan, 2008; Schiefer et al., 2017), 

metacognitive or cognitive scaffolding (Barzilai & Ka’adan, 2017; Hefter et al., 2015), 

argumentation (Osborne et al., 2013; Ryu & Sandoval, 2012), source evaluation training (Mason 
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et al., 2014), and general messaging about epistemic cognition and epistemic beliefs (Kim & 

Keller, 2010).  

 Knefelkamp (1974) and Widick’s (1975) early intervention work focused primarily on 

improving students’ epistemic cognition but did not gauge how such efforts affected other 

outcomes. This focus foreshadowed many subsequent studies, which have examined how 

varying instructional techniques (Gill et al., 2004; Tsai, 1999), content (e.g., critical-thinking 

principles; Valanides & Angeli, 2005), and types of informational sources (e.g., conflicting or 

consistent; Kienhues et al., 2011) affect participants’ epistemic cognition. Other studies have 

instead examined related phenomena and their impact on epistemic cognition development (e.g., 

need for cognitive closure; Rosman et al., 2016). Scholars conducting these studies have largely 

determined that the various interventions implemented have been successful in promoting more 

availing epistemic cognition, but a high portion of these studies were non-experimental in nature 

(e.g., Azam, 2016; C. S. Carter & Yackel, 1989; B. Chen, 2017; Güven et al., 2014), which can 

cloud their inferences drawn from the data. For example, Güven et al. (2014) reported that after 

their intervention the elementary preservice teachers serving as their participants had developed 

across several dimensions of epistemic cognition (innate ability, source of knowledge, quick 

learning, and simple knowledge). However, without a comparison group, it is unclear if this 

promotion was due to the practices and content of the science laboratory course they were taking, 

which the authors framed as the intervention, or the practice of writing reflective diaries, which 

were used to judge their epistemic cognition development. It is also possible that the students’ 

epistemic cognition just naturally developed over the time of the study or with their increasing 

familiarity with epistemic cognition terms. 
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Some scholars have decided that qualitative investigations are the best way to explore the 

effects and implications of epistemic cognition interventions. These investigations include both 

case studies on individuals (e.g., Tanase & Wang, 2010) and studies on entire school classes as 

they receive intervention instruction. Lampert (1990), for example, sought to redefine the 

meaning of knowing mathematics in her attempts to help her fifth-grade students understand the 

epistemic principles of different academic disciplines. She used mathematical argumentation and 

discourse to facilitate epistemic cognition development. Metz (2011), who also worked with 

young children but within the realm of science, employed student-based inquiry practices and 

cognitive scaffolding and found that her first-grade participants had epistemic reasoning that was 

sensitive to appropriate instruction. Similar results have been found in qualitative and mixed-

methods studies with older students in middle school (e.g., Belland et al., 2016; Kuhn et al., 

2013), high school (e.g., Gu, 2016), and college (e.g., Brownlee et al., 2011; Kalman et al., 

2015), and even with university instructors (Marra, 2005).  

As previously discussed, the number of models and the foci of these models have greatly 

expanded over the years. Perry’s model provided the framework for the earliest intervention 

studies (e.g., Stephenson & Hunt, 1977) and has been used more recently (e.g., Hynd et al., 

2004). Other developmental models of epistemic cognition, like King and Kitchener’s (1994) 

reflective judgment model, have also been used to frame intervention studies (e.g., Angeli, 1999; 

Shekoyan, 2009), as has Kuhn et al.’s (2000) stage model (e.g., Hefter et al., 2015; Nussbaum et 

al., 2008). Olive-Taylor’s (2008) and Windschitl and Andre’s (1998) instead looked to 

Schommer’s (1990) multi-dimensional model of epistemic cognition to help design their 

intervention studies, and Osborne et al. (2013) and Schiefer et al. (2017) primarily used Hofer 

and Pintrich’s (1997) model to guide their work. Models focusing on justification, like Greene et 
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al.’s (2008) model and Bråten et al.’s (2011) model, have also been employed in recent years 

with the former serving as the framework for Barger et al.’s (2018) study and the latter for 

Ferguson et al. (2013). Some scholars have used aspects of multiple epistemic cognition models 

in their studies, as in the case of Barzilai and Ka’adan (2017) who combined facets of Barzilai 

and Zohar’s (2014, 2016) model and Kuhn et al.’s (2000) model. The vast majority of these 

interventions, regardless of the epistemic cognition model employed, have reported positive 

effects of interventions on the subjects’ epistemic cognition as indicated by self-report measures 

and other instruments. 

These findings, though, may not mean much if they do not benefit the participants in 

other ways, beyond improving their epistemic cognition. Bråten (2016) expressed this sentiment 

directly writing “too often has epistemic change in and of itself been the target of intervention 

work, and too seldom has the productivity of such change been investigated in terms of improved 

academic performance” (p. 365). Other scholars (e.g., Kienhues et al., 2016; Muis et al., 2016) 

have joined Bråten (2016) in calling for more intervention work that relates epistemic cognition 

to academic or learning performance data. There are some existent studies, though, that do this 

work, and a recent meta-analysis of them (Cartiff et al., 2021) showed positive effects of such 

interventions, with an overall statistically significant, medium-size gain (Cohen’s d = 0.509).  

Overall, it appears that epistemic cognition interventions can successfully promote both 

epistemic cognition and learning. These interventions have been built around a number of 

different epistemic cognition models and have employed a variety of instructional frameworks 

(e.g., metacognitive scaffolding; Barzilai & Ka’adan, 2017). Additionally, these interventions 

have largely been successful regardless of the level of specificity of the epistemic cognition 

targeted, as, for example, Cartiff et al. (2021) found that domain-general interventions had a 
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robust effect size (Cohen’s d = 0.685), as did domain-specific (Cohen’s d = 0.360) and topic-

specific ones (Cohen’s d = 0.722). Interestingly, it appears that shorter interventions, including 

ones given in a single session (e.g., Kienhues et al., 2008), were among the most effective 

(Cohen’s d = 0.734). Though Cartiff et al.’s (2021) results were based only on a relatively small 

number of studies (i.e., twenty-six studies with fifty-nine total effect sizes), they are nonetheless 

encouraging for framing the intervention proposed for this study.  

Epistemic Cognition Summary 

 For over fifty years, educational researchers have been investigating how people’s ideas 

and beliefs about the process of knowing and the nature of knowledge influence their cognitive 

processing (Greene et al., 2016). The construct of epistemic cognition has evolved over time and 

there are still differences in how scholars frame or model it (Hofer, 2016), but regardless of the 

model employed, researchers have generally found that people’s epistemic cognition affects how 

they justify and use information and how they create knowledge (Chinn et al., 2021). Some of 

these models, especially Barzilai and Zohar’s (2012, 2014, 2016), emphasize how metacognition 

plays a role in epistemic cognition. Additionally, both empirical findings and theoretical work in 

the field have revealed that epistemic cognition can operate at several levels including thinking at 

a general level (e.g., recognizing the importance of corroboration to justify new knowledge), at a 

domain-specific level (e.g., recognizing historical evidence is different than evidence in the 

natural sciences; Kainulainen et al., 2019), at a topic-specific level (e.g., people may be more 

certain about their knowledge regarding the big bang theory than they are about global warming; 

Strømsø et al., 2008), and even depending on the situation or context (i.e., the available resources 

might help them activate different thinking patterns; Elby & Hammer, 2010).  
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 Epistemic cognition interventions have been conducted since the field was originated, 

and generally been shown to be successful in promoting epistemic cognition (Bråten, 2016). To 

this point, there have not been many studies examining whether these interventions help people 

learn new ideas or understand new concepts (Bråten, 2016). The few that have been conducted 

along these lines have been promising, though (e.g., Barzilai & Ka’adan, 2017; Kuhn et al., 

2017; Muis & Duffy, 2013), including brief ones offered in a single session (e.g., Mason et al., 

2014; Nussbaum et al., 2008) and those focusing on epistemic cognition at a domain-general 

level (e.g., Hefter et al., 2015; Mason et al., 2014). Several scholars have suggested that 

supporting people in employing their epistemic cognition more effectively and adaptively may 

help them avoid falling prey to cognitive biases (e.g., Greene et al., 2019; Sinatra et al., 2014), 

but no published empirical work has yet analyzed this possibility. This study will therefore 

provide a unique contribution to both the field of epistemic cognition and the study of cognitive 

biases. Choosing an appropriate context or topic to use, though, is important because scholars 

have discovered that politicized issues or subjects that relate to religious beliefs can activate 

people’s motivating reasoning, confounding the investigation of the continued influence effect. 

Therefore, I have chosen the health topic of antioxidants and antioxidant supplementation, which 

is not likely to engender such strong reactions. 

Antioxidants: Context for the Study 

 Though studies have shown that emotionality is not linked to the continued influence 

effect (Ecker, Lewandowsky, & Apai, 2011), political or religious polarization may complicate it 

(Ecker et al., 2014; Lewandowsky et al., 2012) and even lead to backfire effects. Such 

polarization may also enhance confirmation biases and other flaws in thinking. Backfire effects 

and other cognitive biases would complicate the interpretation of the results of an original 
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investigation into the effect of an intervention on the continued influence effect. In order to focus 

as exclusively as possible on the effect of the epistemic cognition intervention on the continued 

influence effect, it is important to use a context that is not linked to such polarization or 

ideology. The topic of antioxidants, which is not related to political debates about individual 

rights, like municipal fluoridation or mandated vaccination, or religious beliefs, like abortion or 

evolution, was selected for this reason. 

The word antioxidant is fairly ubiquitous in American society today. Many television 

commercials feature products that tout the presence of these substances in them, and it likely that 

most laypeople know that they are beneficial, even if they are not quite sure what antioxidants 

are or what they do (Henderiks, 2012). Antioxidants first exploded into the public’s awareness in 

the 1990s (Harvard T. H. Chan School of Public Health, 2020), though studies were being 

conducted early in the 1900s (Jukes, 1992). The theory connected to their postulated role in 

human health was initially proposed by Denham Harman, a chemist and medical doctor, in the 

mid-1950s. Harman (1956) hypothesized a free radical theory of aging, which proposed that 

some chemical reactions of oxygen-derived radicals generated in cells were at least partially 

responsible for the damage associated with the process of aging, including, but not limited to, the 

decrease in skeletal muscle mass (Carmeli et al., 2002). It had previously been determined that 

these radicals are formed during natural biochemical oxidation-reduction (redox) reactions, when 

certain chemical species (compounds or ions) lose electrons (i.e., are oxidized) and other species 

gain them (i.e., are reduced). In simple redox reactions, pairs of electrons are transferred, but 

biological processes can be quite complex and free radicals form when a species gains an 

unpaired electron. Chemical species with unpaired electrons are highly reactive, and Harman 
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(1956) proposed that subsequent “deleterious side attacks” (p. 298) of these free radicals on cell 

constituents was one major factor in aging. 

 Public awareness of the free radical theory and the possible benefits of antioxidants 

increased dramatically in the late 1980s and early 1990s (Milbury & Richer, 2008), though 

earlier experiments on antioxidant supplementation, mostly in animal studies (e.g., Comfort et 

al., 1971), had yielded promising results. One reason for the increased attention was the 

origination and development of the concept of oxidative stress by Paniker et al. (1970) and 

others. The oxidative stress theory of disease aligns with Harman’s ideas by proposing that the 

metabolism of molecular oxygen in the cells produces reactive species, which are toxic when 

reacting with cells and tissue (Ghezzi et al., 2017). Because of this toxicity, organisms have 

naturally evolved to have antioxidant defense systems to eliminate these reactive radical species 

(Ghezzi et al., 2017). Sies (1985) claimed that oxidative stress was caused by as a serious 

imbalance between prooxidants (i.e., substances producing reactive oxygen species; Rahal et al., 

2014) and antioxidants, weighted toward the prooxidants. This imbalance was proposed to be the 

cause of disease and aging (Sastre et al., 2000). Linking Harman’s free radical theory of aging to 

Seis’s idea about imbalance led many scientists and other interested parties to postulate that 

increasing the intake of antioxidants could help counteract both aging (i.e., cellular and tissue 

damage) and disease by bringing the system back to oxidative balance (Carmeli et al. 2002).  

 Many studies throughout the last two decades of the 20th century seemed to be support 

this supposition. For example, Jama et al. (1996) linked low levels of beta-carotene to decreased 

cognitive function in elderly subjects, and Masaki et al. (2000) found that vitamin E and C 

supplementation had a protective effect against vascular dementia in older Japanese-American 

men. Gey et al. (1987) reported that participants with higher blood levels of the antioxidants 
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vitamin A, C, E, and beta-carotene had significantly lower risks of various kinds of cancer and 

heart disease. Enstrom et al. (1992) found an inverse relationship between vitamin C intake and 

mortality (i.e., standardized mortality rate, calculated as number of observed deaths divided by 

the number of expected deaths based on person-years), and that increased vitamin C 

consumption was correlated to lower incidents of cancer and coronary disease. Similarly, Rimm 

et al. (1993) and Stampfer et al. (1993) observed a reduced risk of coronary disease among 

people with higher vitamin E intake (via diet and supplements). Numerous studies linked low 

levels of certain antioxidants (e.g., carotenoids, alpha tocopherol) to increased incidents of 

cataracts (e.g., Jacques et al., 1988; Knekt et al., 1992). Some scientists claimed additionally that 

very high levels of certain antioxidants, such as vitamin C and vitamin E, were safe and would 

not produce any negative health effects (e.g., Diplock, 1994, 1997).  

 Based on these results, supplementation or increased antioxidant intake through diet 

changes or food additives seems reasonable (De la Fuente, 2002), but these investigations were 

observational studies which, by their nature, could not eliminate the possibility that confounding 

factors (e.g., people who had higher levels of antioxidants ate better and exercised more than 

those with lower levels) were affecting the results (Goldacre, 2011; McLarty, 1997). The clinical 

testing and intervention studies that followed yielded disappointing results (van Poppel & van 

den Berg, 1997). Many primary clinical studies found a lack of salutary effect of antioxidation 

supplementation on specific diseases or disorders, such as dementia prevention (Kryscio et al., 

2017), cataracts (Christen et al., 2015), type 2 diabetes (Stranges et al., 2007), cardiovascular 

disease (GISSI-Prevenzione Investigators, 1999; Hodis et al., 2002; Lee et al., 2005), or cancer 

(Heinonen et al., 1994; Lee et al., 2005; Lonn et al., 2005). Meta-analytic evaluations have 

almost unilaterally found that antioxidant supplementation has no significant positive health 



 

147 

 

effects, and some have revealed that large doses of different antioxidants can lead to detrimental 

health effects (e.g., Crichton et al., 2013; Katsiki & Manes, 2009; Kris-Etherton et al., 2004; 

Vivekananthan et al., 2003).  

 The exact reactive mechanisms of antioxidants in the human body are still unknown and 

are probably different for each antioxidant and might even vary per person and their condition 

(Seifirad et al., 2014). Sometimes antioxidants even behave as pro-oxidants in vivo (Z.-Q. Liu, 

2013), acting in the exact opposite manner (i.e., as electron acceptors) than expected. While 

doctors and scientists do still recommend consuming a diet rich in fruits and vegetables (i.e., 

foods that have natural antioxidants; Pomeroy, 2015), they generally advise against people taking 

antioxidant supplements or purposely consuming foods with antioxidant additives (e.g., Finley et 

al., 2011). However, there is a significant amount of misinformation about antioxidants online 

that may be affecting people’s decision making regarding this topic. 

 In their study of antioxidant information available on the Internet, Aslam et al. (2017) 

found that over half of websites containing such information were commercial and news 

websites. Many of the news sites were also reporting on press releases written by commercial 

companies. The prevalence of antioxidant misinformation is not surprising considering these 

factors. Additionally, old columns from celebrity doctors that give advice based on disputed 

findings from early observational studies are also still online (e.g., Weil, 1997). Other websites, 

like blogs (e.g., DermApproved, 2017) cite outdated research and have questionable authorship. 

Brief searches for the term “antioxidant” on social media platforms like Twitter and Facebook 

reveal a similar mix of accurate and inaccurate misinformation about the subject. These 

environments are also replete with advertisements for supplements and personal testimonials as 
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to which ones work best to retard aging and stave off disease, completely ignoring the 

preponderance of rigorous research that contradicts such claims. 

 Misinformation about antioxidants is also regularly presented via other media, as well. 

The Advertising Standards Authority in the United Kingdom, for example, had to ask the Tetley 

tea company to withdraw one of their advertisements for green tea which implied the tea had 

health benefits just because it had antioxidants (Everitt, 2016). Pom Wonderful similarly ran 

afoul of the Advertising Standards Authority for an advertisement that featured the line “Cheat 

death. The antioxidant power of pomegranate juice” (Sweney, 2009). In the United States, the 

Federal Trade Commission also had to crack down on Pom Wonderful after they made claims 

that the antioxidants in their juice could help prevent prostate cancer and would promote erectile 

health (Nestle, 2010). The Kellogg Company had to settle a false advertisement case in 2010 

when they ran advertisements that claimed that the antioxidants in Rice Krispies could help boost 

children’s immunity (Young, 2010). Similarly, the Dr Pepper Snapple Group had to remove their 

7up with Antioxidants drink from the market in 2013 due to a lawsuit filed by the Center for 

Science in the Public Interest, a consumer protection group (CBS News, 2012).  

Ultimately, scientific consensus is that antioxidant supplementation is not beneficial for 

the vast majority of the population and that it can even be harmful. People, however, continue to 

buy and take these pills, likely due, at least in part, to the influence of multiple streams (i.e., 

online sources, commercials) of misleading information about antioxidant supplements and 

additives and their supposed benefits, despite there also being ample, readily available correct 

information about this topic. This situation indicates that it is plausible that the continued 

influence effect is already playing a role in influencing people making decisions about taking 

such supplements and supports the importance of this study’s intervention. As argued earlier, this 
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context also seems fitting to use because it is likely not confounded by other factors such as 

political affiliation and religious beliefs. 

Summary of Literature Review 

 Public understanding of science and health has both individual and societal ramifications 

(NASEM, 2016). The basis for such understanding may be fostered through science education, 

but with the continual expansion of scientific knowledge and new investigations it is important to 

recognize that much of what people learn about socioscientific issues will occur outside the 

confines of formalized schooling (J. D. Miller, 2010). The new media of the digital age can 

provide quick and easy access to a plethora of information about these topics, but significant 

amounts of misinformation and disinformation are jumbled in with accurate information 

(Barzilai & Chinn, 2020). This inaccurate information can interact with or amplify people’s 

cognitive biases, such as when people look for information that matches their current beliefs (i.e., 

exhibit a confirmation bias) and then stop searching when they find such information, without 

rigorously verifying that what they found is accurate (Zollo, 2019). 

One understudied cognitive bias, the continued influence effect, occurs when people’s 

thinking and decision making continues to be affected by misinformation, even after they have 

been informed that it is inaccurate (Johnson & Seifert, 1994). The continued influence effect has 

been studied in a variety of contexts, but only a small number of these studies have involved 

science and health issues (e.g., Horne et al., 2015; Pluviano et al., 2017). One of my goals for 

this set of dissertation studies was to address this gap. There are many socioscientific issues that 

have practical applicability and thus warrant empirical investigation, due to the amount of 

misinformation currently in the media environment, but some topics, such as climate change and 

vaccination, also have complicating factors. Climate change, for example, has been highly 
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politicized and any examination of that subject would have to distinguish between motivated 

reasoning based on polarized thinking and the continued influence effect (Caple, 2019). 

Vaccination also has been politicized and comes with complicating factors like false claims by 

celebrity influencers (Martinez-Berman et al., 2020), which might influence how people think 

due to ingroup biases (Sinatra et al., 2014).  

Antioxidants and their supplementation, on the other hand, present a clearer case to study. 

There is little to no evidence that partisanship affects people’s views of antioxidants and, outside 

of commercials, it does not appear to be a topic publicly discussed by celebrities and influencers. 

There is, however, a significant amount of misinformation available on the Internet and in social 

media platforms about antioxidants (Aslam et al., 2017), and despite extensive amounts of 

primary and meta-analytic evidence showing that antioxidant supplementation is largely 

ineffective in preventing or treating signs of aging or the progression of diseases (e.g., 

Bjelakovic et al., 2013), the market for these supplements continues to increase rapidly (Ede, 

2017; Market Research Future, 2021). Given these circumstances, it is possible that cognitive 

biases, and the continued influence effect specifically, are already playing a role in the rapid 

growth of the antioxidant market. Helping people avoid these cognitive biases is an area of 

burgeoning scholarship in cognitive and educational psychology, but to this point there have not 

been many effective interventions against these biases, and especially few that could be applied 

in a variety of circumstances. Researchers examining the effects of brief, domain-general 

epistemic cognition interventions, including ones employing metacognitive prompts (e.g., 

Barzilai & Ka’adan, 2017), have generally found that they can benefit students’ academic 

performances (Cartiff et al., 2016), and several scholars have suggested that fostering people’s 
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epistemic cognition could help alleviate people’s tendencies to engage in thinking that is 

influenced by cognitive biases (e.g., Greene et al., 2019; Sinatra et al., 2014).  

Research Statement 

Ultimately, through conducting this research, I addressed a couple of current gaps in the 

literature on the continued influence effect. For one, I examined whether the continued influence 

effect occurs for a largely non-politicized health topic: antioxidants. Secondly, I examined 

whether engaging with a brief epistemic cognition and metacognition intervention attenuated the 

impact of the bias by reducing the number of misbeliefs espoused by participants engaging in 

this task as compared to participants engaging with a comparison task.  This investigation was 

guided by three hypotheses. 

Research Hypotheses 

Hypothesis 1 (manipulation check): Participants in a treatment group who saw a piece of 

misinformation about antioxidant supplements would score higher on the measure of 

antioxidant misbeliefs than participants in a control group who did not see any 

misinformation (i.e., higher score means more misbeliefs), after controlling for prior self-

reported knowledge of, and beliefs about, antioxidant supplementation.  

Hypothesis 2 (continued influence effect): Participants who saw a piece of 

misinformation about antioxidant supplements and a subsequent correction of this 

misinformation would score higher on the measure of antioxidant misbeliefs (i.e., have 

more misbeliefs) than participants who did not see the misinformation at all, but lower 

than (i.e., have fewer misbeliefs) or the same as participants who saw the same piece of 

misinformation but no correction, after controlling for prior self-reported knowledge of, 

and beliefs about, antioxidant supplementation.   
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Hypothesis 3 (epistemic cognition and metacognition intervention effect): Participants 

engaging with an epistemic cognition and metacognition intervention task before seeing a 

piece of misinformation and subsequent correction about antioxidants supplements would 

score lower (i.e., have fewer misbeliefs) on the measure of antioxidant misbeliefs than 

participants who saw the misinformation and subsequent correction but participated in a 

comparison task instead of the intervention, after controlling for prior self-reported 

knowledge of, and beliefs about, antioxidant supplementation.  

The investigation of these three hypotheses involved three separate studies. Study 1 was a 

content analysis conducted with a small sample to determine whether participants could 

understand the original materials and instruments in the manner intended and to validate these 

materials. The study itself consisted of each participant engaging in a think aloud protocol while 

completing the materials, followed by a brief interview about their experience. The results of this 

study led to revisions in language, content, and formatting, as well as other small changes in the 

materials, which were subsequently used in Study 2.  

Study 2 was a randomized controlled trial conducted through Amazon Mechanical Turk 

(MTurk) to investigate whether participants exhibited the continued influence effect when 

reading the prepared messages, including one statement containing misinformation about 

antioxidant supplements. Given my study involved an investigation of the continued influence 

effect using a new, less politically controversial topic (i.e., antioxidants) and new materials, I 

proposed that if there was no detectable evidence of the bias in Study 2, then I would revise the 

materials prior to Study 3 to increase the likelihood of eliciting the continued influence effect in 

that investigation. Foreshadowing the results in Study 2, I did not find any evidence of the bias, 
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therefore I revised the materials to better align the conditions and make the correction of 

misinformation appropriately salient. 

After these revisions, I conducted Study 3 as another randomized controlled trial to once 

again analyze whether people exhibited the continued influence effect when reading information 

and misinformation about antioxidants, and, if they did, to determine whether a brief epistemic 

cognition and metacognition intervention would attenuate the bias. The continued influence 

effect was again absent, making the testing of the intervention inconclusive. However, the 

reported findings may still benefit researchers investigating public understanding of science, the 

continued influence effect, and epistemic cognition interventions. Each study is described in a 

separate chapter (i.e., Chapters 3-5). Chapter 6 presents a general discussion of the findings from 

the three studies. 
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CHAPTER 3: STUDY 1 

Study 1 was a content analysis conducted with a small number of participants to 

determine whether participants could understand the original materials and instruments in the 

manner intended and to validate these materials. The participants engaged in a think aloud 

protocol (TAP) while reading all of the designed materials. This was followed by a short 

interview with each participant to elaborate on any issues identified during the TAP and to ask 

targeted questions about the perceived feasibility of the investigation. The results of this study 

led to revisions in language, content, and formatting, as well as other small changes in the 

materials. These revised materials were subsequently employed in Study 2.  

Methods 

Participants 

 The ten participants in Study 1 were selected by convenience sampling based on their 

expected similarity to participants in Studies 2 and 3, who would be recruited from the Amazon 

Mechanical Turk platform. As such, these ten participants were all adults who lived in the United 

States and who learned English as a first language. The average age of the participants was 43.8 

years (SD = 8.76), and they were spread out graphically across the country. Five had attained 

bachelors’ degrees as their highest level of education and five had received masters’ degrees. 

According to a recent Pew Report, the majority of MTurk workers have a college degree and 

almost 90% fall in the age range from 18-49, with 47% between 30-49 years old (Hitlin, 2016), 

so these Study 1 participants seemed representative of potential participants in Study 2 and Study 
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3. Additionally, several of these Study 1 participants were current or former teachers and 

instructors at all levels of education from elementary, middle  school, high school, and college, 

and three of these participants had formal educational backgrounds in literacy training and 

pedagogy. The insight of these participants was deemed particularly valuable to understanding 

potential issues with the writing and the language used in the original materials developed for 

these studies.  

Procedure 

Study 1 was conducted individually in person or via video conferencing, using digital 

materials, except in one case in which the participant felt more comfortable using materials that 

were printed on paper. All sessions were recorded both in video and audio format. The study 

consisted of three phases: an explanation of the study itself, participant engagement with the 

materials, and a semi-structured interview after the participant was finished with the materials. 

To begin, I explained the purpose of the study, and participants were asked to read and sign off 

on an IRB-approved consent form. At this point, I started recording the session. I explained to 

each participant that they would be participating in a think aloud protocol (TAP; Ericsson & 

Simon, 1993) as they read through the study materials, and then they would engage in a semi-

structured interview on their experience. Then, I described that during the TAP they were being 

asked to verbalize their thinking, but not explain it, in order to give an unfiltered, authentic sense 

of their cognitive processing in real time. The participants were then given a chance to ask any 

clarifying questions. After these questions were addressed, the participants were told to begin 

reading through the materials. 

These materials, the purpose of which will be discussed more fully in subsequent 

chapters, can be found in Appendix A. The first two items the Study 1 participants viewed were 
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directions for Study 2 and Study 3. Then, they read and commented on the pre-study instrument. 

This was followed by a mindfulness reading and response exercise that served as a comparison 

task to the intervention in Study 3. The intervention reading and response task, which was 

focused on epistemic cognition and metacognition, was next in their reading. After completing 

this, participants read through two series of messages about antioxidants and a correction of a 

misstatement that appeared in one of these two series. Then they read through the misbeliefs 

posttest questions, a page asking participants to indicate their confidence levels in their answers 

to these questions, and a demographic questionnaire. They finished the TAP by reading through 

and commenting on debriefing information designed for Study 3, which was similar to the one 

used in Study 2. If participants were quiet for more than five seconds during any part of the TAP, 

I prompted them by asking “Can you say what you are thinking?,” though this was needed only 

infrequently. 

After completing the TAP, I conducted a semi-structured interview with each participant. 

The planned questions can be found in Appendix B, but in many cases, participants had either 

fully or partially addressed these questions. In these situations, interview questions were framed 

to probe deeper into issues or concerns that the participants expressed during the TAP. I asked 

targeted questions aimed at eliciting any possible areas of confusion. I also inquired whether 

participants felt like they could address the questions posed in the various study materials, which 

they were not asked to answer during the TAP, and whether the answer choice options given for 

closed-ended items seemed reasonable. The participants were also asked whether they felt like 

the intervention was feasible and reasonable. Finally, participants were given a chance to share 

any ideas or concerns they thought were noteworthy that had not previously been discussed in 

the interview. 
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Data Preparation and Analysis 

 The data from Study 1 (i.e., the TAPs and interviews) were transcribed verbatim. These 

data sources were analyzed for commonly shared issues or concerns in the participants’ 

comments or interpretations. Emerging themes indicating confusion or misinterpretations of the 

intent of the materials informed revisions of the corresponding materials. 

Results and Discussion 

 The participants’ responses revealed that they generally understood the content of the 

different reading materials and instrument items designed for this investigation. There were some 

areas of confusion and other issues, though, that the participants thought could be altered to 

reduce the likelihood of misunderstanding. These ideas were grouped into different categories 

including: (1) typographic errors, (2) format and layout issues, (3) language issues, and (4) 

content concerns. Additionally, I realized as participants read through the materials that there 

were several instances in which the study materials had not been adequately updated after 

planned changes to the procedure and other areas in which participants’ comments prompted me 

to think (5) alterations would be beneficial, even when the participants themselves did not 

suggest such amendments. These five categories will each be discussed in more detail below. 

The original versions of these materials (found in Appendix A) can be compared to revised 

versions (Appendix C, except for Study 3 directions and the comparison and intervention tasks, 

which can be found in Appendix D). 

Typographical Errors 

 There were several instances of typographical errors in the prepared study materials. All 

these errors were identified by the vast majority of the participants, if not all of them. One 

example of a noun-verb agreement issue was on the second page of the mindfulness reading that 
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read “the moment when someone are” instead of “the moment when someone is.” On the first 

page of the intervention reading, there was another error with a repeated word in the phrase 

“especially in in the digital age.” A similar issue was noted on the second page of the 

intervention in sentence “a classic example is the statement is ‘All swans are white.’” The second 

“is” was unintentional and deleted in the revised reading. On the last page of the intervention 

reading, the fourth bullet point started as “think about our thinking” instead of “thinking about 

our thinking.” These issues were remedied in the revised materials. 

Format and Layout Issues 

 There were a couple of formatting errors in the Study 1 materials that were identified by 

the majority of participants. On the second page of the mindfulness reading/response task, the 

second paragraph had an inadvertent double space between the lines. Additionally, on the second 

page of the intervention reading, there were parentheses carried across several bullet points 

(starting with “i.e., was I told by someone I trust?”) that did not make sense. These errors were 

addressed in the revised materials. 

 Other formatting and layout issues were identified by specific participants. For example, 

participants #2, #6, #7, and #9 all noted that they had difficulty reading several lines of text in 

yellow font in the mindfulness and intervention tasks. Participant #9 noted that a few lines in 

green font were also difficult to read and participant #3 commented that “green is kind of a weird 

headline color.” Participant #1 also commented repeatedly on the text in green but was 

unspecific during the think aloud process as to why it was notable. When asked in the interview, 

the participant noted that they did not understand why some text was in different colors, saying 

“I didn’t know if that was directing me to read it in a certain way or showing the division in the 

information.” This participant indicated that they did not think that the different colors were 
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helpful and that they might be potentially confusing. However, inquiries along these lines with 

the other participants revealed that this was not a commonly held belief. Outside of the 

previously discussed issues with the green and yellow fonts, the participants generally were 

favorable about the colors. For example, participant #9 said “I do like that those are all different 

colors,” and participant #4 thought the different colors “made it easier to read” and “helped break 

things up.” Because of these comments, the content in yellow font was changed to a red font that 

seemed easier to read. The green font was not changed because even participant #3, who brought 

up this color during the TAP, responded to a question about it in the interview by saying, “it 

doesn’t seem quite what people might expect, but I don’t think it’s completely distracting.” No 

other color changes were deemed necessary based on the feedback from the majority of the 

participants. 

 In addition to these issues, several participants noted that they were not sure when it was 

best to read the images or diagrams in the mindfulness and intervention readings, especially 

when these images were to the side of textual content instead of underneath it. For example, 

participant #10 appreciated that the black swan diagram was directly underneath the section 

about swans on the second page of the intervention reading, but participant #3 noted that it was 

not clear when the image box on the first page of the mindfulness reading (i.e., “There are 3 

types of people…”) should be read. Where possible, these images were shifted in the revised 

versions to make it clearer to the reader when it made the most sense to examine them, though 

this was largely limited by the Qualtrics software employed in Study 2 and Study 3, as it would 

not allow images to be placed directly next to text.  

 There was another formatting issue regarding the images, most specifically on the third 

page of the mindfulness reading. There was a line of text (i.e., “also practice bringing…”) that 
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ran underneath the image, and several participants read the credit listing underneath the image as 

part of the text sentence at first. This was likely due to the specific line of text being 

inappropriately long compared to the other text in that specific bullet point and the formatting of 

the credit listing itself. The text line was revised to be spread over two lines, making them 

comparable to the rest of the text in the bullet point. The image was made smaller and the credit 

listings for all relevant images on both readings were reduced in font and limited to one line. The 

only other formatting revision was italicizing the entire first sentence of the second bullet point 

on the third page of the mindfulness reading (i.e., “sitting cross-legged on the floor is not 

necessary”). As participant #8 pointed out, it was inconsistent with the other bullet points in the 

section in that only part of the first sentence was in italics. 

Language Issues 

In addition to the error with parentheses discussed above, the frequent use of 

parenthetical statements in the mindfulness and intervention tasks and the directions for Study 2 

and Study 3 were problematic for some participants. This was not strictly a language issue per se, 

but these parenthetical comments were mostly included to clarify ambiguous statements or 

technical language. Some participants (e.g., participants #4, #6, and #9) noted their appreciation 

for these examples and clarifications, but even they struggled to read some of the parenthetical 

phrases. Specifically, participant #6 commented that there were instances in which these 

parenthetical remarks were either too long, making it easy to lose track of the thread of the 

overall statement, or just unnecessary. Participant #3 pointed out that some of the parentheses 

were confusing and noted that it was not clear in some instances whether the parenthetical 

comment was a definition or not. Participant #1 also noted that these parenthetical phrases were 

confusing in places and indicated that the ideas in the readings would be clearer if the points in 
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parentheses could be organized differently. This was an important issue for participant #1, who 

commented during the TAP that the “parentheses are starting to drive me crazy.” 

To address this issue, the Study 2 and Study 3 directions were rewritten without 

parentheses. There were not many parenthetical statements in the mindfulness reading/response 

task initially, and because this reading was created by another scholar (Teeft, 2017), it was 

deemed best to preserve those present in the revisions. The intervention task was rewritten to 

eliminate as many parenthetical statements as possible. The Socrates ascription at the top of the 

first page was reformatted without parentheses to more directly replicate the one on the first page 

of the mindfulness comparison task. Parenthetical statements deemed unnecessary were removed 

and others deemed critical or helpful were rephrased so they were no longer distracting from the 

main content.  

The heading terms “consequentialism” and “GMO behavior/intentions” in the pre-study 

instrument were unclear to several participants (i.e., #2, #8, #10). Their inclusion was deemed 

unnecessary, and the headings were deleted in the revised materials. Given the headings were no 

longer included, the revised items were renumbered numerically from #1 to #18. 

 Another identified language issue related to the last open-ended question on the 

intervention task. This question asked, “What would make you suspend judgmental commitment 

(that is, recognize that you don’t know enough to say you ‘know’ something?).” Several 

participants (e.g., #4 and #5) indicated that the parenthetical was helpful, but participants #6 and 

#8 felt that it would be better to just rephrase the parenthetical as part of the main question and 

eliminate the phrase “suspend judgmental commitment,” especially since, as participant #6 

noted, this phrase had not been used anywhere else in the reading. This advice was taken in the 

revision. 
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 The quote at the beginning of the intervention reading was also problematic for the 

participants. Most participants did not say this directly, but the majority of them stumbled while 

reading it and several reread it multiple times. Participant #9 expressed a majority view when she 

said during the interview that she was familiar with the quote and understood what it meant, but 

participant #3’s suggestion to use a version of the quote more in the current vernacular also 

seemed to be generally endorsed. The revised intervention task was revised to include a 

translation of the quote that is clearer and less cumbersome to read. 

 When reading the mindfulness task, participants #6, #8 and #9 all pointed out that the 

bold and italicized statements under the heading “Myths of Mindfulness” on the third page of the 

mindfulness reading were not actually myths about the topic, but rebuttals of those myths. 

Therefore, I retitled the section “Addressing Myths of Mindfulness.” Participant #6 noted a 

similar issue on the first page of this task where it had a heading of “What is Mindfulness?” but 

then listed ways people can be mindless. However, no other participant brought up this issue and 

it seemed more difficult to address because changing it to “What is Mindlessness?” would 

undermine the statement further down that “These are examples of how easy being ‘MindLess’ 

is.” Even participant #6 did not seem truly confused about this issue, so it seemed best to 

preserve the original phrasing from Teeft (2017) in this instance.  

 The pronouns used in the first two bullet points on page three of the intervention reading 

were inconsistent (i.e., switching person) and this appeared to confuse participants #8 and #10. 

These statements were rewritten to focus on the second-person singular and plural, which also 

more closely aligned with wise intervention practices (Walton & Wise, 2018). Other minor 

language issues were also cleaned up on the two reading and response tasks. 
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Elsewhere, participant #2 pointed out that the use of “antioxidant supplementation,” 

“antioxidant supplement,” and “antioxidant supplement pills” was inconsistent on the pages of 

with messages about diet and antioxidants and the misbeliefs posttest questions and confidence 

ratings. These were all revised to “antioxidant supplements” to be more consistent. The 

correction of message #9 was also rephrased to be more consistent with both the accurate and 

inaccurate messages related to it in the other study materials. Participant #1 stated that he “got 

lost” reading the fourth statement of the messages about diet and antioxidants as he did not know 

if the “theory” referred to in same theory in statement #3 or not. No other participant experienced 

this confusion, but statement four was revised to make it clearer that it is referring to the “theory 

of oxidative stress.” All language revisions can be seen by comparing the Study 1 materials in 

Appendix A with the revised Study 2 and Study 3 materials in Appendices C and D. 

Content Issues 

 The most important purpose of Study 1 was the assessment of whether participants 

understood the content of the materials. The analysis of the data did reveal a small number of 

issues with such understanding. The most notable comprehension problem occurred in 

conjunction with the third bullet point on the third page of the intervention reading (i.e., “It is 

important to think about how different people may think they ‘know’ differently”). Participants 

#2, #5, and #6 all thought that the sub-bullet point (i.e., “for example, as individuals, we may 

recognize that we are constantly learning through new experiences and interactions with other 

people and new information”) failed to connect to the main point, and they expressed general 

confusion about the two statements. After my own review, this confusion seemed well-founded. 

These two points could have been rewritten, but because they did not seem crucial to the 
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intervention task itself, and because the participants were taking longer to read the intervention 

task than the comparison, I instead made the choice to delete them. 

 The only other major content issue that arose was noted by participant #6 who struggled 

during the TAP with the confidence ratings. During the follow-up interview, most of the 

participant’s confusion was clarified, but the discussion also led me to realize that asking future 

participants to rate their confidence in their answers to the three open-ended questions in the 

misbeliefs posttest (e.g., what surprised you about the messages?) made little sense, as they did 

not have correct answers. The revised confidence ratings therefore excluded these three 

questions. Additionally, participants #3 and #7 found the scale options confusing, particularly the 

low-end “not very confident” level, which they thought could indicate more confidence than “not 

confident,” the next point on the scale. The confidence scale labels were therefore completely 

revised to be clearer for Study 2, with the low end changing to “not confident at all” and the next 

point on the scale becoming “slightly confident.” The full scale can be found in Appendix C with 

the revised Study 2 materials. 

 Other content concerns raised by the participants were minor. Several participants 

brought up the exclusion of an Associate degree as an option on question #4 of the demographic 

survey, and a couple of participants pointed out that asking future participants to choose one 

“current employment status” in question #5 of the survey might be problematic for students who 

also work part-time or people who work full-time but were also self-employed. The demographic 

survey was revised to include an Associate degree selection option for #4 and to allow for 

multiple selections in response to question #5. 
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Other Alterations 

As participants read through the materials, I also recognized a number of additional 

revisions that would improve the study materials. A few were just corrections needed to address 

previous updates that had not been carefully changed in the materials, such as an outdated 

reference to a check box on the debriefing page. Other revisions were prompted by observations 

of the participants as they read through the materials. For example, several participants (e.g., 

Participant #3) had to re-read the directions for Study 2 and Study 3. This action may have been 

precipitated by the previously mentioned issue with parentheses, but it also seemed prudent to 

break up the tasks into distinct steps. The Study 2 and Study 3 directions were subsequently 

revised to include the tasks as numbered lists.  

Issues with the directions were also notable when participants started reading the 

messages about antioxidants. Several of them were not sure what they were supposed to do with 

these statements. The revised directions at the beginning of the studies should partially 

ameliorate this confusion, but the materials were also revised to include new directions at the top 

of the antioxidant message page indicating that participants should “read and try and learn from 

the statements.”  

Two of the participants (i.e., #9 and #10) noted that they thought the attention checks 

were a good idea and would help keep participants on task. This was beneficial to hear and 

motivated me to also include an attention check item in the revised misbelief posttest instrument. 

It should be noted that participants #4 and #8 were initially confused by the attention check items 

on the pre-study instrument. This was likely attributable to the lack of the full scale options (e.g., 

somewhat agree) on the page. These options were included on the Qualtrics version for Study 2 

and Study 3. Additionally, to remove the “neutral” option, the scale was changed from a 5-point 
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Likert scale to a 6-point scale (i.e., strongly disagree, disagree, somewhat disagree, somewhat 

agree, agree, strongly agree). The included attention checks were revised to indicate that 

participants should choose one of the options on this new scale. The directions were also 

amended to make them clearer, in part by removing the term “Likert,” which many Study 1 

participants found confusing.  

Other minor clarifications and corrections were made throughout. This included changing 

a few periods to question marks or altering phrases slightly. The most notable change was to 

statement #12 on the messages about antioxidants. It previously read “antioxidants in foods may 

have health benefits because they work in combination with other nutrients, plant chemicals, and 

even other antioxidants present in the same food.” Since the same messages mention antioxidant 

additives, I determined that using the modifier “naturally-occurring” with “antioxidants” in 

statement #12 would make it clearer. 

Summary of Results 

 Overall, the participants gave useful and constructive feedback that led to a number of 

revisions to improve the study materials. Every document was revised at least slightly, but 

relatively few of these changes were content-related. For the most part, the participants agreed 

that the materials were understandable and easy to read. They found the directions to be clear, 

though hopefully subsequent revisions made them more so. The participants in Study 1 believed 

that Study 2 and Study 3 appeared to be feasible and reasonable and several noted that they 

wished they could take part in them. The revised materials were deemed sufficient to precede 

with Study 2. 
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CHAPTER 4: STUDY 2 

Study 2 was a randomized controlled trial designed to investigate whether people exhibit 

the continued influence effect when reading prepared information, including misinformation, 

about antioxidants. Participants were randomly assigned to one of three conditions: (1) those 

who did not read any misinformation (i.e., No-Misinformation-Control group), (2) those who 

read one misinformed statement but did not see a subsequent correction (i.e., Misinformation-

No-Correction group), and (3) those who read the misinformed statement and saw a subsequent 

correction (i.e., Misinformation-Correction group). Posttest scores on a measure of antioxidant 

misbeliefs from the three conditions were compared to test hypothesis #1 (i.e., do participants 

who see a piece of misinformation about antioxidant supplements score higher on the measure of 

antioxidant misbeliefs than participants in a control group who do not see any misinformation, 

after controlling for prior self-reported knowledge of antioxidants?) and hypothesis #2 (i.e., do 

participants who see a piece of misinformation about antioxidant supplements and a subsequent 

correction of this misinformation score higher on the measure of antioxidant misbeliefs than 

participants who do not see the misinformation at all and therefore exhibit the continued 

influence effect?).  

Methods 

Sample 

Power Analysis 

The sample size for this study was based on an a priori power analysis. This power 

analysis proved challenging for several reasons. First, as previously discussed, the number of 
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conditions in previous studies on the continued influence effect vary notably (i.e., from two 

conditions to as many as nine). Additionally, a recent investigation into previous studies of the 

continued influence effect (Connor Desai, 2018) established that many of the studies in the 

literature did not report effect sizes or did not measure reliance on misinformation using the 

average number of references to it, as is the plan for this investigation. Those studies that did 

include related effect sizes reported a broad range depending on the type of correction or 

intervention involved. These eighteen effect sizes ranged from 0.08 (just correction; Johnson & 

Seifert, 1994) to 6.76 (alternative explanation; Ecker, Lewandowksy, & Apai, 2011). They had a 

mean of 1.41 and a median of 1.04. Because these studies varied notably in the kind of correction 

given (e.g., just correction, enhanced negation, alternative explanation given or not, pre-exposure 

warning or not) and in other aspects (e.g., scenario or topic), it was difficult to justify using past 

studies’ effect sizes as a basis for a power analysis for this study. Additionally, I thought it was 

important to recognize that publication bias frequently leads to the overestimation of effect sizes 

(van Aert et al., 2019), meaning that the mean reported by Connor Desai (2018) might be 

inflated. 

Taking these factors under consideration, I chose to determine the sample size needed to 

detect a small effect size (i.e., .2; Hattie, 2009; Sawilowsky, 2009). Using G*Power (Faul et al., 

2007), this power analysis indicated that a one-way ANCOVA with three groups (used to 

address hypothesis #2) with a Cohen’s d = .2, power of .8, and alpha level value of 0.05, would 

require of a minimum sample size of 416 participants. This would be about 140 per group. 

Recognizing that some participants would potentially be dropped from the analysis, I determined 

that a total sample size of 450 (i.e., 150 per group) was ideal. 
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Amazon Mechanical Turk 

 There were two main reasons for choosing to conduct this study online through the 

Amazon Mechanical Turk (MTurk) platform. One was a logistic reason. This dissertation was 

designed largely during the COVID-19 pandemic, which made planning for in-person data 

collection problematic. The second purpose for using MTurk was the goal of drawing a more 

diverse sample (e.g., greater age range, greater representation of different levels of education) 

than a college undergraduate pool would likely provide (Follmer et al., 2017). 

Some studies have presented evidence that MTurk workers provide high quality data 

(Buhrmester et al., 2011), and in some ways perform better than traditional subject pool 

participants (e.g., Farrell et al., 2017; Hauser & Schwarz, 2016). Several scholars, though, have 

argued that such findings need to be qualified. For example, results from U.S.-based workers 

tend to reflect much higher quality data than data collected from workers from other parts of the 

world, like India (Bohannon, 2011; Litman et al., 2015). Another concern expressed by scholars 

is the presence of inattentive responders (T. J. Ryan, 2018), bad actors (i.e., fraudulent 

responders who mask their locations to participate in studies they should be excluded from; R. 

Kennedy et al., 2020), or bots (i.e., automated code designed to respond to study questions; R. 

Kennedy et al., 2020), which all provide illegitimate and low-quality data. For example, E. J. 

Jansen et al. (2022) reported that data collection on MTurk across a series of four studies was 

affected by “bots” and “survey farmers,” which notably decreased the overall quality of the 

collected data. Webb and Tangney (2022) went so far as to claim that only 2.6% of the sample in 

their study (i.e., 14 participants out of a total of 529) could even be ascertained as human. These 

concerns have been shared by other researchers (e.g., Bai, 2018), though some scholars who 
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agree there are low-quality data issues dispute the claim that bots are primarily responsible (e.g., 

Ahler et al., 2021). 

To address potential issues of low data quality, bad actors, and inattentive responders in 

using MTurk, several preemptive measures were taken in this study. As a primary quality control 

step, the study was set up through a proxy company called CloudResearch. CloudResearch 

creates a more select group of potential participants by screening MTurk workers based on their 

past performance and other metrics. This is done to remove possible bots or participants who 

have demonstrated poor work. CloudResearch also has a feature to block duplicate IP addresses, 

which was selected to help ensure that the same participants were not participating in the study 

on multiple occasions, and also to help eliminate repeated use of bots.  

Additionally, CloudResearch allowed for the selection of exclusion criteria that were 

deemed likely to increase the reliability and validity of the results. Because previous studies have 

shown that participants from other parts of the world can at times provide lower quality data 

(e.g., Bohannon, 2011; Litman et al., 2015), I chose to restrict my sample to people in the United 

States. This restriction also increased the likelihood that participants would understand the 

language in the study materials. To further ensure this, participation was also restricted to MTurk 

workers who learned English as a first language or by the age of seven.  

The inclusion of the three attention checks in the pre-study survey and a fourth attention 

check in the misbelief posttest questions was done at the suggestion of previous scholars 

collecting data through MTurk (e.g., Keith et al., 2017; Webb & Tangney, 2022). In this study, if 

participants missed two or more of these attention checks, they were excluded from the final 

analysis. A reading comprehension question was also included in the posttest. This was to be 
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examined and used to assist in excluding participants, if there was clear evidence that they did 

not understand the study materials and questions. 

Participants 

The participants in this study were a convenience sample of 450 adults, randomly 

assigned to one of three groups, recruited from the MTurk platform. This process resulted in, 

initially, 146 participants being assigned to the No-Misinformation-Control group, 152 to the 

Misinformation-No-Correction group, and 152 to the Misinformation-Correction group. It is not 

completely clear why these three groups were not equal groups of 150, but there are two likely 

reasons. One reason was that the data was collected in different batches, in part because of 

funding limitations (i.e., the MTurk pre-approved spending limit was capped at $1000 per 

month), and in part by choice. For example, the first batch was a purposely run trial of 10 

participants to ensure that data collection went appropriately. This batch ended up with three 

people assigned to two of the groups (i.e., Misinformation-No-Correction and Misinformation-

Correction groups) and four people assigned to the other group (i.e., No-Misinformation group). 

The next batch of participants, though, was once again randomly assigned and did not take this 

initial imbalance into account during assignment. Throughout the course of experiment, this 

could have skewed the group sizes slightly. Another possible reason for the slightly uneven 

group sizes was that MTurk allows more participants to start a study than is requested in the 

batch size. This means, for example, that even if one batch of 120 participants had been run, 160 

workers could work simultaneously on the study with only the first 120 to complete the study 

entered as participants. The 160 potential participants would have been evenly randomly 

distributed into groups by Qualtrics, but the first 120 participants to submit, and therefore 

contribute their data, may not be exactly equal across all groups. 
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The MTurk participants self-selected to participate in the study and completed it in 

Qualtrics by following a link in the MTurk study description. Participants were restricted to 

adults (i.e., people over 18 years-old) who were residents of the United States and had either 

learned English as a first language or by the age of seven. Of the 450 adults who completed the 

study, two were eliminated from data analysis for not responding to the given prompts (i.e., in 

their answers to the open-ended questions, one worker answered questions about travel and 

another participant referred to study methods). An additional eight participants were eliminated 

from the sample because they missed two of the four attention checks. After eliminating these 

participants, 440 participants remained in the sample, with 142 in the No-Misinformation-

Control group condition, 148 in the Misinformation-No-Correction group condition, and 150 in 

the Misinformation-Correction group condition. These 440 participants had an average age of 

39.3 years. Detailed demographic information for these participants can be seen in Table 1.  

Table 1 

Demographic Information for Included Participants in Study 2 (N = 440) 

 N (out of 440) Percent of Sample 

Gender Identificationa   

   Female 197 44.773 

   Male 237 53.863 

   Non-binary 4 0.909 

   Prefer not to answer 2 0.455 

   

Race   

   Asian/Pacific Islander 26 5.909 

   Black/African American 56 12.727 

   Latinx/Latino/Latina 20 4.545 

   Multiracial 9 2.045 

   Native American 4 0.909 

   White/Caucasian 323 73.409 

   Prefer not to answer 2 0.455 
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 N (out of 440) Percent of Sample 

Education Level   

   Some high school 4 0.909 

   High school diploma 110 25.000 

   Associate degree 57 12.727 

   Bachelor’s degree 189 42.955 

   Master’s degree 70 15.909 

   Doctorate 9 2.045 

   Otherb 2 0.455 

   

Employment   

   Employed Full-Time 312 70.909 

   Employed Part-Time 39 8.863 

   Self-Employed 44 10.000 

   Unemployed 27 6.136 

   Retired 11 2.500 

   Student 1 0.227 

   Prefer not to answer 6 1.364 

   

Income   

   Under $25,000  68 15.455 

   $25,000-$50,000 103 23.409 

   $50,000-$75,000 115 26.136 

   $750,000-$100,000 81 18.409 

   Above $100,000 65 14.773 

   Prefer not to answer 8 1.818 

   

Political Affiliation   

   Democrat 225 51.136 

   Independent 77 17.500 

   Republican 127 28.636 

   None 11 2.500 

   Prefer not to answer 1 0.227 

 
aFemale and male identification included participants who identified as both cis and trans. 

 
bOther responses to education level referred to technical/vocational training. 

 

Materials 

There were four instruments included in this study. The first instrument was a pre-study 

survey asking the participants to rate their level of agreement on a six-point Likert scale (i.e., 

strongly disagree, disagree, somewhat disagree, somewhat agree, agree, strongly agree) with a 
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set of 18 statements (see Table 2). These 18 statements included three attention checks (i.e., 

statements #4, #9, and #18) embedded throughout the list to test whether participants were 

carefully reading the items. The other statements were related to three different topics: healthcare 

(i.e., statements #1-3, #5-6), consequentialism (i.e., statements #7-8, #10-12), and genetically 

modified organisms (i.e., statements #13-17). The consequentialism and genetically modified 

organism items were adapted from studies by Horne et al. (2015) and Caple (2019), respectively, 

and following the example of these researchers, these items served as distractors to decrease the 

likelihood that participants would figure out the main topic of interest (i.e., antioxidant 

knowledge) or the true purpose of the study (i.e., to investigate the continued influence effect). 

Two items (i.e., statements #1, #5) from the healthcare items were included to serve as a possible 

covariate representing the participants’ prior knowledge about antioxidants. Another two items 

(i.e., statements #2, #6) were included to serve as a possible covariate representing the 

participants’ prior beliefs about antioxidants.  

Table 2 

Pre-Study Survey Healthcare Items and Measurement Category 

Item # Item Measurement Category 

1 I know a great deal about dietary supplements (e.g., 

antioxidants). 

Antioxidant knowledge 

measure. 

2 I believe that taking dietary supplements is important 

for everyone’s general health. 

Antioxidant belief measure. 

3 I feel comfortable asking the pharmacist questions 

when I need medication. 

Non-scored item. 

4 Please answer somewhat disagree for this question. 

 

Attention check. Used to 

help determine whether 

participant’s data will be 

included in analysis. 

5 Dietary supplements are carefully monitored by the 

FDA. 

Antioxidant knowledge 

measure.  

6 There is a great deal of misinformation online about 

dietary supplements. 

Antioxidant belief measure.  
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Item # Item Measurement Category 

7 I know that it is never acceptable to harm someone, 

even if doing so would help many other people. 

Distractor item (not scored). 

8 I believe in life-or-death situations a person should 

take whatever means necessary to save the most lives. 

Distractor item (not scored). 

9 Please answer strongly agree for this question. Attention check. Used to 

help determine whether 

participant’s data will be 

included in analysis. 

10 I feel the end result is the most important thing to 

consider when judging someone’s actions. 

Distractor item (not scored). 

11 Lying is always wrong. Distractor item (not scored). 

12 People have an obligation to act in service of the 

greater good, even if that means hurting someone 

else. 

Distractor item (not scored). 

13 I know it is important to avoid consuming genetically 

modified organisms/foods (GMOs). 

Distractor item (not scored). 

14 I believe that it is good to buy food products made 

with genetically modified organisms. 

Distractor item (not scored). 

15 I feel there should be labels on genetically modified 

organisms in food.  

Distractor item (not scored). 

16 Consuming items made with genetically modified 

organisms is potentially dangerous. 

Distractor item (not scored). 

17 Genetic modification of foods should be made illegal 

in the U.S. 

Distractor item (not scored). 

18 Please answer disagree for this question. Attention check. Used to 

help determine whether 

participant’s data will be 

included in analysis. 

 

The second instrument in the study was a posttest used to measure the participants’ 

misbeliefs about antioxidants and antioxidant supplementation after reading a series of 

statements about these topics. There were not any readily available published or unpublished 

scales on antioxidant beliefs or misbeliefs, so the posttest instrument represents a novel measure 

developed for this dissertation. Conor Desai and Reimers (2019) argued that both close-ended 

and open-ended questions could be used to reliably gather data about the continued influence 

effect, so this new instrument was developed using both kinds of items, including six closed-

ended questions and three open-ended questions (Table 3), with one item (i.e., question #3) 
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serving as an attention check, and another serving as a potential reading comprehension check 

(i.e., question #4). 

The final data analysis was based on a single outcome variable score of antioxidant 

supplement misbeliefs determined from combining the scores obtained from closed-ended items 

#1, #2, #5 and #6 along with the open-ended items #7-9. Items #1, #2, and #6 were each assigned 

a score of one if participants indicated continued use of corrected misinformation by choosing 

the misinformed response option. Question #5 was similarly scored as one if the response option 

“taking antioxidant supplements” was not checked as part of the participant’s response to the 

question (i.e., “Which of the following can be harmful?”). The final three items were coded to 

indicate whether antioxidant supplement misbeliefs were expressed in response to the open-

ended prompts or not. Each misbelief expressed received a score of one. 

Table 3 

Misbeliefs Posttest Questions and Related Scoring 

Item # Question Scoring 

1 Based on the messages you just read, which of the 

following steps do you think you should take to be 

healthier? [Check all that apply.] 

Eat foods rich in antioxidants 

Maintain a healthy diet 

Take antioxidant supplements 

Consult your doctor about your diet and 

related decisions 

 

If participants selected 

response option 3 “Take 

antioxidant supplements,” it 

was counted as an instance 

of the continued influence 

effect and scored as a 1. 

2 What would you insist that your family do, based on 

the messages? [Check all that apply.] 

Eat foods rich in antioxidants 

Maintain a healthy diet 

Take antioxidant supplements 

Consult your doctor about your diet and 

related decisions 

 

If participants selected 

response option 3 “Take 

antioxidant supplements,” it 

was counted as an instance 

of the continued influence 

effect and scored as a 1. 
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Item # Question Scoring 

3 Please check only maintain a healthy diet. [Check all 

that apply.] 

Eat foods rich in antioxidants 

Maintain a healthy diet 

Take antioxidant supplements 

Consult your doctor about your diet and 

related decisions 

 

Attention check 

4 Which of the following processes can generate free 

radicals? [Check all that apply.] 

Exercise 

Metabolic processes 

Eating fruits and vegetables 

Exposure to sunlight 

 

This question was not be 

scored. Three of the four 

possible responses are 

correct (exercise, metabolic 

processes, exposure to 

sunlight), and the item was 

included as a reading 

comprehension check. 

 

5 Which of the following can be harmful? [Check all 

that apply.] 

Exposure to air pollution 

Eating a healthy diet 

Taking antioxidant supplements 

Lack of food 

 

If participants did not select 

response option 3 “Taking 

antioxidant supplements,” it 

was counted as an instance 

of the continued influence 

effect and scored as a 1. 

6 Which of the following are true? [Check all that 

apply.] 

Free radicals can help prevent aging and cell 

damage by stealing electrons from other 

molecules 

Antioxidant supplements are a multi-billion-    

dollar industry 

Rigorous research has supported the 

benefits of taking antioxidation supplements 

Many foods and drinks have antioxidant 

additives in them  

 

If participants selected 

response option 3 “Rigorous 

research has supported the 

benefits of taking 

antioxidation supplements,” 

it was counted as an instance 

of the continued influence 

effect and scored as a 1. 

Response option 1 (“Free 

radicals can help prevent 

aging and cell damage by 

stealing electrons from other 

molecules”) is not correct, 

but was not counted as an 

instance of the continued 

influence effect (no 

inaccurate information was 

given about this issue). 
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Item # Question Scoring 

7 What are your main takeaways from the messages? Any reference to the benefits 

of antioxidant supplements 

(unless appropriately 

contextualized) was counted 

as an instance of the 

continued influence effect. 

Though this means there 

was a possibility of being a 

score greater than one, all 

participants either scored a 0 

or a 1.  

 

8 What surprised you about the messages? Any reference to the benefits 

of antioxidant supplements 

(unless appropriately 

contextualized) was counted 

as an instance of the 

continued influence effect. 

Though this means there 

was a possibility of being a 

score greater than one, all 

participants either scored a 0 

or a 1.  

 

9 Do you plan to do anything different based on the 

messages you read? If so, what? 

Any reference to the benefits 

of antioxidant supplements 

(unless appropriately 

contextualized) was counted 

as an instance of the 

continued influence effect. 

Though this means there 

was a possibility of being a 

score greater than one, all 

participants either scored a 0 

or a 1.  

 

 

The third instrument consisted of a set of items asking the participants to rate their level 

of confidence in their answers to questions #1-2, #4-6 in the misbeliefs posttest instrument (see 

Table 4). Participants were shown the question and their previous response, and then asked to 

rate their confidence in their answer. Question #3 was excluded because it was an attention check 
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and questions #7-9 were excluded because they were open-ended. This instrument served as an 

“ability estimation task” (Salovich & Rapp, 2021, p. 611) and needed to be done close to the end 

of the study, as previous work indicated such judgments can alter subsequent cognitive 

processing (Double & Birney, 2019). The participants’ confidence ratings were not analyzed in 

the context of this dissertation study but may be employed in the future to determine if the 

confidence of the participants in any way was related to their tendency to engage in the 

continued use of discredited misinformation.  

Table 4 

Confidence Ratings of Responses to Previous Questions 

Item # Question and Responses Answer Options 

1 Based on the messages you just read, which of the 

following steps do you think you should take to be 

healthier? [Check all that apply.] 

Eat foods rich in antioxidants 

Maintain a healthy diet 

Take antioxidant supplements 

Consult your doctor about your diet and 

related decisions 

 

Not confident at all 

Slightly confident 

Moderately confident 

Very confident 

Completely confident 

2 What would you insist that your family do, based on 

the messages? [Check all that apply.] 

Eat foods rich in antioxidants 

Maintain a healthy diet 

Take antioxidant supplements 

Consult your doctor about your diet and 

related decisions 

 

Not confident at all 

Slightly confident 

Moderately confident 

Very confident 

Completely confident 

4a Which of the following processes can generate free 

radicals? [Check all that apply.] 

Exercise 

Metabolic processes 

Eating fruits and vegetables 

Exposure to sunlight 

 

Not confident at all 

Slightly confident 

Moderately confident 

Very confident 

Completely confident  
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Item # Question and Responses Answer Options 

5 Which of the following can be harmful? [Check all 

that apply.] 

Exposure to air pollution 

Eating a healthy diet 

Taking antioxidant supplements 

Lack of food 

 

Not confident at all 

Slightly confident 

Moderately confident 

Very confident 

Completely confident 

6 Which of the following are true? [Check all that 

apply.] 

Free radicals can help prevent aging and cell 

damage by stealing electrons from other 

molecules 

Antioxidant supplements are a multi-billion-    

dollar industry 

Rigorous research has supported the 

benefits of taking antioxidation supplements 

Many foods and drinks have antioxidant 

additives in them  

Not confident at all 

Slightly confident 

Moderately confident 

Very confident 

Completely confident  

 
aThe numbers of the questions given here correspond to their number on the misbeliefs posttest 

instrument. Question #3 did not appear in the Confidence Rating assessment because it was an 

attention check. 

The fourth and final instrument was a demographic survey used to assess the 

representativeness of the sample. The data presented in Table 1 was gathered from this measure. 

The demographic survey and all the materials presented in Study 2 can be found in Appendix C.  

Procedure 

Potential participants could see a brief description of the study on the MTurk platform. 

Those that decided to participate followed a link directing them to the Qualtrics study. There 

they saw an IRB-approved consent form (see Appendix C) and agreed to participate by moving 

forward with the study. All participants then completed the pre-study survey. All pre-study 

survey items appeared on the screen at the same time with the response scale repeated after every 
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six items so that participants did not need to scroll up to remind themselves of the order of the 

response options.  

After completing the pre-study questionnaire, the participants were randomly assigned to 

one of the three conditions (Table 5) using the randomizer function in Qualtrics. Depending on 

their group designation, participants then read a series of statements about antioxidants and 

related concepts (i.e., diet, free radicals, oxidative stress theory) that was completely accurate 

(i.e., No-Misinformation-Control group) or contained one statement (i.e., statement #9; “recent 

rigorous studies have demonstrated that taking antioxidant supplement pills is effective for 

prevention and treatment of cancer, cataracts, heart conditions, and other illnesses”) that was 

inaccurate (i.e., Misinformation-No-Correction group, Misinformation-Correction group). Both 

sets of statements can be found in Appendix C. The statements all appeared on the same page 

and the participants could scroll through them at their own pace. 

Table 5 

Conditions in Study 2 

Group Name Information Presented Correction Status 

No-Misinformation-Control 

 

13 accurate statements No correction 

Misinformation-No-Correction 

 

1 inaccurate statement,  

12 accurate statements 

No correction 

   

Misinformation-Correction 1 inaccurate statement,  

12 accurate statements 

Correction 

 

After reading the set of statements, participants in the No-Misinformation-Control and 

Misinformation-No-Correction groups were asked to think about the statements for 30 seconds to 

allow them to encode the content of the messages, and a “wait time” question was embedded in 

Qualtrics to require them to wait at least this long before moving forward (i.e., the forward arrow 

did not appear until 30 seconds had elapsed). Participants in the Misinformation-Correction 
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group first advanced to a new page containing a correction of statement #9 (i.e., “Message #9 

above was stated in error. It should have read ‘Recent rigorous studies have demonstrated that 

taking antioxidant supplements is NOT effective for prevention and treatment of cancer, 

cataracts, heart conditions, and other illnesses.’ Taking them may even be harmful.”), and then 

were asked to think about the statements for 30 seconds before proceeding to the posttest 

questions.  

After the required 30 seconds, participants could select the forward arrow to proceed to 

the misbeliefs posttest questions. The first six questions (i.e., the closed-ended questions) each 

appeared on a separate page. Qualtrics required dividing the questions into separate pages to 

allow the questions and responses to be displayed later for the confidence ratings portion of the 

procedure. Then all three open-ended questions (i.e., items #7-9) appeared on the same page. 

After answering these questions, participants moved on to the confidence ratings items. They 

read a short set of directions telling them they were about to see the previously asked closed-

ended questions (except #3, which was an attention check) and their answers, and that they were 

being asked to rate their confidence in their answers but not change their original responses. On 

the subsequent screen, participants saw one previously asked question and their response and, 

after advancing to the next screen, they rated their confidence in answer. They followed a similar 

procedure to address all five items in the confidence rating section. After completing these 

ratings, participants answered the demographic survey questions and read a debriefing statement 

that detailed the purpose of the study and emphasized the potentially harmful effects of 

antioxidant supplements (see Appendix C). Participants then received a unique code to enter in 

MTurk to ensure that they were reimbursed for their time. Participants were paid $2.50 for their 

participation. 
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Data Storage, Transfer, and Security 

Once participants submitted their responses and completed the survey, the set of data was 

downloaded from Qualtrics into an Excel file. Identifiable information (i.e., names were not 

collected, but MTurk identification numbers were) was stored securely in a password-protected 

Qualtrics account and UNC-provided services including OneDrive storage capabilities, as 

approved by the institutional review board at UNC. 

Data Cleaning and Coding 

 The dataset was checked for incomplete responses, but none were present because of the 

forced response nature of the items on the instruments. The four items in the pre-study survey 

representing possible covariates of prior knowledge or beliefs about antioxidants were converted 

to a numerical score on a six-point scale (e.g., strongly disagree = 0, strongly agree = 5). The 

closed-ended items in the misbeliefs posttest were converted to either 0 or 1 points representing 

either incorrect or correct answers about antioxidant supplements. A second coder and I coded 

the first ten participants’ open-ended responses separately using the scoring rubric (Appendix E). 

The inter-rater agreement was 97% (i.e., 29 out of 30 codes). Then we met to discuss and resolve 

the one discrepancy, and the rubric was modified to make similar cases of coding clearer. Then 

we coded another 80 participants’ responses independently, with the 90 participants representing 

20% of the total sample. There were seven additional discrepancies in this round of coding, 

leading to an overall inter-rater agreement of 97% (i.e., 262 out of 270). These discrepancies 

were resolved through discussion. Then, I proceeded to code the rest of the open-ended questions 

individually. There was no indication that any participants failed to understand the materials or 

questions, therefore no participants were excluded based on the reading comprehension criterion 

(i.e., item #4 on the misbeliefs posttest instrument).  
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Results 

 Statistical analyses were conducted with SPSS 28.0 and Mplus 8.8. The results of these 

analyses are presented in three sections. First, descriptive statistics of the raw data of the relevant 

pre-study prior knowledge and beliefs items and the misbelief posttest items are described. Next, 

the confirmatory factor analyses of the pre-study and posttest measures are presented. Finally, 

the two hypotheses relevant to this study are examined. 

Descriptive Statistics 

 I conducted a sample-wide statistical exploration of the raw scores of the four relevant 

pre-study items (i.e., #1, #2, #5, #6) by examining the mean and standard deviation (Table 6). 

Correlations between these raw scores were also examined (Table 7).  

Table 6  

Descriptive Statistics for Pre-Study Prior Knowledge and Belief Items (N = 440) 

Item # Item Mean 

(SD) 

Skewness 

(SE) 

Kurtosis 

(SE) 

1 I know a great deal about dietary 

supplements (e.g., antioxidants). 

 

2.518 

(1.321) 

-.040 

(.116) 

-.862 

(.232) 

2 I believe that taking dietary 

supplements is important for 

everyone’s general health. 

 

2.834 

(1.296) 

-.244 

(.116) 

-.528 

(.232) 

5 Dietary supplements are carefully 

monitored by the FDA. 

 

2.793 

(1.440) 

-.057 

(.116) 

-1.017 

(.232) 

6 There is a great deal of 

misinformation online about dietary 

supplements. 

3.741 

(1.031) 

-.756 

(.116) 

.643   

(.232) 

 

 

The raw data from pre-study items seemed to be normally distributed around the mean, although 

the skewness of item #6 and the kurtosis of item #5 were somewhat higher than typical. The 

means for items #1, #2 and #3 indicated, on average, modest endorsement of those statements. 
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The higher mean for item 4 indicated, on average, that the participants reported a stronger belief 

that there is a significant amount of misinformation online about antioxidant and other dietary 

supplements.  

Table 7 

Correlation Matrix for Raw Scores of Pre-Study Prior Knowledge and Belief Items (N = 440) 

Item # Item 1 2 5 6 

1 I know a great deal about 

dietary supplements (e.g., 

antioxidants). 

 

_    

2 I believe that taking dietary 

supplements is important for 

everyone’s general health. 

 

.447*** _   

5 Dietary supplements are 

carefully monitored by the 

FDA. 

 

-.306*** -.424*** _  

6 There is a great deal of 

misinformation online about 

dietary supplements. 

 

-.065 -.138** .334*** _ 

 

Note. *p < .05. **p < .01. ***p < .001 

 The four pre-study items were all statistically significantly correlated with each other 

except item #1 (i.e., “I know a great deal about dietary [e.g., antioxidants]”) and #6 (i.e., “There 

is a great deal of misinformation online about dietary supplements”). The negative correlation 

between items #1 (i.e., “I know a great deal about dietary supplements”) and #5 (i.e., “Dietary 

supplements are carefully monitored by the FDA”), was notable and made sense as such 

supplements are not actually “carefully monitored” by the Food and Drug Administration. The 

other negative correlations were also notable, but not as easily explained. The negative 

correlation between items #1 (i.e., “I know a great deal about dietary supplements”) and #6 (i.e., 



 

186 

 

“There is a great deal of misinformation online about dietary supplements”) indicated that 

participants who ranked their dietary supplement knowledge highly were under the impression 

that there is not a great deal of misinformation about the topic online, whereas evidence indicates 

that there is (e.g., Aslam et al., 2017). The correlation between these two items was relatively 

small, though. The larger magnitude for the negative correlation between #2 (i.e., “I believe that 

taking dietary supplements is important for everyone’s general health”) and #5 (i.e., “Dietary 

supplements are carefully monitored by the FDA”) was also conspicuous. Both statements are 

incorrect, so a positive correlation between them was expected. The positive correlation between 

items #5 (i.e., “Dietary supplements are carefully monitored by the FDA”) and #6 (i.e., “There is 

a great deal of misinformation online about dietary supplements”) was also unexpected because 

#5 is not an accurate statement and #6 is.  

Descriptive statistics per group are shown in Table 8. The means for items #1, #5 and #6 

were similar across all three groups. The mean for item #2 (i.e., “I believe that taking dietary 

supplements is important for everyone’s general health”) for the Misinformation-No-Correction 

group, though, was notably higher than the means in the other two groups. This indicated that the 

participants in the Misinformation-No-Correction group, on average, expressed stronger beliefs 

that taking dietary supplements are important for everyone to maintain their health, which goes 

against the scientific consensus. 

Table 8 

Descriptive Statistics for Raw Pre-Study Items Per Group 

Item # No-Misinformation 

Control Group  

Mean (SD) 

Skewness, Kurtosis 

Misinformation-No-

Correction Group Mean 

(SD) 

Skewness, Kurtosis 

Misinformation-

Correction Group Mean 

(SD) 

Skewness, Kurtosis 

1 2.542 (1.319) 

-.083, -.874 

2.561 (1.356) 

-.172, -.895 

2.453 (1.293) 

.142, -.741 
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Item # No-Misinformation 

Control Group  

Mean (SD) 

Skewness, Kurtosis 

Misinformation-No-

Correction Group Mean 

(SD) 

Skewness, Kurtosis 

Misinformation-

Correction Group Mean 

(SD) 

Skewness, Kurtosis 

2 2.739 (1.356) 3.115 (1.226) 2.647 (1.265) 

 -.172, -.693 -.424, -.262 -.134, -.417 

5 2.859 (1.422) 2.716 (1.498) 2.807 (1.403) 

 -.033, -1.077 -.106, -.984 -.004, -1.044 

6 3.690 (1.073) 3.743 (.997) 3.787 (1.027) 

 -.750, .515 -.673, .618 -.841, .898 

 

I also conducted an exploratory analysis on the raw scores from the posttest misbeliefs 

measure (see Table 9). Scores of one on these items indicated that the participants expressed a 

misbelief about antioxidant supplements. The means of the open-ended questions representing 

antioxidant misbeliefs (i.e., items #7-9) were notably lower than those of the closed-ended 

questions (i.e., items #1-6). The skewness and kurtosis values were notably high in several 

instances. The means indicated that about a third of participants expressed misbeliefs on items #1 

(i.e., that taking antioxidant supplements would aid their health) and #6 (i.e., that rigorous 

research has supported the benefits of taking antioxidant supplements). The mean on item #2 

indicated that about a fifth of participants would insist to family members that they take 

antioxidant supplements to maintain their health. The mean for item #5 indicated that almost 

two-thirds of the participants failed to recognize that taking antioxidants can be harmful. Finally, 

the low means found for the open-ended items (i.e., #7-9) meant that most people did not express 

antioxidant misbeliefs when prompted with those questions.   

Table 9 

Descriptive Statistics for Raw Scores on Posttest Misbelief Items (N = 440) 

Item # Range Mean (SD) Skewness (SE) Kurtosis (SE) 

1 0-1 .339 (.474) .684 (.116) -1.539 (.232) 

2 0-1 .216 (.412) 1.386 (.116) -.080 (.232) 

5 0-1 .634 (.482) -.559 (.116) -1.696 (.232) 

6 0-1 .323 (.468) .761 (.116) -1.427 (.232) 
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Item # Range Mean (SD) Skewness (SE) Kurtosis (SE) 

7 0-1 .080 (.271) 3.118 (.116) 7.759 (.232) 

8 0-1 .034 (.182) 5.153 (.116) 24.662 (.232) 

9 0-1 .048 (.213) 4.257 (.116) 16.200 (.232) 

 

Correlations were run between the raw scores of the posttest misbelief items (Table 10). 

Almost all the items were statistically significantly correlated. The highest correlation was 

between items #1 (i.e., “Based on the messages you just read, which of the following steps do 

you think you should take to be healthier?”) and #2 (i.e., “What would you insist that your family 

do, based on the messages?”). This was expected because the items were similar and the answer 

choices to these items were largely the same. All the closed-ended responses (i.e., #1, #2, #5, and 

#6) were statistically significantly correlated at the p < .001 level. The two correlations that were 

not statistically significantly correlated both included at least one open-ended question, that is 

between #2 and #8 (i.e., “What surprised you about the messages?”), and between #7 (i.e., “What 

are your main takeaways from the messages?”) and #9 (i.e., “Do you plan to do anything 

different based on the messages you read? If so, what?”). The low standard deviations, and thus a 

lack of variance with which to create covariance, was one plausible reason for the absence of 

statistically significant correlations involving these open-ended items.  

Table 10 

Correlation Matrix for Raw Scores of Posttest Misbelief Items (N = 440) 

Item # 1 2 5 6 7 8 9 

1 -       

2 .675*** -      

5 .364*** .250*** -     

6 .472*** .347*** .302*** -    

7 .251*** .234*** .188*** .264*** -   

8 .104* .084 .117* .192*** .222*** -  

9 .178*** .168*** .126** .142** .092 .134** - 

 

Note. *p < .05. **p < .01. ***p < .001 
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Descriptive statistics for the posttest items are presented by group in Table 11. The means 

for the items were all higher for Misinformation-No-Correction group participants. This finding 

was expected as that group was exposed to misinformation with no subsequent correction. It was 

conspicuous, though, that the mean for item #5 (i.e., “Which of the following can be harmful?”) 

was much higher for the No-Misinformation group, which never saw any misinformation about 

antioxidants, than for Misinformation-Correction group, which saw both the misinformation and 

then a correction.   

Table 11 

Descriptive Statistics for Raw Scores of Posttest Misbelief Items Per Group 

Item # No-Misinformation 

Control Group Mean 

(SD) 

Misinformation-No-

Correction Group Mean 

(SD) 

Misinformation-

Correction Group Mean 

(SD) 

 Skewness, Kurtosis Skewness, Kurtosis Skewness, Kurtosis 

1 .246 (.432) .601 (.491) .167 (.374) 

 1.189, -5.95 -.418, -1.850 1.807, 1.282 

2 .158 (.356) .378 (.487) .120 (.326) 

 2,005, 2,049 .507, -1.767 2.362, 3.629 

5 .711 (.455) .851 (.357) .347 (.478) 

 -.942, -1.128 -1.996, 2.009 .651, -1.598 

6 .204 (.405) .615 (.488) .147 (.355) 

 1.483, .202 -.477, -1.797 2.018, 2.099 

7 .021 (.084) .196 (.398) .020 (.140) 

 6.731, 43.928 1.548, .401 6.927, 46.599 

8 .007 (.007) .088 (.284) .007 (.082) 

 11.916, 142.000 2.942, 6.747 12.247, 150.000 

9 .014 (.014) .108 (.312) .020 (.140) 

 8.335, 68.443 2.550, 4.564 6.927, 46.599 

 

Correlations between the pre-study items and the posttest items were also calculated 

(Table 12). The negative correlations between pre-study item #6 (i.e., “There is a great deal of 

misinformation online about dietary supplements”), which is an accurate statement, and several 

of the posttest misbelief items (i.e., #1, #2, #5, and #6) met expectations because they indicated 

that participants with an awareness of those online inaccuracies expressed fewer posttest 
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misbeliefs about antioxidants, on average. Similarly, the negative correlations between pre-study 

item #5 (i.e., “Dietary supplements are carefully monitored by the FDA”), which is an inaccurate 

statement, and those same misbelief outcome measures also made sense. The positive correlation 

between item #2 (i.e., “I believe that taking dietary supplements is important for everyone’s 

general health”) and most of the posttest misbelief items also met expectations as item #2 is 

inaccurate. In comparison, it was noteworthy that pre-study item #1 (i.e., “I know a great deal 

about dietary supplements [e.g., antioxidants]”) had positive correlations with most of the 

posttest items, indicating that higher self-ratings correlated to higher posttest misbeliefs. This 

relationship may have indicated poor calibration on the part of the participants with regard to the 

topic of their prior knowledge of antioxidants and supplements. 

Table 12 

Correlation Matrix for Raw Scores from Pre-Study Prior Knowledge and Belief Items and Raw 

Scores from Posttest Misbelief Items 

Pre-

Study 

Item # 

Post- 

test 

#1 

Post- 

test 

#2 

Post- 

test 

#5 

Post- 

test 

#6 

Post- 

test 

#7 

Post- 

test 

#8 

Post- 

test 

#9 

1 .116* .167*** .055 .116* .031 -.178*** .009 

2 .203*** .153** .140** .051 .077 -.160*** .053 

5 -.161*** -.120* -.024 -.080 .013 .097 .003 

6 -.104 -.125** -.127** -.067 .001 .035 -.016 

 

Note. *p < .05. **p < .01. ***p < .001 

 

Model Fitting for Potential Covariate and Outcome Measure 

 Confirmatory factor analysis (CFA) was conducted using Mplus 8.8 on the pre-study 

items to determine their construct validity. It had been proposed that these four items might 

represent two different potential covariates, one for antioxidant prior knowledge from items #1 

and #5, and another for antioxidant prior beliefs from items #2 and #6. This proposed two-factor 
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model, though, could not be estimated without errors, so a one-factor model was estimated. With 

the addition of one residual covariance, added as indicated by the modification indices, the 

model had good data-model fit. The fit was supported by a chi-square test of model fit which 

yielded a statistically non-significant result: χ2(1, 440) = .678, p = .410. Several other data-model 

fit indices were used also to determine the goodness of fit for this one-factor model, including 

the SRMR (.008), CFI (1.000), and RMSEA (.000), all which supported the fit by comparing 

their values to threshold norms (i.e., SRMR being less than .09, CFI being greater than or equal 

to .96, and RMSEA being less than or equal to .06; Hu & Bentler, 1999). This one-factor model 

included negative loadings for items #5 (i.e., “Dietary supplements are carefully monitored by 

the FDA”) and #6 (i.e., “There is a great deal of misinformation online about dietary 

supplements”), which aligned with the negative correlations noted above between those items 

and the majority of the posttest misbelief measures. The single factor resulting from the CFA, 

representing a potential covariate, was renamed “prior ideas about antioxidants.” Factor loading 

estimates and the residual covariance estimate for this model are shown in Table 13. 

Table 13 

Pre-Study Items Confirmation Factor Analysis Final Measurement Model 

Item # Item Estimate Standard Error 

1 I know a great deal about dietary 

supplements (e.g., antioxidants). 

.570*** .050 

2 I believe that taking dietary supplements 

is important for everyone’s general 

health. 

.785*** .056 

5 Dietary supplements are carefully 

monitored by the FDA. 

-.540*** .049 

6 There is a great deal of misinformation 

online about dietary supplements. 

-.162** .057 

 

    

Item #6 with 

Item #5 

 .297*** .048 
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Item # Item Estimate Standard Error 

Intercepts    

1  1.909*** .080 

2  2.190*** .088 

5  1.942*** .081 

6  3.633*** .131 

 

Note. *p < .05. **p < .01. ***p < .001 

 

A second CFA on the seven posttest questions was conducted in order to evaluate the 

construct validity of the items employed to measure antioxidant supplementation misbeliefs. 

Item responses were treated as categorical, as even the open-ended questions ended up being 

scored as zero or one, using Mplus’s weighted least-squares estimator (i.e., WLSMV). Using the 

same norms as described above, the CFA results, with a single added residual covariance, 

confirmed the goodness of fit of the proposed one-factor model with a statistically nonsignificant 

chi-square test of model fit [χ2 (13, 440) = 10.437, p = .658]. The other fit indices (i.e., CFI = 

1.000, RMSEA = .000, SRMR = .058) also supported the one-factor model. Final model 

estimates for the posttest misbelief items are shown in Table 14. 

Table 14 

Posttest Misbelief Items Confirmation Factor Analysis Final Measurement Model 

Item # Estimate Standard Error 

1 .834*** .056 

2 .680*** .066 

5 .707*** .059 

6 .801*** .059 

7 .696*** .072 

8 .575*** .095 

9 .527*** .101 

   

1 with 2 .360*** .081 

   

Thresholds   

1 .416*** .062 

2 .786*** .067 

5 -.343*** .061 
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Item # Estimate Standard Error 

Thresholds   

6 .460*** .062 

7 1.408*** .087 

8 1.824*** .114 

9 1.667*** .102 

 

Note. *p < .05. **p < .01. ***p < .001 

Factors scores, derived from the CFA models, were saved and used as measured variables in the 

subsequent analyses. The descriptive statistics for these saved factor scores are shown in Table 

15 and the correlation between these two values was statistically significant at r = .185, p < .001.  

Table 15 

Descriptive Statistics for Pre-Study Prior Idea and Posttest Misbelief Factor Scores (N = 440) 

Measure Mean (SD) Skewness (SE) Kurtosis (SE) 

Prior Ideas 

Factor Score 

.000 (.636) .015 (.116) -.750 (.232) 

    

Misbeliefs 

Factor Score 

.046 (.772) .473 (.116) -.872 (.232) 

 

The descriptive statistics for the two weighted factor scores (i.e., pre-study prior ideas 

about antioxidants and posttest antioxidant misbeliefs) broken down per group are shown in 

Table 16. Again, it was particularly notable that the mean of the pre-study weighted score for the 

Misinformation-No-Correction group was higher than that of No-Misinformation-Control group 

and the Misinformation-Correction group because this indicated that they had more strongly held 

prior ideas about the subject of antioxidants coming into the study.  
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Table 16 

Descriptive Statistics for Weighted Pre-Study Prior Idea and Posttest Misbeliefs Score Per 

Group 

Weighted 

Factor 

Score 

No-Misinformation 

Control Group Mean 

(SD) 

Misinformation-No-

Correction Group Mean 

(SD) 

Misinformation-

Correction Group Mean 

(SD) 

Prior Ideas -.037 (.667) .110 (.626) -.074 (.604) 

    

Misbeliefs -.095 (.596) .622 (.703) -.388 (.629) 

 

Hypothesis Testing 

 There were two hypotheses being tested in this study. The first hypothesis was a 

manipulation check, that is, the expectation that participants who saw a piece of misinformation 

about antioxidant supplements (i.e., the Misinformation-No-Correction group) would exhibit 

more posttest antioxidant misbeliefs than participants in a control group who did not see any 

misinformation (i.e., the No-Misinformation-Control group). The second hypothesis being tested 

was on the continued influence effect itself, namely that participants who saw a piece of 

misinformation about antioxidant supplements and a subsequent correction of this 

misinformation (i.e., the Misinformation-Correction group) would exhibit more posttest 

antioxidant misbeliefs than participants who did not see the misinformation at all (i.e., the No-

Misinformation-Control group), but fewer or the same number of misbeliefs as participants who 

see the same piece of misinformation but no correction (i.e., the Misinformation-No-Correction 

group). 

 Before conducting any specific analyses of these hypotheses, though, the posttest 

misbeliefs factor scores were evaluated for normality and outliers. Stem and leaf plots and box 

and whisker plots did not reveal any outliers. The skewness was about four times the standard 

error and so was the kurtosis, both indicating a lack of symmetry. A histogram of the data also 
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showed a non-normal distribution of the data. This was reinforced by the statistically significant 

results for the Komogorov-Smirnov (.186, p < .001) and Shapiro-Wilk (.899, p < .001) tests of 

normality. This lack of normality, though, was likely in part due to the nature of the dichotomous 

nature of the outcome items (i.e., participants either scored 0 or 1 on each item). Still, because of 

the non-normality, I planned to examine whether each analysis’s residuals met assumptions. 

 ANOVA was used to test both hypotheses. The results of this analysis are shown in Table 

17. The effect size indicated that about 31% of the total variance was accounted for by the group 

condition, indicating a large effect. 

Table 17 

ANOVA Results for Outcome Misbelief Scores 

 Sum of 

Squares 

df Mean Square F Partial Eta 

Squared 

Between Groups 80.185 2 40.093 96.385*** .306 

Within Groups 181.776 437 .416   

Total 261.962 439    

  

Note. *p < .05. **p < .01. ***p < .001 

Visual inspection indicated the residuals of the analysis were normally distributed. The Levene's 

test for homogeneity of variance was statistically significant [F(2, 437) = 4.050, p =. 018], 

though, which indicated that the null hypothesis was rejected, and it was likely that the group 

variances differed. Because the results could not be adequately interpreted due to this assumption 

violation, another one-way ANOVA was run with the Welch statistic.  

The Welch test, which is robust to the violation of the homogeneity assumption, was 

statistically significant, indicating that the mean antioxidant misbeliefs were different across 

groups, FWelch (2, 290.512) = 88.040, p < .001), but the other results were the same as those 

shown in Table 17. A subsequent Games-Howell post-hoc test, which does not require the 
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homogeneity assumption, showed that there were statistically significant differences between all 

three pairs of groups (Table 18).  

Table 18 

Games-Howell Results Comparing Outcome Misbelief Scores of Different Groups 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. Error 95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

No-Misinformation-

Control 

Misinformation- 

No-Correction 

-.717*** .076 -.897 -.537 

      

No-Misinformation-

Control 

Misinformation-

Correction 

.293*** .072 .125 .462 

      

Misinformation-No-

Correction 

Misinformation- 

Correction 

1.010*** .077 .828 1.192 

 

Note. *p < .05. **p < .01. ***p < .001 

Then, I conducted tests of practical significance by determining effect sizes from a set of 

independent t-tests between the outcome means of the pairs of groups. A comparison of the No-

Misinformation-Control group and the Misinformation-No-Correction yielded a Cohen’s d = 

1.098, a large effect. The t-test between No-Misinformation-Control group and Misinformation-

Correction group yielded a Cohen’s d = .478, a small to medium effect. Finally, the comparison 

between the Misinformation-No-Correction group and the Misinformation-Correction group was 

Cohen’s d = 1.515, another large effect. The results indicate that the manipulation check was 

successful, and the first hypothesis related to it was supported, as the Misinformation-No-

Correction group, on average, did exhibit the most antioxidant misbeliefs. However, the second 

hypothesis about the continued influence effect was not supported as the Misinformation-

Correction group actually exhibited, on average, fewer antioxidant misbeliefs than the other two 

groups, whereas the hypothesis stated that these participants would exhibit more misbeliefs than 
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the No-Misinformation-Control group. The findings indicated instead that, on average, the 

Misinformation-Correction group participants were able to successfully update their antioxidant 

beliefs after seeing the correction. 

 Next, I examined whether the pre-study prior ideas score should be used as a covariate in 

the analysis. To conduct this analysis, though, it was necessary to confirm that the groups did not 

statistically significantly differ on the covariate, because if they did, that indicates the effect of 

the covariate and the treatment were conflated, and the interpretation of each variable’s 

individual effect would be impossible to determine (Field et al., 2012). This assumption of 

similarity across groups was checked by running an ANOVA with the conditions as the 

independent variable and the prior ideas score as the dependent variable (see Table 19). This test 

had a statistically significantly result [F(2, 437) = 3.506, p = .031], indicating that there were 

differences between groups on the potential covariate. Therefore, using the variable as a 

covariate in the analysis would confound the treatment effect. 

Table 19 

ANOVA Results for Prior Idea Covariate Scores 

 Sum of Squares df Mean Square F Partial Eta 

Squared 

Between Groups 2.802 2 1.401 3.506*** .016 

Within Groups 174.651 437 .400   

Total 177.453 439    

 

 Note. *p < .05. **p < .01. ***p < .001 

The Levene’s statistic for homogeneity, F(2, 437) = 1.515, p = .221, was not statistically 

significant. A post-hoc Fisher’s Least Squares Difference test was conducted and is shown in 

Table 20. The results of this test showed that there were statistically significant differences 

between the No-Misinformation-Control group and the Misinformation-No-Correction group and 
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between the Misinformation-No-Correction group and the Misinformation-Correction group with 

regard to the covariate score. The No-Misinformation-Control group and the Misinformation-

Correction group were not statistically significantly different.  

Table 20 

Least Significant Difference Results Comparing Prior Idea Covariate Scores of Different Groups 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. Error 95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

No-Misinformation-

Control 

Misinformation-

No-Correction 

-.147* .074 -.293 -.001 

      

No-Misinformation-

Control 

Misinformation-

Correction 

.037 .074 -.108 .183 

      

Misinformation-No-

Correction 

Misinformation-

Correction 

.184* .073 .040 .328 

 

Note. *p < .05. **p < .01. ***p < .001 

I further examined the pairs of groups through independent t-tests to calculate the effect 

size related to these differences. The Cohen’s d = .277, p = .054 for the No-Misinformation-

Control group and the Misinformation-No-Correction was not significant in contrast to the Least 

Squares Difference tests. Similar to the Least Squares Difference results, though, a comparison 

between the Misinformation-No-Correction group and the Misinformation-Correction group was 

significant with Cohen’s d = .299, p = .010, and for the No-Misinformation-Control group and 

the Misinformation-Correction group the results were not significant (Cohen’s d = .058, p = 

.619). 

The potential covariate score and the outcome score were statistically significantly 

correlated (i.e., r = .185, p < .001), suggesting it may be helpful to include the covariate in the 

ANOVA analysis via the ANCOVA procedure. However, given the conditions statistically 
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significantly differed on the covariate, technically ANCOVA should not be conducted either. 

However, for the sake of being thorough, I chose to conduct this analysis. Before incorporating 

the prior ideas covariate into the analysis, though, this variable was analyzed for normality and 

outliers. Stem and leaf plots and box and whisker plots were generated on the covariate but did 

not reveal any outliers. The skewness (.015, standard error of .116) did not reveal any issues. The 

kurtosis (-.750, standard error of .232) did indicate a possible lack of symmetry. The generated 

histogram of the data showed a largely normal distribution around the mean, though the 

Komogorov-Smirnov (.046, p < .05) and Shapiro-Wilk (.987, p < .001) tests of normality were 

statistically significant.  

 The results of the ANCOVA analysis are shown in Table 21.  

Table 21 

ANCOVA Results 

Source Type III 

Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Corrected Model 83.735 3 27.912 68.281*** .320 

Intercept .939 1 .939 2.296 .005 

Covariate 3.549 1 3.549 8.683** .020 

Group 74.798 2 37.399 91.490*** .296 

Error 178.227 436 .409   

Total 262.898 440    

 

Note. *p < .05. **p < .01. ***p < .001 

The covariate was statistically significant as was the group variable. The Levene’s test was 

statistically significant, F(2, 437) = 5.817, p = .003, indicating a violation of homogeneity 

assumption. However, unlike ANOVA, there is no common way to adjust for the violation of 

homogeneity in ANCOVA, so the means were analyzed as is (see Table 22).     
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Table 22 

Group Means Adjusted for Prior Ideas Covariate 

Group Mean Standard 95% Confidence Interval for Difference 

  Error Lower Bound Upper Bound 

No-Misinformation-

Control 

-.090 .054 -.195 .016 

     

Misinformation-No-

Correction 

.606 .053 .502 .710 

     

Misinformation-

Correction 

-.378 .052 -.481 -.275 

 

The adjusted means showed the same pattern as the results from the ANOVA analysis with the 

Misinformation-Correction group having the lowest mean, the Misinformation-No-Correction 

group having the highest mean, and the No-Misinformation group in the middle. The pairwise 

comparisons (Table 23) showed that all the group mean differences were statistically significant.  

Table 23 

Least Significant Difference Results Comparing Outcome Misbelief Scores of Different Groups 

after Adjusting for Prior Ideas Covariate 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. 

Error 

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

No-Misinformation-

Control 

Misinformation-

No-Correction 

-.696*** .075 -.844 -.547 

      

No-Misinformation-

Control 

Misinformation- 

Correction 

.288*** .075 .141 .435 

      

Misinformation-No-

Correction 

Misinformation- 

Correction 

.984*** .075 .837 1.131 

 

Note. *p < .05. **p < .01. ***p < .001 

These results indicated that including the covariate in the analysis adjusted the means, but not in 

a way that would change their interpretation or implications for the hypothesis testing. Therefore, 
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the ANCOVA results, similar to the ANOVA results, supported the first hypothesis but failed to 

support the second hypothesis. 

It seemed prudent at this point to examine also whether there was a statistically 

significant interaction between the covariate and the group assignment, as an assumption of 

ANCOVA is that there is no such interaction (Field et al., 2012). The analysis revealed the 

interaction term was statistically significant (see Table 24). 

Table 24 

Attribute-Treatment Interaction Results 

Source Type III Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Corrected Model 87.945 5 17.589 43.867*** .320 

Intercept 1.452 1 1.452 3.620 .008 

Group  75.651 2 37.825 94.337 *** .303 

Covariate 3.740 1 3.740 9.328** .021 

Group*Covariate 

Interaction 

4.210 2 2.105 5.250** .024 

Error 174.017 434 .401   

Total 262.898 440    

 

Note. *p < .05. **p < .01. ***p < .001 

The group means adjusted for both the covariate and the interaction between the covariate and 

group (Table 25) were marginally different from those resulting from the ANCOVA analysis.  

Table 25 

Group Means Adjusted for Prior Ideas Covariate and Interaction 

Group Mean Standard 95% Confidence Interval for Difference 

  Error Lower Bound Upper Bound 

No-Misinformation-

Control 

-.090 .053 -.194 .015 

     

Misinformation-No-

Correction 

.606 .053 .523 .730 
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Group Mean Standard 95% Confidence Interval for Difference 

  Error Lower Bound Upper Bound 

Misinformation-

Correction 

-.363 .052 -.465 -.260 

 

Least Significant Differences results comparing the groups adjusted means can be seen in Table 

26. These results indicated that the Misinformation-Correction group had the lowest mean, the 

Misinformation-No-Correction group had the highest mean, and the mean for the No-

Misinformation group was in the middle, a similar pattern to the other analyses. 

Table 26 

Least Significant Difference Results Comparing Outcome Misbelief Scores of Different Groups 

after Adjusting for Prior Ideas Covariate and Interaction 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. 

Error 

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

No-Misinformation-

Control 

Misinformation-

No-Correction 

-.716*** .075 -.864 -.569 

      

No-Misinformation-

Control 

Misinformation- 

Correction 

.273*** .074 .127 .419 

      

Misinformation-No-

Correction 

Misinformation- 

Correction 

.989*** .074 .844 1.135 

 

Note. *p < .05. **p < .01. ***p < .001 

 Despite issues (e.g., violations of assumptions) making the ANOVA, ANCOVA, and ATI 

analyses difficult to interpret, the pattern of group misbelief means was consistent. In sum, 

regardless of the analysis used, participants in the Misinformation-No-Correction group had the 

highest mean, indicating, on average, that they exhibited more posttest antioxidant misbeliefs 

than participants in the No-Misinformation-Control condition and in the Misinformation-

Correction condition. Participants in the Misinformation-Correction condition had the lowest 
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mean, indicating that, on average, they exhibited fewer posttest misbeliefs than participants in 

both the No-Misinformation-Control and Misinformation-No-Correction conditions. 

Discussion 

The goal of the present study was to examine whether a single piece of misinformation 

would affect people’s misbeliefs about antioxidant supplements and whether presenting a 

correction would enable them to successfully update any misbeliefs. The analyses supported the 

first hypothesis that participants exposed to a piece of misinformation about antioxidants would 

subsequently exhibit more posttest misbeliefs about the topic than participants not exposed to the 

topic (i.e., the posttest misbeliefs outcome score for the Misinformation-No-Correction group 

was statistically significantly higher than for the No-Misinformation-Control group). However, 

the second hypothesis concerning the existence of the continued influence effect was not 

supported. Post-hoc comparisons showed all three groups were statistically significantly different 

from one another, but the Misinformation-Correction participants, who saw an inaccurate 

message #9 and then a subsequent correction, exhibited fewer antioxidant misbeliefs afterward 

than either of the other two groups of participants. The continued influence effect would suggest 

that, instead, the Misinformation-Correction group would have exhibited statistically more 

misbeliefs than the No-Misinformation-Control group and either the same or fewer misbeliefs 

than the Misinformation-No-Correction group. 

Given concerns about conflation between the covariate and condition, the ANOVA 

results were treated as the final analysis. Notably, though, the Misinformation-Correction group 

participants exhibited statistically significantly fewer misbeliefs at the end of the study than No-

Misinformation-Control participants. This means that subjects who saw the misinformation and a 

subsequent correction had fewer posttest misbeliefs than subjects who never saw the 



 

204 

 

misinformation in the first place. The practical significance between these two groups was also 

considerable. I had speculated that it was possible the continued influence effect would not be 

evident in this study, as the topic (i.e., antioxidants) selected for this examination was one not as 

likely to be affected by other biases, such as confirmation bias, as previously studied topics (e.g., 

vaccination). I thought this possibility, though, would result in the No-Misinformation-Control 

group and the Misinformation-Correction group having no statistically significant differences on 

the outcome measure. The Misinformation-Correction group having the lower average prompted 

me to reexamine aspects of the study that might have caused this inadvertently. 

Cursory examination led me to believe that inadvertent salience of the correction, seen by 

the Misinformation-Correction group, over the initial accurate information, seen by No-

Misinformation-Control group, might be an issue. I believed this because the correction was 

presented on a separate page and this isolation might have made it more noticeable than the 

accurate statement the No-Misinformation-Control participants saw in a list of thirteen messages. 

Also, in the correction (i.e., “Message #9 above was stated in error. It should have read ‘Recent 

rigorous studies have demonstrated that taking antioxidant supplements is NOT effective for 

prevention and treatment of cancer, cataracts, heart conditions, and other illnesses.’ Taking them 

may even be harmful.”), the “NOT” being in capital letters might have increased the salience of 

the message, as the No-Misinformation-Control group participants saw a message that was not 

capitalized.  

The disparities between the means of the raw scores on item #5 of the posttest misbeliefs 

measure (i.e., “Which of the following can be harmful?”), which indicated that the No-

Misinformation-Control group participants were twice as likely to express antioxidant misbeliefs 

as the Misinformation-Correction group, prompted a closer examination. This analysis revealed a 
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significant issue with the study design. Participants in the No-Misinformation-Control condition 

read an accurate statement saying, “Recent rigorous studies have demonstrated that taking 

antioxidant supplements is not effective for prevention and treatment of cancer, cataracts, heart 

conditions, and other illnesses.” The correction that the Misinformation-Correction participants 

saw, though, was much more overt about potential harm (i.e., “‘Recent rigorous studies have 

demonstrated that taking antioxidant supplements is NOT effective for prevention and treatment 

of cancer, cataracts, heart conditions, and other illnesses.’ Taking them may even be harmful 

[emphasis added].”). Question #5 of the posttest was scored as a misbelief if participants did not 

select the option that indicated “Taking antioxidant supplements” was potentially harmful. 

However, No-Misinformation-Control participants never read that antioxidants were harmful, 

just that studies had shown that they were not effective. Not being effective is not equivalent to 

being potentially harmful. This difference in messaging likely had an effect on the participants’ 

responses to question #5. Rerunning some of the analysis without using question #5 as part of the 

posttest outcome measure did indeed remove the statistically significant difference between the 

No-Misinformation-Control group and the Misinformation-Correction group regarding expressed 

antioxidant misbeliefs. The full analysis was not conducted, because despite it being likely 

question #5 was the most affected by this disparate messaging, it was possible that responses to 

the other posttest outcomes were also affected. Instead, I focused on revising the materials and 

procedures for Study 3, to address this issue.  

First, to address the issue with question #5, the accurate statement seen by the No-

Misinformation-Control group was changed to include a phrase about potential harms of taking 

antioxidant supplements (i.e., “Recent rigorous studies have demonstrated that taking antioxidant 

supplements is not effective for prevention and treatment of cancer, cataracts, heart conditions, 
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and other illnesses, and taking them may even be harmful [emphasis added].”). Additionally, the 

correction seen by the two relevant groups in Study 3 was moved to the end of the antioxidant 

and diet statements, rather than appearing on a separate page by itself. Finally, the word “not” in 

the correction (e.g., “Message #9 was stated in error. It should have read ‘Recent rigorous studies 

have demonstrated that taking antioxidant supplements is not [emphasis added] effective for 

prevention and treatment of cancer, cataracts, heart conditions, and other illnesses.’ Taking them 

may even be harmful.”) was changed to lower case. 

Summary of Findings 

Overall, the findings of Study 2 supported hypothesis #1 but failed to support hypothesis 

#2. That is, participants who saw misinformation about antioxidant supplements exhibited a 

statistically significant higher number of misbeliefs than participants who did not see 

misinformation. However, participants who saw the misinformation and then a correction (i.e., 

the Misinformation-Correction group) did not exhibit a statistically significantly higher number 

of misbeliefs than participants who did not see the misinformation (i.e., the No-Misinformation 

group) as predicted by hypothesis #2, and in fact they exhibited statistically fewer misbeliefs. 

The analysis of the data was problematized by several factors (e.g., violations of assumptions of 

homogeneity), but various methods of evaluation did yield the same patterns supporting 

hypothesis #1 and not hypothesis #2. Several facets of the study, including one that likely had a 

large effect on comparisons between the participants seeing no misinformation (i.e., the No-

Misinformation-Control group) and the participants seeing misinformation and a correction (i.e., 

the Misinformation-Correction group) were identified. These aspects were addressed by altering 

the measures and procedures for Study 3.  
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CHAPTER 5: STUDY 3 

 Cognitive biases, like the continued influence effect, pose unique challenges in the 

modern, infodemic world. In Study 2, I found that participants who saw a correction of 

misinformation on antioxidant supplements were able to update their beliefs about the topic and 

therefore did not exhibit the continued influence effect. However, there was a phrasing 

difference in the correction that likely affected the results of the study. Additionally, the 

correction itself might have been too salient due to its isolation on a separate page and a 

capitalized word, making correction condition participants unexpectedly attuned to 

misinformation, compared to the other conditions. Therefore, for Study 3, I amended the 

materials so that the phrases seen by participants in all conditions were similar and I revised the 

placement and appearance of the correction to reduce unintended saliency. 

In Study 3, my goal was to test whether an epistemic cognition and metacognition 

intervention could reduce the effects of the continued influence effect. Therefore, once again, I 

tested whether participants who saw a piece of misinformation about antioxidant supplements 

would score higher on the measure of antioxidant misbeliefs than participants in a control group 

who did not see any misinformation (i.e., higher score means more misbeliefs), after controlling 

for prior self-reported knowledge of, and beliefs about, antioxidant supplementation (i.e., 

hypothesis #1). My second hypothesis on the continued influence effect remained the same as 

Study 2: participants who saw a piece of misinformation about antioxidant supplements and a 
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subsequent correction of this misinformation would score higher on the measure of antioxidant 

misbeliefs (i.e., have more misbeliefs) than participants who did not see the misinformation at 

all, but lower than (i.e., have fewer misbeliefs) or the same as participants who saw the same 

piece of misinformation but no correction, after controlling for prior self-reported knowledge of, 

and beliefs about, antioxidant supplementation.   

Unique to this study, I tested my third hypothesis on the effectiveness of an epistemic 

cognition and metacognition intervention designed to reduce people’s tendency to exhibit the 

continued influence effect by examining whether participants engaging in the intervention task 

before seeing a piece of misinformation and subsequent correction about antioxidants 

supplements would score lower (i.e., have fewer misbeliefs) on the measure of antioxidant 

misbeliefs than participants who saw the misinformation and subsequent correction but engaged 

with a comparison task instead of the intervention. To test all three hypotheses, I conducted a 

randomized controlled trial with four conditions: (1) those who engaged in a comparison 

reading/response task on mindfulness and did not read any misinformation about antioxidants 

(i.e., the No-Misinformation-Control condition), (2) those who engaged in the comparison 

reading/response task and then read one piece of misinformation but did not see a subsequent 

correction (i.e., the Misinformation-No-Correction condition), (3) those who engaged in the 

comparison reading/response task and then read the misinformed statement and saw a subsequent 

correction (i.e., the Misinformation-Correction-Comparison condition), and (4) those who 

engaged in the epistemic cognition and metacognition intervention reading/response task and 

then read the misinformed statement and saw a subsequent correction (i.e., the Misinformation-

Correction-Intervention condition).  
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Posttest scores from different combinations of the four conditions were compared to test 

hypothesis #1 (i.e., do participants who see a piece of misinformation about antioxidant 

supplements show greater antioxidant misbeliefs than participants who do not see any 

misinformation, after controlling for prior knowledge or, and beliefs about, antioxidants?), 

hypothesis #2 (i.e., do participants who see a piece of misinformation about antioxidant 

supplements and a subsequent correction of this misinformation score higher on the measure of 

antioxidant misbeliefs than participants who do not see the misinformation at all, after 

controlling for prior knowledge or, and beliefs about, antioxidants, and therefore exhibit the 

continued influence effect?), and hypothesis # 3 (i.e., do participants engaging with the 

intervention before seeing misinformation and a correction show fewer antioxidant misbeliefs 

than participants who engage in a comparison task before seeing misinformation and a 

correction, after controlling for prior knowledge or, and beliefs about, antioxidants?). 

Methods 

Sample 

Power Analysis 

The sample size for this study was based on a power analysis similar to Study 2 for which 

the power analysis suggested a minimum of 140 participants per group. Recognizing that some 

participants would potentially be dropped from the analysis, I chose to be conservative and plan 

for 150 for each of the four groups in the study. This meant a total sample size of 600 

participants. 

Participants 

Participants in Study 3 were recruited from the MTurk platform through the proxy 

company CloudResearch. The participants in this study were a convenience sample of 600 
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adults, randomly assigned to one of four groups. There were initially 153 participants in the No-

Misinformation-Control group, 150 participants in the Misinformation-No-Correction group, 152 

participants in the Misinformation-Correction-Comparison group, and 145 participants in the 

Misinformation-Correction-Intervention group. Participants were restricted to adults (i.e., people 

over 18 years-old) who were residents of the United States and either learned English as a first 

language or by the age of seven, and participants from Study 2 were excluded. Of the 600 adults 

who completed the study, sixteen were eliminated because they missed two or more attention 

checks. An additional twelve participants were eliminated from data analysis for not responding 

to the given prompts, either by not engaging with them at all (e.g., one participant just put 

dashes) or by addressing questions not asked in this study (e.g., one participant discussed tourism 

and another participant discussed how many proposals they had written recently). Of the 

remaining 572 participants, 148 were in the No-Misinformation-Control group, 145 were in the 

Misinformation-No-Correction group, 143 were in the Misinformation-Correction-Comparison 

group, and 136 were in the Misinformation-Correction-Intervention group. These 572 

participants had an average age of 42.5 years. Detailed demographic information for these 

participants can be seen in Table 27.  

Table 27 

Demographic Information for Included Participants in Study 3 (N = 572) 

 N (out of 572) Percent of Sample 

Gender Identificationa   

   Female 295 51.573 

   Male 269 47.028 

   Non-binary 3 .524 

   Agender 3 .524 

   Gender fluid 1 .175 

   Prefer not to answer 1 .175 
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 N (out of 572) Percent of Sample 

Race   

   Asian/Pacific Islander 30 5.245 

   Black/African American 51 8.916 

   Latinx/Latino/Latina 29 5.070 

   Multiracial 9 1.573 

   Native American 3 .524 

   White/Caucasian 443 77.448 

   Prefer not to answer 7 1.224 

   

Education Level   

   Some high school 7 1.224 

   High school diploma 150 26.224 

   Associate degree 72 12.587 

   Bachelor’s degree 218 38.112 

   Master’s degree 97 16.958 

   Doctorate 17 2.972 

   Otherb 11 1.923 

   

Employment   

   Employed Full-Time 341 59.615 

   Employed Part-Time 72 12.587 

   Self-Employed 65 11.364 

   Unemployed 46 8.042 

   Retired 37 6.469 

   Student 7 1.223 

   Prefer not to answer 4 .699 

   

Income   

   Under $25,000  80 13.986 

   $25,000-$50,000 163 28.497 

   $50,000-$75,000 119 20.804 

   $750,000-$100,000 103 18.007 

   Above $100,000 99 17.308 

   Prefer not to answer 8 1.400 

   

Political Affiliation   

   Democrat 288 50.350 

   Independent 135 23.601 

   Republican 116 20.280 

   Libertarian 1 .175 

   None 26 4.545 

   Prefer not to answer 6 1.049 

 
aFemale and male identification included participants who identified as both cis and trans. 
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bOther responses to education level referred to incomplete college or technical/vocational  

 

training. 

 
cOne participant contacted me asking to be listed as a Libertarian. 

 

Materials 

 The four instruments used in this study were the same as Study 2. These included a pre-

study survey, a posttest antioxidant misbeliefs measure, a confidence rating assessment on some 

of the posttest questions, and a demographic questionnaire. These materials can be seen in their 

entirety in Appendix D, and an analysis of them can be found in Chapter 4. The new materials 

for this study included the intervention reading/response task, aimed at prompting participants’ 

epistemic vigilance through scaffolding their epistemic cognition and metacognition, and a 

comparison reading/response task on mindfulness (see Appendix D).  

Intervention and Alternative Reading/Response Tasks 

 The Misinformation-Correction-Intervention group engaged with the epistemic cognition 

and metacognition intervention, a short, three-page reading and response task, which asks 

participants to consider specific statements, examples, and questions related to facets of 

epistemic cognition and metacognition and respond to three open-ended prompts. I decided that 

an ideal intervention would be relatively short because brevity likely increases its ease of 

application (e.g., it could easily be embedded on websites or given to students) and hopefully 

increases the probability that people will engage fully with it. I also thought that a domain-

general intervention was preferable because it might have a broader range of possible 

applications (i.e., it would not depend on the topic being studied) compared to a domain- or task-

specific one. Cartiff et al. (2021) found that both brief (e.g., short readings) and general 

epistemic cognition interventions could be beneficial for learning, thus creating an intervention 
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with these characteristics seemed reasonable. Barzilai and Zohar’s (2014, 2016) model of 

epistemic cognition, which focuses largely on the role of metacognition, was used to frame the 

intervention, in part because metacognitive training may be crucial in helping people avoid 

cognitive biases (C. S. Royce et al., 2019) and because metacognitive prompts have been found 

to help people engage in apt epistemic thinking (e.g., Barzilai & Ka’adan, 2017; Peters & 

Kitsantas, 2010; Yerdelen-Damar & Eryılmaz, 2019).  

The intervention consisted of brief statements and questions, many of which addressed 

issues of knowledge pertinent to the current digital age (e.g., plethora of information online, 

much of it contradictory; looking for information in social media). Definitions of metacognition 

and epistemic cognition were given in the intervention, but these terms and other technical 

language were purposely avoided to reduce the potential for misunderstandings due to unfamiliar 

jargon. The intervention included prompts related to epistemic metacognitive knowledge about 

persons and epistemic metacognitive knowledge about strategies and tasks, based on ideas 

developed by Barzilai and Zohar (2012, 2014, 2016). Several facets of other epistemic cognition 

models were also included. For example, a question about whether people have enough expertise 

to judge primary evidence or whether they should consult expert opinion aligns with Chinn et 

al.’s (2011, 2014) reliable processes component from their AIR model of epistemic cognition. 

Different aspects of the intervention and corresponding components of epistemic cognition 

models are shown in Table 28.  
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Table 28 

Connections Between the Intervention and Epistemic Cognition Models 

Excerpt from Intervention Corresponding Component of Epistemic 

Cognition Models 

How sure am I about my existing knowledge 

(that is, what I knew before I started 

learning)? 

Certainty of knowledge (several 

multidimensional models including 

Schommer, 1990 and Hofer & Pintrich, 1997) 

 

What are my justifications for saying I know 

this? 

Justification of knowledge (Greene et al., 

2008) 

 

Do I know enough about this topic to judge 

primary evidence, or should I be looking at 

what experts say? 

 

Reliable processes (AIR; Chinn et al., 2011, 

2014) 

It is important for us to think about ourselves 

as a “knower.” 

Epistemic metacognitive knowledge about 

persons (Barzilai & Zohar, 2012, 2014, 2016) 

 

Thinking about our thinking can guide us in 

performing an activity that will result in 

knowing. 

Epistemic metacognitive 

knowledge about strategies and tasks (Barzilai 

& Zohar, 2012, 2014, 2016) 

 

Thinking about our thinking also includes 

understanding when we should reconsider 

how confident we are about our knowledge. 

Epistemic metacognitive 

knowledge about strategies and tasks (Barzilai 

& Zohar, 2012, 2014, 2016) 

 

 

Participants in the other three groups engaged with a comparable alternative mindfulness 

reading/response task adapted from Teeft (2017). The goal was for this comparison exercise to 

require approximately equivalent amounts of effort and mental processing but not target any of 

the same mental processes as the intervention. This task, which can be seen in Appendix D, was 

also brief and followed a parallel format to the epistemic cognition and metacognition 

intervention, so it was estimated it would take a similar amount of time for participants to read 

and respond to the prompted questions. I created questions for this adapted version that were 

reflective in nature, but purposely designed not to invoke metacognitive reflection.  
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Procedure 

The procedure for Study 3 was largely similar to Study 2, with a few changes discussed 

at the end of Chapter 4. These changes included moving the correction seen by the 

Misinformation-Correction-Comparison and Misinformation-Correction-Intervention groups to 

the same page as the original statements about antioxidants and changing the case of the word 

“not” in the correction to lowercase. The third difference was adding the phrase “and taking them 

may even be harmful” to the accurate statement #9 that was seen by the No-Misinformation-

Control group. The only other difference between the two studies was the inclusion of a fourth 

group and the reading/response tasks that participants engaged with to test the efficacy of the 

intervention. The Misinformation-Correction-Intervention group engaged with the intervention 

task, whereas the other three group’s participants engaged with the comparison task on 

mindfulness, after answering the pre-study questions and before seeing the antioxidant messages.  

Potential participants could see a brief description of the study on the MTurk platform. If 

they chose to participate, then they followed a link directing them to the Qualtrics study. There 

they saw an IRB-approved consent form (see Appendix D) and agreed to participate by moving 

forward with the study. All participants then completed the pre-study survey. All the pre-study 

survey items appeared on the screen at the same time with the response scale repeated after every 

six items so that participants did not need to scroll up to remind themselves of the order of the 

response options.  

After completing the pre-study survey, the participants were randomly assigned to one of 

the four conditions using the randomizer function in Qualtrics (Table 29). Depending on their 

group designation, participants engaged in either the comparison reading/response task on 

mindfulness or the intervention reading/response exercise designed to prompt epistemic 
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vigilance. For each task, participants read the material on one page of each task and then 

addressed an open-ended question or two before advancing to the next page of the task. 

Table 29 

Conditions in Study 3 

Group Reading/Response 

Task 

Information Presented Correction 

Status 

No-

Misinformation-

Control 

Mindfulness reading 13 only accurate 

statements 

No correction 

    

Misinformation-

No-Correction 

Mindfulness reading 1 inaccurate statement, 

12 accurate statements 

No correction 

    

Misinformation-

Correction-

Comparison 

Mindfulness reading 1 inaccurate statement, 

12 accurate statements 

Correction 

    

Misinformation-

Correction-

Intervention 

Epistemic 

cognition/metacognition 

intervention 

1 inaccurate statement, 

12 accurate statements 

Correction 

 

After finishing all three pages of the assigned task, participants proceeded to either read a series 

of statements about antioxidants and related concepts (i.e., diet, free radicals, oxidative stress 

theory) that was completely accurate (i.e., the No-Misinformation-Control group) or contained 

one statement (i.e., statement #9; “Recent rigorous studies have demonstrated that taking 

antioxidant supplement pills is effective for prevention and treatment of cancer, cataracts, heart 

conditions, and other illnesses”) that was inaccurate. Both sets of statements can be found in 

Appendix D. The statements all appeared on the same page and the participants could scroll 

through them at their own pace.  

At the bottom of the page, participants in the Misinformation-Correction-Comparison 

group and the Misinformation-Correction-Intervention group also saw a correction of the 

inaccurate statement that read “Message #9 above was stated in error. It should have read 
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‘Recent rigorous studies have demonstrated that taking antioxidant supplements is not effective 

for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses.’ Taking 

them may even be harmful.” Once participants advanced to a new page, they were asked to think 

about the statements for 30 seconds before proceeding to the posttest questions.  

After the required 30 seconds, participants could select the forward arrow to proceed to 

the posttest. The first six questions of the posttest antioxidant misbeliefs measure (i.e., the 

closed-ended questions) each appeared on a separate page. Qualtrics required dividing the 

questions into separate pages to allow the questions and responses to be displayed later for the 

confidence ratings portion of the procedure. Then all three open-ended questions (i.e., items #7-

9) appeared on the same page. After answering these questions, participants moved on to the 

confidence ratings items. They read a short set of directions telling them they were about to see 

the previously asked closed-ended questions (except #3, which was an attention check) and their 

original responses, and then being asked rate their confidence in their answers, but not change 

their responses. On the subsequent screen, they saw one previously asked question and their 

response and after advancing to the next screen, they rated their confidence in answer. They 

followed a similar procedure to address all five items in the confidence rating section. After 

completing these ratings, participants answered the demographic survey questions and read an 

IRB-approved debriefing statement that detailed the purpose of the study and emphasized the 

potentially harmful effects of antioxidant supplements (see Appendix D). Then, participants 

received a unique code to enter in MTurk to ensure that they were reimbursed for their time. 

Participants were paid $6.00 for their participation. 
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Data Collection 

The data collection was run in several batches. The first batch of ten participants was 

purposefully run as a quality check to make sure that the set-up of the study in CloudResearch 

and in Qualtrics was appropriate. This process met expectations, so I proceeded with the data 

collection. Three more batches were subsequently run, using an exclusion option in 

CloudResearch each time to block previous participants from engaging in the study again.  

Data Storage, Transfer, and Security 

Once participants submitted their responses and completed the survey, the set of data was 

downloaded from Qualtrics into an Excel file. Identifiable information (i.e., names were not 

collected, but MTurk identification numbers were) was stored securely in a password-protected 

Qualtrics account and UNC-provided services including OneDrive storage capabilities as 

approved by the institutional review board at UNC. 

Data Cleaning and Coding 

 The dataset was checked for incomplete responses, but none were present because of the 

forced response nature of the items on the instruments. The four items in the pre-study survey 

representing possible covariates of prior knowledge or beliefs about antioxidants were converted 

to a numerical score on a six-point scale (e.g., strongly disagree = 0, strongly agree = 5). The 

closed-ended items in the posttest misbeliefs instrument were converted to either scores of either 

zero or one, representing either incorrect or correct answers about antioxidant supplements, 

respectively. A second coder and I coded the first 115 participants’ open-ended responses 

independently using the scoring rubric (Appendix D). The inter-rater agreement was 98% (i.e., 

339 out of 345 codes). The six discrepancies were resolved through discussion. Then, I 

proceeded to code the rest of the open-ended questions individually. There was no indication that 
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any participants failed to understand the materials or questions, therefore no participants were 

excluded based on the reading comprehension criterion (i.e., item #4 on the posttest misbeliefs 

instrument).  

Results 

 Statistical analyses were conducted with SPSS 28.0 and Mplus 8.8. The results of these 

analyses are presented in three sections. First, descriptive statistics of the raw data of the relevant 

pre-study items and the posttest antioxidant misbelief items are described. Next, the confirmatory 

factor analyses of the pre-study and posttest measures are presented. Finally, the three 

hypotheses are examined. 

Descriptive Statistics 

 I conducted a sample-wide statistical exploration of the raw scores of the four relevant 

pre-study items (i.e., #1, #2, #5, #6) by examining the mean, standard deviation, skewness, and 

kurtosis (Table 30).  

Table 30  

Descriptive Statistics for Pre-Study Prior Knowledge and Belief Items (N = 572) 

Item # Item Mean 

(SD) 

Skewness 

(SE) 

Kurtosis 

(SE) 

1 I know a great deal about dietary 

supplements (e.g., antioxidants). 

 

2.552 

(1.202) 

-.178 

(.102) 

-.461 

(.204) 

2 I believe that taking dietary 

supplements is important for 

everyone’s general health. 

 

2.907 

(1.229) 

-.397 

(.102) 

-.234 

(.204) 

5 Dietary supplements are carefully 

monitored by the FDA. 

 

2.093 

(1.402) 

.125 

(.102) 

-.975 

(.204) 

6 There is a great deal of 

misinformation online about dietary 

supplements. 

3.773 

(1.052) 

-.685 

(.102) 

.192 

(.204) 
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The raw data from pre-study items seemed to be normally distributed around the mean, although 

the skewness of item #6 and the kurtosis of item #5 were somewhat higher than typical. These 

results were similar to comparable results from Study 2. The means for items #1, #2 and #3 

indicated, on average, modest endorsement of those statements. The higher mean for item #4 

indicated, on average, that the participants reported a stronger belief that there is a significant 

amount of misinformation online about antioxidant and other dietary supplements, compared to 

other items. These results were also aligned with findings from Study 2. 

 Correlations between these raw scores were also examined (Table 31). 

Table 31 

Correlation Matrix for Raw Scores of Pre-Study Prior Knowledge and Belief Items (N = 572) 

Item # Item 1 2 5 6 

1 I know a great deal about dietary 

supplements (e.g., antioxidants). 

 

-    

2 I believe that taking dietary 

supplements is important for 

everyone’s general health. 

 

.546*** -   

5 Dietary supplements are carefully 

monitored by the FDA. 

 

.344*** .331*** -  

6 There is a great deal of 

misinformation online about dietary 

supplements. 

-.051 -.137*** -.300*** - 

 

Note. *p < .05. **p < .01. ***p < .001 

All four pre-study items were statistically significantly correlated with each other except item #1 

(i.e., “I know a great deal about dietary [e.g., antioxidants]”) and #6 (i.e., “There is a great deal 

of misinformation online about dietary supplements”). These results were largely similar to the 

correlations found in Study 2. The positive correlation between items #1 (i.e., “I know a great 

deal about dietary supplements”) and #5 (i.e., “Dietary supplements are carefully monitored by 
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the FDA”), was notable because it indicated that people who more strongly rated their prior 

knowledge about antioxidants also felt more strongly that such supplements are closely overseen 

by the Food and Drug Administration, when in fact they are not. This finding was different than 

Study 2, in which a negative correlation was found between #1 and #5. Similar to Study 2, 

though, there was a negative correlation between items #1 (i.e., “I know a great deal about 

dietary supplements”) and #6 (i.e., “There is a great deal of misinformation online about dietary 

supplements”) in Study 3. This correlation indicated that participants who ranked their dietary 

supplement knowledge highly were under the impression that there is not a great deal of 

misinformation about the topic online, whereas significant evidence indicates that there is (e.g., 

Aslam et al., 2017). The correlation between these two items was relatively small, though, and 

not statistically significant.  

The negative correlation between #2 and #6 was challenging to parse as it indicated that 

participants who generally expressed high confidence in their prior knowledge did not recognize 

that there is indeed a lot of misinformation about the topic online. The positive correlation 

between item #2 (i.e., “I believe that taking dietary supplements is important for everyone’s 

general health” and #5 (i.e., “Dietary supplements are carefully monitored by the FDA”), 

however, met expectations, as it indicated that participants who had misbeliefs about one item 

typically had misbeliefs about the other, as both these statements are inaccurate.  

Descriptive statistics per group can be found in Table 32. The means for all four items 

were similar across all four groups. The relative pattern across the items was also the same 

across all four groups, which indicated that the strongest endorsement was in the idea that there 

is a great deal of misinformation online about antioxidants and dietary supplements (i.e., item 



 

222 

 

#6) and the weakest endorsement was in the belief that the FDA carefully monitors such 

supplements (i.e., item #5).   

Table 32 

Descriptive Statistics for Raw Pre-Study Items Per Group 

Item 

# 

No-

Misinformation 

Control Group 

Mean (SD) 

Misinformation-

No-Correction 

Group  

Mean (SD) 

Misinformation-

Correction-

Comparison Group 

Mean (SD) 

Misinformation-

Correction-

Intervention Group 

Mean (SD) 

 Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

1 2.426 (1.240) 2.641 (1.165) 2.559 (1.271) 2.588 (1.125) 

 -.055, -.499 -.158, -.604 -.187, -.432 -.334, -.248 

2 2.764 (1.209) 2.966 (1.181) 2.937 (1.279) 2.971 (1.247) 

 -.261, -.261 -.343, -.307 -.515, -.143 -.479, -.100 

5 2.095 (1.416) 2.262 (1.369) 1.923 (1.369) 2.088 (1.448) 

 .268, -.907 .025, -.884 .107, -1.146 .097, -.986 

6 3.831 (.986) 3.641 (1.171) 3.888 (1.022) 3.728 (1.014) 

 -.518, -.164 -.794, .428 -.737, .129 -.510, -.279 

 

I also conducted an exploratory analysis on the raw scores from the posttest misbeliefs 

measure (see Table 33). The means of the open-ended questions representing antioxidant 

misbeliefs were notably lower than those of the closed-ended questions, similar to Study 2. The 

skewness and kurtosis values were notably high in several instances. Scores of one on these 

items indicated that the participants expressed a misbelief about antioxidant supplements. The 

means indicated that a little less than a third of the participants expressed such misbeliefs on 

items #1 (i.e., that taking antioxidant supplements would aid their health) and #6 (i.e., that 

rigorous research has supported the benefits of taking antioxidant supplements). The mean on 

item #2 indicated that about a fifth of participants would insist to family members that they take 

antioxidant supplements to maintain their health. The mean for item #5 indicated that almost 

one-half of the participants failed to recognize that taking antioxidants can be harmful. Finally, 
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the low means found for the open-ended questions (i.e., items #7-9) meant that most people did 

not spontaneously indicate antioxidant misbeliefs in response to these items.   

Table 33 

Descriptive Statistics for Raw Scores on Posttest Misbelief Items (N = 572) 

Item # Range Mean (SD) Skewness (SE) Kurtosis (SE) 

1 0-1 .267 (.443) 1.053 (.102) -.894 (.204) 

2 0-1 .201 (.401) 1.496 (.102) .238 (.204) 

5 0-1 .483 (.500) .070 (.102) -2.002 (.204) 

6 0-1 .313 (.464) .809 (.102) -1.350 (.204) 

7 0-1 .066 (.249) 3.491 (.102) 10.223 (.204) 

8 0-1 .031 (.175) 5.382 (.102) 27.057 (.204) 

9 0-1 .080 (.272) 3.094 (.102) 7.599 (.204) 

 

Then, I ran correlations between the raw scores of the posttest items (Table 34). The 

closed-ended items were all statistically significantly correlated at the p < .001 level. The highest 

correlation was between items #1 (i.e., “Based on the messages you just read, which of the 

following steps do you think you should take to be healthier?”) and #2 (i.e., “What would you 

insist that your family do, based on the messages?”), similar to Study 2. This was expected 

because the items were similar, and their answer choices were largely the same. There was only 

one correlation that was not statistically significant, which was between #7 (i.e., “What are your  

Table 34 

Correlation Matrix for Raw Scores of Posttest Misbelief Items (N = 572) 

Item # 1 2 5 6 7 8 9 

1 -       

2 .722*** -      

5 .476*** .371*** -     

6 .504*** .423*** .488*** -    

7 .267*** .252*** .220*** .229*** -   

8 .208*** .134*** .167*** .202*** .073 -  

9 .272*** .269*** .216*** .258*** .205*** .278*** - 

 

Note. *p < .05. **p < .01. ***p < .001 
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main takeaways from the messages?”) and #8 (i.e., “What surprised you about the messages?”). 

Descriptive statistics for the posttest items are presented by group in Table 35. The means for all 

items were higher for Misinformation-No-Correction participants, which was expected 

considering the design of the condition and the fact that the items measured misbeliefs.  

Table 35 

Descriptive Statistics for Raw Scores of Posttest Misbelief Items Per Group 

Item 

# 

No-

Misinformation 

Control Group 

Mean (SD) 

Misinformation-

No-Correction 

Group  

Mean (SD) 

Misinformation-

Correction-

Comparison Group 

Mean (SD) 

Misinformation-

Correction-

Intervention Group 

Mean (SD) 

 Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

Skewness, 

Kurtosis 

1 .209 (.408) .538 (.500) .168 (.375) .147 (.355) 

 1.443, .082 -.154, -2.004 1.797, 1.245 2.015, 2.092 

2 .128 (.336) .400 (.492) .140 (.348) .132 (.340) 

 2.245, 3.080 .413, -1.856 2.099, 2.439 2.194, 2.856 

5 .439 (.498) .924 (.266) .280 (.450) .272 (.447) 

 .248, -1.965 -3.237, 8.599 .992, -1.031 1.036, -.941 

6 .216 (.413) .683 (.467) .182 (.387) .162 (.370) 

 1.393, -.061 -.794, -1.390 1.667, .791 1.858, 1.472 

7 .027 (.163) .152 (.360) .042 (.201) .044 (.206) 

 5.893, 33.178 1.962, 1.875 4.618, 19.597 4.490, 18.427 

8 .000 (.000) .103 (.306) .021 (.144) .000 (.000) 

 .000, .000 2.632, 4.994 6.756, 44.262 .000, .000 

9 .034 (.181) .172 (.379) .070 (.256) .044 (.206) 

 5.214, 25.530 1.753, 1.087 3.409, 9.755 4.490, 18.427 

 

Correlations between the pre-study prior knowledge and belief items and the posttest 

antioxidant misbelief items were also calculated (Table 36). The negative correlations between 

pre-study item #6 (i.e., There is a great deal of misinformation online about dietary 

supplements), which is an accurate statement, and all the posttest misbelief items met 

expectations because it indicated that participants with a strong awareness of those online 

inaccuracies expressed fewer posttest misbeliefs about antioxidants, on average. The positive 

correlation between item #2 (i.e., “I believe that taking dietary supplements is important for 
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everyone’s general health”) and all the posttest misbelief items also made sense because item #2 

is inaccurate. In comparison, it is notable that pre-study item #1 (i.e., I know a great deal about 

dietary supplements [e.g., antioxidants]) had positive correlations with most of the posttest items, 

indicating that participants’ higher self-ratings on the prior knowledge about antioxidants and 

dietary supplements correlated with them expressing more posttest misbeliefs. This relationship 

may have indicated participants’ self-assessment of antioxidant prior knowledge was poor. 

Table 36 

Correlation Matrix for Raw Scores from Pre-Study Prior Knowledge and Belief Items and Raw 

Scores from Posttest Misbelief Items 

Pre-

Study 

Item # 

Post- 

test  

#1 

Post- 

test 

#2 

Post- 

test 

#5 

Post- 

test 

#6 

Post- 

test 

#7 

Post- 

test 

#8 

Post- 

test 

#9 

1 .176*** .169*** .153*** .126** -.012 .017 .116** 

2 .258*** .262*** .190*** .152*** .066 -.003 .143*** 

5 .200*** .157*** .146*** .138*** -.008 -.048 .063 

6 -.08 -.124** -.134*** -.066 -.049 -.018 -.150 

 

Note. *p < .05. **p < .01. ***p < .001 

 

Model Fitting for Potential Covariate and Outcome Measure 

 Using Mplus 8.8, confirmatory factor analysis (CFA) was conducted on the pre-study 

items to determine their construct validity. It had initially been proposed that these four items 

might represent two different potential covariates, one for antioxidant knowledge from items #1 

and #5 and another for antioxidant beliefs from items #2 and #6. Given the results from Study 2 

in which they loaded onto a single factor, though, I tested a one-factor model. With the addition 

of one residual covariance, added as indicated by the modification indices, the one-factor model 

had adequate data-model fit. The chi-square test of model fit was statistically significant [χ2(1, 

572) = 5.471, p = .019] and the RMSEA (.088) was also high compared to its threshold norm 
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(.06; Hu & Bentler, 1999), but the other data-model fit indices used to determine the goodness of 

fit for this one-factor model, including the SRMR (.017) and CFI (.987), both supported the fit 

by comparing their values to threshold norms (i.e., SRMR being less than .09, the CFI being 

greater than or equal to .96; Hu & Bentler, 1999), and there did not appear to be a better 

alternative model. This Study 3 one-factor model included a negative loading for item #6 (i.e., 

“There is a great deal of misinformation online about dietary supplements”), whereas in Study 2 

negative loadings were included for item #6 and item #5 (i.e., “Dietary supplements are carefully 

monitored by the FDA”). Similar to Study 2, the single factor resulting from the CFA, 

representing a potential covariate, was renamed “prior ideas about antioxidants.” Factor loading 

estimates and the residual covariance estimate for this model are shown in Table 37. 

Table 37 

Pre-Study Items Confirmation Factor Analysis Final Measurement Model 

Item # Item Estimate Standard Error 

1 I know a great deal about dietary 

supplements (e.g., antioxidants). 

.908*** .067 

2 I believe that taking dietary supplements 

is important for everyone’s general 

health. 

.886*** .067 

5 Dietary supplements are carefully 

monitored by the FDA. 

.640*** .066 

6 There is a great deal of misinformation 

online about dietary supplements. 

-.129* .054 

    

Item #6 with 

Item #5 

 -.360*** .060 

    

Intercepts    

1  2.552*** .050 

2  2.907*** .051 

5  2.093*** .059 

6  3.773*** .044 

 

Note. *p < .05. **p < .01. ***p < .001 
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A second CFA on the seven posttest misbelief items was conducted in order to evaluate 

the construct validity of the items employed to measure antioxidant supplementation misbeliefs. 

Item responses were treated as categorical, using Mplus’s weighted least-squares estimator (i.e., 

WLSMV). This CFA also yielded a statistically significant chi-square test of model fit [χ2 (14, 

572) = 36.014, p = .001], but the other goodness of fit indices indicated an adequate one-factor 

model with the RMSEA at .052, the CFI of .994, and the SRMR value of .073. Final model 

estimates for the posttest misbelief items are shown in Table 38. 

Table 38 

Posttest Misbelief Items Confirmation Factor Analysis Final Measurement Model 

Item # Estimate Standard Error 

1 .987*** .018 

2 .922*** .023 

5 .800*** .036 

6 .795*** .034 

7 .612*** .062 

8 .640*** .073 

9 .635*** .059 

   

Thresholds   

1 .620*** .056 

2 .838*** .060 

5 .044 .052 

6 .488*** .055 

7 1.503*** .081 

8 1.860*** .103 

9 1.402*** .076 

 

Note. *p < .05. **p < .01. ***p < .001 

Factors scores, derived from the CFA models, were saved and used as measured variables in the 

subsequent analyses. The descriptive statistics for these saved factor scores are shown in Table 

39 and the correlation between these two values was statistically significant at r = .280, p < .001.  
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Table 39 

Descriptive Statistics for Pre-Study Prior Idea and Posttest Misbelief Factor Scores (N = 572) 

Measure Mean (SD) Skewness (SE) Kurtosis (SE) 

Prior Ideas 

Factor Score 

.000 (.854) -.165 (.102) -.448 (.204) 

    

Misbeliefs 

Factor Score 

.089 (.728) .527 (.102) -.883 (.204) 

 

The descriptive statistics for the two weighted factor scores (i.e., pre-study prior ideas about 

antioxidants and posttest antioxidant misbeliefs) broken down per group are shown in Table 40.  

Table 40 

Descriptive Statistics for Weighted Pre-Study Prior Idea and Posttest Misbelief Scores Per 

Group 

Weighted 

Factor 

Score 

No-

Misinformation 

Control Group 

Mean  

(SD) 

Misinformation-

No-Correction 

Group  

Mean  

(SD) 

Misinformation-

Correction-

Comparison 

Group Mean 

(SD) 

Misinformation-

Correction-

Intervention 

Group Mean 

(SD) 

Prior Ideas -.098 (.846) .073 (.835) -.006 (.911) .035 (.820) 

     

Misbeliefs -.041 (.632) .736 (.551) -.146 (.676) -.210 (.622) 

 

Hypothesis Testing 

 There were three hypotheses being tested in this study. The first hypothesis was a 

manipulation check, that is, the expectation that participants who saw a piece of misinformation 

about antioxidant supplements (i.e., the Misinformation-No-Correction group) would exhibit 

more posttest antioxidant misbeliefs than participants in a control group who do not see any 

misinformation (i.e., the No-Misinformation-Control group), after controlling for prior ideas 

about antioxidants. The second hypothesis being tested was on the continued influence effect 

itself, namely that participants who saw a piece of misinformation about antioxidant supplements 
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and a subsequent correction (i.e., Misinformation-Correction-Comparison group) of this 

misinformation would exhibit more posttest antioxidant misbeliefs than participants who did not 

see the misinformation at all (i.e., No-Misinformation-Control group), but fewer or the same 

number of misbeliefs as participants who see the same piece of misinformation but no correction 

(i.e., Misinformation-No-Correction group), after controlling for prior ideas about antioxidants. 

The third hypothesis was related to a test of the efficacy of the intervention. The hypothesis was 

that participants who read and responded to the intervention task, then saw misinformation and a 

correction (i.e., Misinformation-Correction-Intervention group) would exhibit fewer posttest 

antioxidant misbeliefs than participants who read and responded to a comparison task then read 

the information and correction (i.e., Misinformation-Correction-Comparison group), after 

controlling for prior ideas about antioxidants. 

 Before conducting any specific analysis of these hypotheses, though, the outcome factor 

scores were evaluated for normality and outliers. Stem and leaf plots and box and whisker plots 

did not reveal any outliers. The skewness was about five times the standard error and the kurtosis 

was about four times the standard error, which both indicated a lack of symmetry. A histogram 

of the data also showed some non-normality in the data. This was reinforced by the statistically 

significant results on the Komogorov-Smirnov (.272, p < .001) and Shapiro-Wilk (.849, p < 

.001) tests of normality. This lack of normality, though, was likely in part due to the nature of the 

dichotomous nature of the outcome items (i.e., participants either scored 0 or 1 on each item). 

Because of this lack of normality, I planned to examine whether each analysis’s residuals met 

assumptions of normality. 
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 ANOVA was used to test the three hypotheses. The results of this analysis are shown in 

Table 17. The effect size indicated that about 28% of the total variance was accounted for by the 

group condition, indicating a large effect. 

Table 41 

ANOVA results for Outcome Misbelief Scores 

 Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Between Groups 83.276 3 27.759 71.837*** .275 

Within Groups 4.078 568 .386   

Total 302.760 571    

  

Note. *p < .05. **p < .01. ***p < .001 

Visual inspection revealed that the distributions of the residuals appeared normal. The Levene's 

test for homogeneity of variance was statistically significant [F(3, 568) = 4.050, p =. 018] 

indicating that the null hypothesis was rejected, and thus it was likely the group variances 

differed. Because the results could not be adequately interpreted due to this assumption violation, 

another one-way ANOVA was run with the Welch statistic. The Welch test, which is robust to 

the violation of the homogeneity assumption, was statistically significant, also indicating that the 

mean antioxidant misbeliefs were different across groups, FWelch (3, 83.180) = 83.180, p < .001). 

A subsequent Games-Howell post-hoc test (Table 42), which does not require the homogeneity 

assumption, showed that there were statistically significant differences between several pairs of 

groups, but not between the No-Misinformation-Control group and the Misinformation-

Correction-Comparison group or the two correction groups (i.e., Misinformation-Correction-

Intervention and Misinformation-Correction-Comparison).  
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Table 42 

Games-Howell Results Comparing Misbelief Scores of Different Groups 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. 

Error 

95% Confidence 

Interval 

Cohen’s 

d 

Lower 

Bound 

Upper 

Bound 

 

No-

Misinformation-

Control 

Misinformation- 

No-Correction 

-.777*** .069 -.956 -.598 1.309*** 

       

No-

Misinformation-

Control 

Misinformation-

Correction-

Comparison 

.105 .077 -.093 .304 .161 

       

No-

Misinformation-

Control 

Misinformation-

Correction-

Intervention 

.169* .074 -.023 .361 .269* 

       

Misinformation-

No-Correction 

Misinformation- 

Correction-

Comparison 

.882*** .073 .694 1.070 1.432*** 

       

Misinformation-

No-Correction 

Misinformation-

Correction-

Intervention 

.946*** .070 .764 1.128 1.614*** 

       

Misinformation-

Correction-

Comparison 

Misinformation-

Correction-

Intervention 

.064 .078 -.137 .265 .098 

 

Note. *p < .05. **p < .01. ***p < .001 

 

These results show that the manipulation check was successful, and that hypothesis #1 

was supported, as the Misinformation-No-Correction group did exhibit the most posttest 

antioxidant misbeliefs. Hypothesis #2, which was a test of the continued influence effect, was 

not supported, as the Misinformation-Correction-Comparison group expressed fewer posttest 

misbeliefs than the No-Misinformation-Control. This difference was not statistically significant 

(Cohen’s d = .161), so the two groups were essentially equivalent, but hypothesis #2 would only 
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have been supported if the Misinformation-Correction-Comparison group was statistically 

significantly higher than the No-Misinformation-Control group in the number of antioxidant 

misbeliefs espoused. The lack of support for hypothesis #2 makes hypothesis #3, the test of the 

efficacy of the intervention, a moot point, though the intervention group did express the fewest 

number of posttest misbeliefs. The difference between the Misinformation-Correction-

Comparison group and the Misinformation-Correction-Intervention group, though, was small 

and not statistically significant (.064; Cohen’s d = .098), indicating an equivalence between the 

groups. The overall results indicate that the correction groups were able to successfully update 

antioxidant beliefs after seeing the correction. 

 Next, I examined whether the pre-study prior ideas score should be used as a covariate in 

the analysis. To conduct this analysis this, though, it was necessary to confirm that the groups 

did not statistically significantly differ on the covariate, because if they did, that indicates the 

effect of the covariate and the treatment were conflated, and the interpretation of each variable’s 

individual effect would be impossible to determine (Field et al., 2012). This assumption of 

similarity across groups was checked by running an ANOVA with the conditions as the 

independent variable and the covariate as the dependent variable (see Table 43). This test had a 

statistically non-significant result [F(3, 568) = 2.365, p = .357], indicating that there were no 

detectable differences between groups on the potential covariate and that it could be used in 

further analysis. The Levene’s statistic for homogeneity, F(3, 568) = 2.87, p = .835, was not 

statistically significant. 

 

 

 



 

233 

 

Table 43 

ANOVA results for Prior Idea Covariate Scores 

 Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Between Groups 2.365 3 .788 1.081 .006 

Within Groups 414.369 568 .730   

Total 416.734 571    

 

 Note. *p < .05. **p < .01. ***p < .001 

Despite the ANOVA test indicating no statistically significant differences between groups, a 

post-hoc Fisher’s Least Squares Difference test was conducted (see Table 44) to provide a 

clearer picture of differences between groups on the prior ideas covariate.  

Table 44 

Least Significant Differences Results Comparing Prior Idea Covariate Scores of Different 

Groups 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. 

Error 

95% Confidence 

Interval 

Cohen’s d 

Lower 

Bound 

Upper 

Bound 

 

No-

Misinformation-

Control 

Misinformation- 

No-Correction 

-.171 .100 -.367 .025 .204 

       

No-

Misinformation-

Control 

Misinformation-

Correction-

Comparison 

-.092 .100 -.289 .105 .105 

       

No-

Misinformation-

Control 

Misinformation-

Correction-

Intervention 

-.133 .101 -.332 .067 .159 

       

Misinformation-

No-Correction 

Misinformation- 

Correction-

Comparison 

.079 .101 -.119 .277 .091 
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Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. 

Error 

95% Confidence 

Interval 

Cohen’s d 

Lower 

Bound 

Upper 

Bound 

 

Misinformation-

No-Correction 

Misinformation-

Correction-

Intervention 

.039 .102 -.162 .239 .047 

       

Misinformation-

Correction-

Comparison 

Misinformation-

Correction-

Intervention 

-.041 .102 -.241 .160 .047 

 

Note. *p < .05. **p < .01. ***p < .001 

 

 The potential prior ideas about antioxidants covariate score and the posttest misbeliefs 

score were statistically significantly correlated (i.e., r = .280, p < .001), suggesting it would 

potentially be beneficial to include the covariate in the ANOVA analysis via the ANCOVA 

procedure. Before incorporating the covariate into the analysis, though, this variable was 

analyzed for normality and outliers. Stem and leaf plots and box and whisker plots were 

generated on the covariate but did not reveal any outliers. Neither the skewness (-.165 standard 

error of .102) nor the kurtosis (-.448, standard error of .204) indicated a possible lack of 

symmetry. The generated histogram of the data and the Komogorov-Smirnov (.043, p = .015) 

and Shapiro-Wilk (.992, p = .005), though, all indicated that the distribution of the data was not 

normal. Because ANCOVA is relatively robust to departures from normality, though, the 

analysis of covariance was conducted. The results of the ANCOVA analysis are shown in Table 

45. The covariate was statistically significant as was the group variable. The effect size of the 

group variable indicated that group assignment accounted for about 29% of the variance and the 

covariate accounted for another 9.3%. 
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Table 45 

ANCOVA Results 

Source Type III 

Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Corrected Model 103.636 4 35.909 73.776*** .342 

Intercept 4.056 1 4.056 11.548*** .020 

Covariate 20.360 1 20.360 57.975*** .093 

Group  79.929 3 26.643 75.865*** .286 

Error 199.124 567 .351   

Total 307.318 572    

 

Note. *p < .05. **p < .01. ***p < .001 

The Levene’s test was statistically nonsignificant, F(3, 568) = 1.951, p = .120, indicating the 

homogeneity assumption of ANCOVA was met. The adjusted means were then analyzed (see 

Table 46).     

Table 46 

Group Means Adjusted for Prior Ideas Covariate 

Group Mean Standard 95% Confidence Interval for 

Difference 

  Error Lower Bound Upper Bound 

No-Misinformation-

Control 

-.020 .049 -.115 .076 

     

Misinformation-No-

Correction 

.720 .049 .623 .816 

     

Misinformation-

Correction-Comparison 

-.145 .050 -.242 -.048 

     

Misinformation-

Correction-Intervention 

-.218 .051 -.318 -.118 

 

The adjusted means showed the same pattern as the results from the ANOVA analysis with the 

Misinformation-No-Correction group exhibiting the most antioxidant misbeliefs and the two 

groups of correction condition participants exhibiting the fewest. The pairwise comparisons 
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(Table 47) showed that all the adjusted group mean differences were statistically significant, 

except for the differences between the No-Misinformation-Control group and between the 

Misinformation-Correction Comparison group and the two correction groups (i.e., the 

Misinformation-Correction-Comparison and the Misinformation-Correction-Intervention).  

Table 47 

Least Significant Difference Results Comparing Outcome Misbelief Scores of Different Groups 

after Adjusting for Prior Ideas Covariate 

Group (I) Comparison 

Group (J) 

Mean 

Difference  

(I-J) 

Std. Error 95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

No-Misinformation-

Control 

Misinformation- 

No-Correction 

-.739*** .069 -.875 -.603 

      

No-Misinformation-

Control 

Misinformation-

Correction-

Comparison 

.126 .070 -.011 .262 

      

No-Misinformation-

Control 

Misinformation-

Correction-

Intervention 

.198** .070 .060 .337 

      

Misinformation-No-

Correction 

Misinformation- 

Correction-

Comparison 

.865*** .071 .727 1.002 

      

Misinformation-No-

Correction 

Misinformation-

Correction-

Intervention 

.937*** .071 .799 1.076 

      

Misinformation-

Correction-

Comparison 

Misinformation-

Correction-

Intervention 

.073 .071 -.067 .212 

 

Note. *p < .05. **p < .01. ***p < .001 

These results indicated that including the covariate in the analysis adjusted the means, but not in 

a way that would change their interpretation or have different implications for the hypothesis 
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testing. Therefore, the ANCOVA results, similar to the ANOVA results, supported the first 

hypothesis (i.e., manipulation check) but fail to support the second (i.e., the presence of the 

continued influence effect) or third hypotheses (i.e., the efficacy of the intervention). 

Finally, I decided to analyze whether there was an attribute-treatment interaction (ATI), 

as an assumption of ANCOVA is that there is no such interaction (Field et al., 2012). This 

assumption was met, as the ATI revealed that the interaction effect was very small and 

statistically nonsignificant. 

Table 48 

Attribute-Treatment Interaction Results 

Source Type III 

Sum of 

Squares 

df Mean 

Square 

F Partial Eta 

Squared 

Corrected Model 104.945 7 14.992 42.745*** .347 

Intercept 4.276 1 4.276 12.912*** .021 

Group  80.556 3 26.852 76.559*** .289 

Covariate 19.572 1 19.572 55.801*** .090 

Group*Covariate 

Interaction 

1.309 3 .436 1.244 .007 

Error 197.815 564 .351   

Total 307.318 572    

 

Note. *p < .05. **p < .01. ***p < .001 

The lack of a statistically significant interaction indicated that the ANCOVA results were the 

best model for the data collected in Study 3, though the ANOVA and ANCOVA showed the 

same basic pattern. In sum, the participants in the Misinformation-No-Correction group had the 

highest posttest mean, indicating, on average, that they exhibited more posttest antioxidant 

misbeliefs than the participants in the other groups. The participants in the Misinformation-

Correction-Intervention group had the lowest posttest mean, indicating, on average, they had the 

fewest posttest misbeliefs. However, while the intervention group was statistically significantly 
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different than the No-Misinformation-Control group, it was not statistically significantly 

different than the Misinformation-Correction-Comparison group. 

Discussion 

 There were three goals for this study. The first was to examine whether a single piece of 

misinformation would affect participants’ misbeliefs about antioxidant supplements. Similar to 

the findings from Study 2, this manipulation hypothesis was supported as the Misinformation-

No-Correction group participants expressed more posttest misbeliefs than any of the other 

groups. The second hypothesis, concerning the continued influence effect, would have been 

supported if participants in the Misinformation-Correction-Comparison group had expressed 

statistically significantly more antioxidant misbeliefs than the No-Misinformation-Control group, 

as this finding would have indicated that they were still being influenced by the misinformation 

even after correction. However, the Misinformation-Correction-Comparison group actually 

expressed fewer misbeliefs than the No-Misinformation-Control group, though this difference 

was not statistically significant. The equivalence between these two groups did not support the 

second hypothesis. That is, there was no evidence indicating that participants were falling prey to 

the continued influence effect after reading misinformation and a correction about antioxidant 

supplements. 

 Therefore, the third hypothesis concerning the epistemic cognition and metacognition 

intervention’s efficacy in reducing the effect of the continued influence effect was not truly 

testable. If the Misinformation-Correction-Comparison group had expressed more antioxidant 

misbeliefs than the No-Misinformation-Control group, and the Misinformation-Correction-

Intervention group was statistically significantly lower than the Misinformation-Correction-

Comparison group, then this would have supported the third hypothesis. However, because the 
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second hypothesis was not upheld, testing the third one became moot. The intervention group did 

have the lowest mean of posttest antioxidant misbeliefs, even statistically significantly lower 

than the control group (i.e., the No-Misinformation-Control group), but the intervention group 

Misbeliefs score was not statistically significantly different from the other correction group (i.e., 

the Misinformation-Correction-Comparison group). This statistical equivalence of the two 

correction groups also complicated any definitive conclusion about the efficacy of the 

intervention. Though the participants’ prior ideas about antioxidants did statistically significantly 

relate to the misbeliefs posttest scores, incorporating this covariate into the ANCOVA did not 

alter any relationships found between the groups or substantially change the results. 

Summary of Findings 

 Similar to Study 2 the effects of misinformation were seen, as the participants exposed to 

misinformation about antioxidants but who saw no correction expressed the greatest number of 

posttest misbeliefs. That is, hypothesis #1 was supported. However, also similar to Study 2, the 

second hypothesis was not supported, as there was no statistical evidence of the continued 

influence effect. In fact, participants who saw misinformation and a subsequent correction 

exhibited fewer misbeliefs than participants who never saw the misinformation in the first place, 

regardless of whether they participated in the comparison task or the intervention task. This 

might mean, despite changes made prior to Study 2, that the salience of the correction was still 

playing a larger factor than anticipated. Participants in the intervention group (i.e., the 

Misinformation-Correction-Intervention group) did exhibit the fewest misbeliefs and their 

posttest antioxidant misbeliefs mean was statistically significantly lower than the No-

Misinformation-Control group, which points to the possibility of some effectiveness of the 

intervention. However, the lack of statistically significant differences between the two correction 
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groups and failure to find evidence of the continued influence effect in the first place must 

temper any conclusions regarding the intervention’s efficacy toward the stated design of helping 

reduce the effects of the bias.
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CHAPTER 6: GENERAL DISCUSSION 

 The three studies in this dissertation were designed to examine whether a cognitive bias, 

called the continued influence effect (Johnson & Seifert, 1994), would occur when participants 

read inaccurate information about antioxidant supplements and then a subsequent correction and, 

if it did, whether a brief epistemic cognition and metacognition intervention would help attenuate 

the effects of the bias. These are important concerns in a time and society in which both 

information and misinformation are easily shared and rapidly spread across the world via the 

Internet and social media. Jonathan Swift (1710), the satirist and essayist, was prescient when he 

noted that “falsehood flies, and truth comes limping after it,” as studies have shown that 

misinformation in the current environment frequently travels even faster than accurate 

information (Vosoughi et al., 2018). This phenomenon has the potential to lead to “digital 

wildfires” (World Economic Forum, 2013, p. 23) that could “wreak havoc in the real world” (p. 

23). The continued influence effect, which occurs when people continue to make decisions or 

inferences based on use misinformation that has been retracted or corrected (Johnson & Seifert, 

1994), complicates matters of misinformation further, and can affect societal functioning (e.g., 

who gets elected to office) and citizens’ personal choices (e.g., getting vaccinated) in important 

ways. 

 This perseverance in using corrected misinformation, the continued influence effect, has 

been seen in a wide variety of studies since the 1960s (e.g., Walster et al., 1967). Scholars first 

investigating this phenomenon did so in the context of deceit studies. These researchers found 

that participants who were initially deceived about their performance on a task and then 
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debriefed about the deceit could understand the information in the debriefing but still applied the 

initial deceitful feedback in future judgments (e.g., Lepper et al., 1986; Ross et al., 1975). Later 

scholars found this phenomenon occurred in other contexts like text comprehension tasks (e.g., 

Wilkes & Leatherbarrow, 1988). These tasks, including a frequently used scenario about a 

building that burned down, gave subjects discrete messages about the subject matter. Those 

participants who saw a misinformed statement (e.g., about flammable materials in a room in the 

building fire scenario) and then a correction of that information (e.g., there were no flammable 

materials in the room) still tended to use the inaccurate content in the message in their reasoning 

(e.g., they explained the probable cause of the fire in terms of the flammable materials). One 

team of researchers employing this scenario, Johnson and Seifert (1994), eventually referred to 

this phenomenon as the continued influence effect. 

 More recently, this cognitive bias has been investigated in the context of real-world 

scenarios and contexts. For example, Lewandowsky et al. (2005) investigated people’s memory 

about the cause of the Iraq War of 2003, for which media coverage frequently featured 

misinformation (e.g., that Iraq had weapons of mass destruction). These researchers found 

evidence of the continued influence effect, but also asserted that in real world contexts this bias 

might be tied to other biases. This possibility was illustrated by Lewandowsky et al.’s (2005) 

finding that German participants, coming from a country that opposed the war, were able to 

update their beliefs about corrected information pertaining to the war, but Americans, coming 

from a country that fought in it, were largely unable to do so, for example still largely believing 

that Iraq had weapons of mass destruction. The relationship between political ideology and the 

continued influence of misinformation has been demonstrated by other researchers in the field 

such as Swire et al. (2017) and Nyhan and Reifler (2010), who found a backfire effect with the 
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conservative subjects in their sample, meaning that participants with such political leanings 

became more entrenched in misbeliefs after seeing corrections about the lack of Iraqi weapons 

stores. These findings support the idea that the continued influence effect may occur along with 

other cognitive biases like motivated reasoning (Swire et al., 2017). 

 In the last decade, a few groups of scholars have investigated the continued influence 

effect with regard to people’s understanding and decision-making regarding science and health 

topics. Most of these studies have involved topics such as health care (e.g., Hamby et al., 2020) 

and most specifically, vaccines and vaccination (e.g., Caple 2019; Horne et al., 2015; Pluviano et 

al., 2017). These scholars once again found evidence of the continued influence effect, but also 

acknowledged that it occurred in conjunction with other biases like the illusory truth effect 

(Horne et al., 2015) and confirmation bias (Caple, 2019).  

Studies of interventions to help people avoid the continued influence effect and other 

connected biases have varied in their findings, with some scholars arguing that debunking is 

largely ineffective (Chan et al., 2017) and others finding that the specific context and topic may 

moderate debunking’s effect. For instance, Vraga and Bode (2015) found that people were more 

likely to update their beliefs about genetically modified organisms than their beliefs about the 

link between autism and vaccination and postulated that this was because public thinking on the 

former topic is less crystalized and less likely to prompt motivated reasoning. Other scholars 

have argued that prewarnings (Ecker et al., 2010) or inoculation attempts (C. Anderson, 1982), 

which precede interactions with misinformation, might be more effective than debunking efforts, 

which come after misinformation exposure. 

The findings and designs of these various studies prompted the set of studies composing 

this dissertation. For instance, a relatively large proportion of the small number of studies on the 
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continued influence effect conducted on topics related to socioscientific issues have not exposed 

participants to misinformation during the context of the study but have rather simply measured 

pre-study beliefs and attitudes (e.g., Caple, 2019; Horne et al., 2015; Pluviano et al., 2017). In 

comparison, the studies I conducted more closely align with traditional studies on the bias (e.g., 

Johnson & Seifert, 1994) and presented the misinformation during the course of the study. 

Additionally, with scholars recognizing that the continued influence effect occurs along with 

other cognitive biases (e.g., confirmation bias, illusory truth effect, motivated reasoning), 

especially with topics that are more politicized (Caple, 2019) or publicly crystalized (Bode & 

Vraga, 2015), the topic of antioxidant supplements for the context of the studies in this 

dissertation was purposely selected to try and avoid such potentially confounding issues. 

The recent call for inoculation or prebunking strategies (e.g., Barzilai & Chinn, 2020) to 

battle cognitive and comprehension issues related to misinformation and biases, along with some 

empirical support that such interventions might help attenuate the effects of the continued 

influence effect (e.g., Ecker et al., 2010), led me to incorporate this type of intervention into my 

design of these studies. Finally, the success of interventions framed around epistemic cognition 

to promote learning and understanding (Cartiff et al., 2021), along with similar successes 

combating cognitive biases with interventions framed around metacognition (C. S. Royce et al., 

2019; Schwarz et al., 2007), led to the development of the epistemic cognition and metacognition 

intervention used in this series of studies. 

The designed intervention and other study materials were developed to investigate three 

hypotheses. The first hypothesis was a manipulation check and postulated that participants who 

saw a piece of misinformation about antioxidant supplements would score higher on the measure 

of posttest antioxidant misbeliefs than participants in a control group who did not see any 
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misinformation (i.e., higher score means more misbeliefs), after controlling for prior self-

reported knowledge of and beliefs about antioxidant supplementation. The second hypothesis 

concerned the presence of the continued influence effect and postulated that participants who 

saw a piece of misinformation about antioxidant supplements and a subsequent correction of this 

misinformation would score higher on the posttest measure of antioxidant misbeliefs (i.e., have 

more misbeliefs) than participants who do not see the misinformation at all, but lower than (i.e., 

have fewer misbeliefs) or the same as participants who saw the same piece of misinformation but 

no correction, after controlling for prior self-reported knowledge of and beliefs about antioxidant 

supplementation. The third hypothesis related to the efficacy of the epistemic cognition and 

metacognition intervention and postulated that participants engaging in with the intervention task 

before seeing a piece of misinformation and subsequent correction about antioxidants 

supplements would score lower (i.e., have fewer misbeliefs) on the measure of antioxidant 

misbeliefs than participants who saw the misinformation and subsequent correction but engaged 

with a comparison task, after controlling for prior self-reported knowledge of and beliefs about 

antioxidant supplementation. 

Summary of Findings Across Studies 

 Study 1 was a content analysis and did not test any of the three hypotheses. The topic of 

antioxidants and their supplementation had not been a part of a published continued influence 

effect study previously, so all the materials in these studies, except for the comparison task, were 

novel, developed specifically for these investigations. As such, Study 1 was conducted as a 

content analysis with ten participants reading through and giving feedback on the documents and 

instruments as originally constructed. These participants, who were selected by convenience 

sampling, provided feedback on the organization, structure, language, and appearance through 
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their participation in a think-aloud protocol while reading through the materials and during a 

follow-up interview. Their feedback led to revisions and alterations of the materials, including 

fixing a few typographical errors, reformatting and altering the layout to make the materials 

more accessible, simplifying the language, and making small content changes to reduce potential 

confusion. These revised materials were subsequently used in Study 2. 

 Study 2 was conducted with three randomly assigned groups (i.e., No-Misinformation-

Control, Misinformation-No-Correction, Misinformation-Correction) and tested the first two 

hypotheses. The results of this investigation showed the misinformation manipulation worked, as 

the Misinformation-No-Correction group participants exhibited more posttest antioxidant 

misbeliefs than participants in other groups. Study 2, however, did not support the second 

hypothesis on the continued influence effect, which postulated that the group of participants 

exposed to misinformation and a subsequent correction (e.g., the Misinformation-Correction 

group) would endorse more antioxidant misbeliefs at posttest than a group of participants who 

had not been exposed to the misinformation (i.e., No-Misinformation-Control group). Across 

these groups, the average number of posttest misbeliefs statistically significantly differed, but the 

Misinformation-Correction group actually expressed fewer misbeliefs than the No-

Misinformation-Control group, in direct contrast to the hypothesis based on the continued 

influence effect. An examination of the materials used in Study 2 revealed one possible reason 

for this finding, as the correction shown to the Misinformation-Correction group more overtly 

stated that antioxidant supplements can be harmful than the statement seen by the No-

Misinformation-Control group. When I altered the analysis to remove scores from the item on 

the posttest misbeliefs instrument most strongly related to this difference, the two groups no 

longer statistically significantly differed. However, this change still did not support the existence 
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of the continued influence effect, as the bias should have led the Misinformation-Correction 

group to express more misbeliefs than the No-Misinformation-Control group. After considering 

these findings, I postulated that in addition to the issue with the phrasing, the  

increased salience of having the correction on a separate page and with a capitalized word in it 

might have increased the attention Misinformation-Correction participants gave this message, as 

compared to the original misinformation. This increased attention may have triggered 

hypervigilance and not only prompted participants to correct their misbeliefs but also encode the 

accurate messaging even more strongly than the No-Misinformation-Control participants. 

Therefore, the materials were revised in three ways for Study 3. First, the statement seen 

by the No-Misinformation-Control group was altered to include a phrase about the potential 

harm of antioxidant supplements that was more aligned to the correction seen by participants in 

correction condition. Second, the correction was moved to the bottom of the same page as the 

statements about antioxidants, and third, the capitalized word in the correction was changed to all 

lowercase letters. These last two changes were enacted to reduce potential unintentional salience 

of the correction. 

Then, Study 3 was conducted with materials reflecting those three changes. In order to 

test the third hypothesis, participants were randomly assigned to one of four conditions (i.e., No-

Misinformation-Control, Misinformation-No-Correction, Misinformation-Correction-

Comparison, Misinformation-Correction-Intervention). The one difference in procedure between 

Study 2 and Study 3 was that the first three groups in Study 3 engaged in a mindfulness 

comparison reading/response task and the fourth group, in the intervention condition, engaged in 

the epistemic cognition and metacognition reading/response task before reading the statements 

about antioxidants. The first hypothesis was supported, as in Study 2, as the Misinformation-No-
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Correction group scored highest on the number of posttest antioxidant misbeliefs. The second 

hypothesis, also similar to the results from Study 2, was not supported. That is, the hypothesis 

that participants in the Misinformation-Correction-Comparison group would show evidence of 

the continued influence effect by espousing a greater number of misbeliefs than the No-

Misinformation group was not supported. In fact, the Misinformation-Correction-Comparison 

group exhibited fewer misbeliefs than the No-Misinformation group, though the means were not 

statistically significantly different. Unfortunately, the lack of evidence for the continued 

influence effect meant that the efficacy of the intervention in attenuating the bias (i.e., the subject 

of the third hypothesis) could be determined. The finding that the participants engaging with the 

intervention (i.e., the Misinformation-Correction-Intervention) espoused the fewest posttest 

antioxidant misbeliefs and had a statistically significantly lower mean of misbeliefs than the No-

Misinformation group, points to possible benefits of the intervention, but the third hypothesis has 

to be considered as not supported based on the lack of evidentiary support for the second 

hypothesis. 

Potential Explanations for Findings 

Topic 

 The reason for the lack of evidence of the continued influence effect in Study 2 and Study 

3 is not clear, though there are several feasible possibilities. The most obvious one is that the 

continued influence effect did not occur due to the topic. I chose antioxidants and antioxidant 

supplementation as the context for this study because several previous researchers (e.g., Caple, 

2019; Pluviano et al., 2017) had found that the continued influence effect occurred concurrently 

with people exhibiting other cognitive biases, and these other biases seemed most prevalent 

when dealing with a highly politicized and polarizing topic such as vaccination. Perhaps the 
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topic of antioxidants did not activate the cognitive processing that leads to the continued 

influence effect because it did not cause people to engage in some other form of biased thinking 

(e.g., motivated reasoning) that goes along with the persistent use of discredited information. 

However, some scholars (e.g., Sibony, 2019) believe it is impossible to disentangle cognitive 

biases, and the evidence from this series of studies is not enough to rebut that belief. Even if it is 

feasible to separate out distinct biases to test them individually, the fictional narratives used by 

some researchers in the field (e.g., building fire; Johnson & Seifert, 1994), which have revealed 

the continued influence effect but would not seem to engender biases tied to personal beliefs 

(e.g., motivated reasoning), indicate that the topic is likely not the sole reason for the absence of 

the bias in these studies. As such, there are several other possible reasons or limitations of these 

studies that may have contributed to the lack of evidence of the continued influence effect. 

Instruments 

The instruments used in this study had not been previously tested for validity, and it is 

possible that they were not able to adequately capture antioxidant misbeliefs. Connor Desai and 

Reimers (2019) found that open-ended questions could be used to detect the continued influence 

effect in their study, but they reported that their participants were relatively detailed in their 

responses to such items. The open-ended items included in the posttest instrument in this 

dissertation may not have prompted such targeted details from participants. In particular, the low 

means for the open-ended responses in Study 2 and Study 3 seem to indicate that those items did 

not measure misbeliefs with as much sensitivity as anticipated. Perhaps different items are 

needed to reveal what people mistakenly believed about antioxidant supplements. 

Though the instruments could likely be improved, the lack of validity in inferences from 

scores based on them would not explain why the correction groups in both Study 2 and Study 3 
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scored lower on posttest misbeliefs than the No-Misinformation groups that only saw accurate 

information in the first place. This finding seems to indicate an issue with the corrections 

themselves. Perhaps the corrections stood out more in these studies than in past studies on the 

continued influence effect and were even more notable for correction groups than the related 

accurate statement was for the No-Misinformation groups. Steps were taken between Study 2 

and Study 3 to reduce any unintended salience of the corrections, but there might still be 

unknown facets of them affecting the results. This appears unlikely because the procedure was 

designed to be closely aligned to previous studies that were successful in detecting the continued 

influence effect, but still is a possibility. 

Unfortunately, changing multiple aspects of the materials and then introducing the 

comparison and intervention tasks into Study 3 presents another limitation in comparing the 

second and third investigations. If all that had been different between the two studies was the 

introduction of the tasks (i.e., the mindfulness comparison reading/response task and the 

epistemic cognition and metacognition intervention reading/response task), the results from them 

would have been easier to compare. However, with multiple changes in materials and then the 

incorporation of the intervention and comparison tasks into the procedure, any comparison 

between studies becomes confounded. The similar results (i.e., lack of support for hypothesis #2) 

might indeed indicate the same reason for the unexpected findings, but it is also possible that the 

continued influence effect was not detected in Study 2 because of the issue with the accurate 

statement read by the No-Misinformation group and/or the enhanced salience of the corrective 

statement due to its placement and appearance, and not detected in Study 3 because the 

comparison and intervention tasks both somehow influenced participants in corrective conditions 

to pay more attention to the corrective message than the No-Misinformation group paid to the 
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original accurate statement. This may be unlikely, it but cannot be excluded as a possibility 

because of the design and implementation of the studies. 

Another potential limitation of Study 2 and Study 3 was the sample. This was not the first 

study on the continued influence effect involving MTurk participants and researchers conducting 

those studies did find evidence of the continued influence effect (e.g., Bode & Vraga, 2015; 

Caple, 2019; Ecker et al. 2020). However, only a small number of studies have investigated the 

bias using MTurk samples and including a socioscientific issue, such as genetically modified 

organisms (Bode & Vraga, 2015; Caple, 2019) or vaccinations (Caple, 2019), and those all 

involved a more politicized topic than antioxidant supplements. It seems, based on sales of 

antioxidant supplements (Ede, 2017; Pomeroy, 2015; Wright, 2020) and the amount of 

misinformation online about them (Aslam et al., 2017), that many people have misinformed 

views about the topic, but perhaps MTurk participants are different than the general population 

(e.g., they have a higher proportion of informed views).  

To attempt to address this kind of issue, I included pre-study measures to use as potential 

covariates in the analysis, but perhaps they did not capture enough of the nuance of people’s 

preexisting ideas. Notably, I expected item #1 (i.e., “I know a great deal about dietary 

supplements (e.g., antioxidants)” and item #6 (i.e., “There is a great deal of misinformation 

online about dietary supplements”) to load positively and be positively correlated because 

accurate knowledge about topic would reflect knowledge about the significant amount of 

misinformation that is available on the Internet and in social media. In comparison, I believed 

that item #2 (i.e., “I believe that taking dietary supplements is important for everyone’s general 

health”) and item #5 (i.e., “Dietary supplements are carefully monitored by the FDA”) to load 

negatively because both statements lack empirical support. However, in the analyses, items #5 
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and #6 loaded negatively onto the CFA model in Study 2 and only item #6 loaded that way in 

Study 3. These results indicate that the included items may not have clearly measured preexisting 

knowledge or ideas held by the participants in the manner I expected. One possibility is that 

these items were capturing an unintended construct like “confidence in the idea that reliable 

sources are providing accurate information about antioxidants,” but that would not explain the 

change in valence on item #5 from one study to another. Another possibility is that the loadings 

indicated a general lack of calibration on the part of the participants and their knowledge of the 

topic, but, once again, the different loadings in the two studies do not allow for that as a 

definitive conclusion. The complicated interpretation of the factor may indicate a need to replace 

one or more items in the pre-study survey before it is employed again. 

The MTurk sample itself may represent another limitation with regard to the quality of 

the data provided. Many researchers have expressed concerns about MTurk workers’ 

attentiveness and the subsequent quality of the data they provide (e.g., Chandler et al., 2014). 

MTurk workers have self-reported engaging in multitasking (Chandler et al., 2014) and other 

activities (e.g., using their cell phone; Clifford & Jerit, 2014) that likely affect the quality of the 

data they provide. There was evidence in the datasets from Study 2 and 3 that these distractions 

might have been affecting the participants in these studies as time taken by some workers was 

more than twice what was expected to complete the study. Other participants finished much 

faster than the estimated time expected, and this phenomenon has also been linked to MTurker’s 

inattentiveness, as these workers click quickly and randomly through study materials and 

questions (Kittur et al., 2008). Attention checks were included in an attempt to eliminate 

participants who were distracted, but only participants who missed two or more of these were 

removed from the analysis. It may be that including participants who missed only one attention 
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check unduly affected the quality of the data, though this would have likely led to the 

correlations being closer to zero and the group means would have not differed as much as they 

did. Additionally, if inattention was an issue, then it would be more likely that the corrections 

would be ineffective at prompting participants to update their beliefs, when in fact the opposite 

was found. Therefore, while there were slight indications of quality issues with some of the 

participants, they were not of a nature that suggests the overall results of Study 2 or 3 were 

compromised because of them. 

Outside of the issues already discussed, it is distinctly possible that the continued 

influence effect did not occur because the study materials did not adequately capture a causal 

relationship or a causal explanation about antioxidants in the misinformation or correction. 

Causal information explains why something has occurred (e.g., the cause of building fire being 

flammable materials stored in a room), and several groups of scholars have noted in the past that 

misinformation is far more likely to lead to the continued influence effect when it is causal in 

nature (e.g., C. Anderson, 1980; Flemming & Arrowood, 1979; Johnson & Seifer, 1994). The 

possibility that the lack of a sufficient causal element in the misinformation provided in the study 

allowed participants to successfully update their beliefs has to be considered, especially in light 

of the fact that the mechanism or mechanisms that lead to the phenomenon of the continued 

influence effect are unknown.  

Finally, it is important to note that in many cases in the real world, corrections and 

retractions are divorced from the original misinformation they are addressing. That is, a 

correction may come some length of time after the original exposure to misinformation, and that 

greater passage of time may allow for deeper encoding of the misinformation than an immediate 

retraction would. It is also possible that the correction might not appear in the same source as the 



 

254 

 

original misinformation. For example, students might see misinformation online that a teacher 

corrects later in school. Even a retraction printed in a newspaper does not appear in the same 

newspaper issue as the original inaccurate information. This separation of space and time may 

also contribute to occurrences of the continued influence effect because people exposed to the 

misinformation and the correction may not make adequate connections between the two or 

recognize the need to update their thinking. A limitation of the studies in this dissertation, and in 

truth most studies on the continued influence effect, is that they do not study the phenomenon in 

this manner. As such, these dissertation findings may not apply to scenarios in which people 

might see misinformation about antioxidant supplements at one time or in one place and see 

corrective information about topic later or in another place.  

Conceptualizations of the Continued Influence Effect 

 It should also be noted that the results of these studies may indicate that there are 

problematic issues with the current conceptualization of the continued influence effect itself. 

Perhaps the participants did not exhibit the continued influence effect because the 

misinformation was not causal in nature, but this is inconsistent with other studies (e.g., 

Oostendorp & Bonebakker, 1999) that have found evidence of the bias even with noncausal 

misinformation. If instead, as also postulated, it might be the lack of polarization of the topic of 

antioxidants that allowed participants to update their beliefs, then this would seem to contradict 

early studies related to impressions of other people (e.g., Wyer & Unverzagt, 1985) or inference 

tasks (e.g., building fire; Wilkes & Leatherbarrow, 1988) that also demonstrated people engaging 

in the continued influence effect, because participants in those studies would likely not have 

motivated reasons to think one way or another about such fictional people or narratives. It may 

be possible that in some circumstances in which the bias has been evident that people are 
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influenced by strong beliefs that participants act to preserve. This could be the case involving 

studies on issues like vaccination (e.g., Horne et al., 2015; Pluviano et al., 2017) and would be 

consistent with O’Rear and Radvansky’s (2020) supposition that the failure to update beliefs 

arises from people’s lack of acceptance of the correction. However, in other cases, like the 

inference tasks about the probable cause of the building fire, it might be the lack of an alternative 

probable cause that keeps people from updating their ideas after they see corrections or 

retractions. This possibility of different causes may help explain the difficulties scholars have 

found in determining the mechanism behind the bias and may also be the reason why some 

scholars have found backfire effects in certain circumstances and not in others. To this point, it 

may even be that there are actually separate phenomena that are leading to the same result (i.e., 

preservation of reliance on misinformation that has been corrected), which if parsed out would 

add clarity to the study of cognitive biases. Studies specifically designed to elucidate the cause of 

the retention of misinformation in different contexts would therefore both add to theoretical 

understanding of the continued influence effect (i.e., help identify the mechanism or mechanisms 

behind it) and contribute to practices and policies geared toward helping people avoid falling 

prey to it. 

Contributions to Practice, Policy, and Education 

 The extensive review of the literature on misinformation and the continued influence 

effect I presented in Chapter 2 highlights many of the empirical findings in the field. This review 

indicated that misinformation about socioscientific issues can be traced to a number of different 

sources, including celebrities (Allchin, 2015; T. Caulfield, 2015; Offit, 2018), fictional media 

(Marsh et al., 2003), and even science journalists (Boykoff & Mansfield, 2008; Hartz & 

Chappell, 1997; Mellor, 2009), and that this misinformation is threatening people’s 
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understanding of science and health topics (Betsch & Sachse, 2012; Qazvinian et al., 2011). 

Scholars have expressed concerns about this lack of understanding and its implications for 

individuals and societies for some time (e.g., G. Evans & Durant. 1995), and most researchers 

seem to agree the advent and popularization of the Internet and social media have contributed to 

this problem (Del Vicario et al., 2016; Höttecke & Allchin, 2020). The set of studies in this 

dissertation did find that one piece of misinformation could affect people’s beliefs, and therefore 

contributes to the corpus of research findings that indicate exposure to inaccurate information 

can negatively affect people’s decision-making and well-being. Many scholars have noted that in 

the past scientists were traditionally unwilling to communicate with the public directly or unable 

to do so effectively (Sharon & Baram-Tsabri, 2014; Siegrist et al., 2000), but recently more 

scientists have expressed a desire to take an active role in communicating with people outside of 

their academic sphere (Greenwood & Riordan, 2001; Pew Research Center, 2015), and some 

studies have shown that they can do so effectively (Barel-Ben David et al., 2020). The findings 

in Study 2 and Study 3 of this dissertation that corrective messaging can be effective, in at least 

some instances, provide further support that such messaging should be encouraged as a 

meaningful practice, especially with regard to socioscientific topics that are frequently strewn 

with misinformation. Scientific experts, who hopefully engender the most trust on these topics, 

should be the ones formulating and sharing these messages or at least working with others to 

craft them. 

The literature review discussed in Chapter 2 also revealed some important gaps in 

research pertaining to the continued influence effect that need to be addressed. One of these gaps 

is whether people exhibit the continued influence effect when encountering misinformation and a 

subsequent correction when reading about socioscientific issues that are not politically polarized. 
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Partisan news sources are another frequent fount of misinformation or, at least, skewed views 

(Nisbet et al., 2015), and partisan beliefs connected to these sources and views may contribute to 

the occurrence of the continued influence effect, because such beliefs are deeply engrained in 

people’s personal identities (Lewandowsky et al., 2012; Vraga & Bode, 2017). Requiring news 

sources to provide their sources of information and at least allude to any evidence that 

contradicts what they are reporting is unrealistic and may cause more problems, but educators 

should recognize that misbeliefs arising from strong partisan views may be more challenging to 

address than others. Teachers should engage in practices that correct these misbeliefs in a variety 

of ways, including providing instruction and support for students in how to metacognitively 

monitor, control, and process information and ideas (C. S. Royce et al., 2019). 

Prebunking or inoculating people against misinformation may also be a best practice, and 

the review of the literature presented in Chapter 2 revealed that most previous attempts at 

intervening when people did experience the continued influence effect have been ineffective 

debunking efforts (Schwarz et al., 2007). There is significant support for such prebunking 

interventions in the recent literature (e.g., Barzilai & Chinn, 2020; van der Linden et al., 2017). 

The third study in this dissertation represented one of the first attempts at using a prebunking 

intervention aimed at reducing the effects of a cognitive bias based on prompting people’s 

epistemic vigilance through epistemic cognition and metacognitive scaffolds. Unfortunately, as 

the continued influence effect was not detected herein, it is challenging to make strong 

recommendations for practice, policy, and education. Nonetheless, it would seem wise for 

researchers and practitioners to continue to try and develop prebunking interventions aimed at 

reducing the people’s tendency to rely on discredited misinformation and their engagement in 

other biased thinking processes. 
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Potential Future Directions 

 Future research, based on these studies, could follow several routes. There was data 

collected in this dissertation that might be further examined to delve deeper into the conclusions 

drawn. A comparison between participants’ engagement with the intervention and their tendency 

to exhibit the continued influence effect could be conducted for the Misinformation-Correction-

Intervention group in Study 3. The participants’ engagement could be judged qualitatively 

through an examination of their responses to the open-ended questions in the intervention task or 

quantitatively through a word count in those responses. Similarly, the confidence ratings that 

people gave for their five closed-ended questions on the misbeliefs posttest measure could be 

compared to their expressed misbeliefs and prior ideas. These comparisons might help reveal 

calibration issues that participants had at the start of the survey (e.g., whether they expressed 

strong agreement with their knowledge of dietary supplements but also endorsed incorrect beliefs 

about the subject) and how their calibration affected their confidence in their answers later. It 

might also indicate whether high confidence or low confidence related to more effective 

modification of misbeliefs after corrective messaging. Low confidence ratings might indicate, for 

example, that the participants were engaging in epistemic vigilance, and perhaps were more 

likely to avoid falling prey to the continued influence effect. 

 The materials themselves could be tested further, although this should only be done after 

some revision. The pre-study measures aimed at targeting prior knowledge and prior beliefs 

about antioxidants loaded onto the same factor, which may indicate they need to be rethought 

and, at least, reworded. Additionally, the expectation was that the two unsupported statements 

(i.e., #2 “I believe that taking dietary supplements is important for everyone’s general health” 

and #5 “Dietary supplements are carefully monitored by the FDA”) would load negatively onto 
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factors, but in Study 2, statement #5 and #6 (i.e., “There is a great deal of misinformation online 

about dietary supplements”) and in Study 3 only statement #6 loaded this way. These unexpected 

loadings may accurately indicate characteristics of the participants (i.e., they are not calibrated 

regarding their antioxidant knowledge), but it may also indicate problems with the items 

themselves. Further psychometric review and testing, perhaps with an expert panel, would help 

address this potential issue. Additionally, the open-ended questions on the outcome measure did 

not appear to contribute much to the measures of antioxidant misbeliefs. A review of whether 

they should be replaced with closed-ended items or rephrased should be conducted before the 

misbeliefs posttest instrument is employed again. 

 Other directions can be taken to investigate specific questions arising from the studies 

conducted here. It is not clear if the continued influence effect was absent because of the 

materials or because of the topic of antioxidant supplementation. Developing parallel materials 

on another topic that has elicited the bias in the past, like vaccination, and then testing both sets 

of materials would help reveal the source of the lack of the bias found in this dissertation. This 

new study would largely replicate Study 2, but with six randomly assigned groups; there would 

be a No-Misinformation group, a Misinformation-No-Correction group, and a Misinformation-

Correction group that engaged with antioxidant materials as used in this dissertation, and a 

similar set of three groups that engaged with the parallel materials on vaccination. If the 

continued influence effect showed up in the set of groups reading about vaccination, but not 

about antioxidants, it could be concluded that the topic itself was a major factor in the results of 

these studies. If the bias showed up in neither set, it could indicate an issue with the design of the 

materials.  
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 On a similar note, the intervention designed for this dissertation could be conducted in a 

context in which the continued influence effect has already been demonstrated. The procedure 

from another recent study, such as Horne et al. (2015) or Bode and Vraga (2015), could easily be 

adapted to include the epistemic cognition and metacognition intervention exercise as it currently 

exists, because it was developed in a domain-general manner. Also, this could be done in the 

context of an older study (Johnson & Seifert, 1994) involving a fictional narrative (e.g., the 

building on fire). However, though designing such a study that would be relatively easy to do, I 

have become skeptical of whether the intervention as designed would work in any context. This 

skepticism is not supported by the findings from the studies in this dissertation, as the 

intervention was not truly tested due to the absence of the continued influence effect, however, it 

was prompted and fostered by several participants’ responses to the open-ended questions. These 

participants made allusions to not trusting either the accurate statements on antioxidants or the 

corrections, and, in some cases, they expressed skepticism about both. The intervention was 

designed to promote epistemic vigilance but in order to successfully work it would have had to 

help the participants differentially trust the correction over the original statements. More likely, 

if it worked at all, it would probably have prompted a phenomenon called “trust compression” 

(M. Caulfield, 2018), which is when they people develop a moderate distrust of everything. I 

have strong suspicions that domain-specific or even topic-specific interventions may be 

necessary to combat biases like the continued influence effect. Therefore, in future studies, I plan 

to develop these types of materials and would suggest that other researchers do the same. 

Conclusion 

 In this dissertation and the three studies that comprised it, I describe the development and 

testing of a novel set of materials to determine whether the continued influence effect, a 
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cognitive bias that occurs when people continue to use discredited information in their decision-

making and belief formation, occurred when people interacted with misinformation about the 

topic of antioxidant supplements. I also attempted to test whether an original prebunking 

intervention, composed of epistemic cognition and metacognition prompts and questions, could 

help reduce people’s tendency to engage in the continued use of misinformation by predisposing 

them to be more epistemically vigilant when reading about the topic of antioxidants. 

Participants’ beliefs were affected by the presence of misinformation, but a simple correction 

was also effective, and participants did not notably exhibit the bias. As such, the efficacy of the 

designed intervention remains untested. 
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APPENDIX A: STUDY 1 MATERIALS 

Directions for Participants for Study 2 and Study 3 

 

Study 2 Directions 

This study should take about 20-25 minutes. First, you will be asked to rate your level of 

agreement on a number of statements regarding four different topics in a Pre-Study Survey. Then 

you will read a number of messages about a health-related topic. After thinking about these 

statements carefully for 30 seconds (subsequent to reading them), you will be asked to answer 

several closed-ended questions and a few open-ended questions. Then you will be asked to 

provide some demographic information (e.g., age, gender). After you answer these questions, 

you will be able to read a full debriefing of this study. 

 

 

Study 3 Directions 

This study should take about 30-35 minutes. First, you will be asked to rate your level of 

agreement on a number of statements regarding four different topics in a Pre-Study Survey. 

Next, you will be asked to read and respond to a brief reading. Then you will read a number of 

messages about a health-related topic. After thinking about these statements carefully for 30 

seconds (after reading them), you will be asked to answer several closed-ended questions and a 

few open-ended questions. Then you will be asked to provide some demographic information 

(e.g., age, gender). After you answer these questions, you will be able to read a full debriefing of 

this study. 
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Pre-Study Survey 

Directions: For all scales, participants will be asked to rate their agreement with each of these 

items on a five-point Likert scale from Strongly Disagree to Strongly Agree.  

 

Health Care  

1. I know a great deal about dietary supplements (e.g., antioxidants). 

2. I believe that taking dietary supplements is important for everyone’s general health. 

3. I feel comfortable asking the pharmacist questions when I need medication. 

4. Attention check. Please answer neither agree nor disagree for this question. 

5. Dietary supplements are carefully monitored by the FDA. 

6. There is a great deal of misinformation online about dietary supplements. 

 

 

Distractor Scales  

 

Consequentialism (adapted from Horne et al., 2015) 

1. I know that it is never acceptable to harm someone, even if doing so would help many other 

people.  

2. I believe in life-or-death situations a person should take whatever means necessary to save the 

most lives.  

3. Attention check. Please answer somewhat disagree for this question.  

4. I feel the end result is the most important thing to consider when judging someone’s actions  

5. Lying is always wrong. 

6. People have an obligation to act in service of the greater good, even if that means hurting 

someone else.  

 

 

GMO Behavior/Intentions (adapted from Caple, 2019) 

1. I know it is important to avoid consuming genetically modified organisms/foods (GMOs).  

2. I believe that it is good to buy food products made with genetically modified organisms.  

3. I feel there should be labels on genetically modified organisms in food.  

4. Consuming items made with genetically modified organisms is potentially dangerous.  

5. Genetic modification of foods should be made illegal in the U.S.  

6. Attention check: Please answer strongly agree for this question.  
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Alternative Reading for Groups 1, 2, and 3 

 

Orientation Handout to Mindfulness (adapted from Teeft, 2017) 

 

What is Mindfulness? 

 

“Mindfulness means paying attention in a particular way; 

On purpose, in the present moment, and nonjudgmentally.” 

- Jon Kabat-Zinn, founder of the Mindfulness-

Based Stress Reduction Program 

 

The Benefits of Mindfulness 

Practicing mindfulness helps people: 

• feel less stressed out and anxious 

• become more connected to themselves, to others & to the world around them 

• learn that everything changes; thoughts & feelings come & go like the weather 

• to have more balance, less emotional volatility 

• to experience greater calm & peacefulness 

• to develop self-acceptance & self-compassion 

• feel happier & more satisfied with their life 

• have better physical & mental health 

 

What is Mindfulness? 

SOMETIMES PEOPLE... 

...drive somewhere, arrive at their destination, 

and realize they’ve totally “zoned-out” during 

the drive. 

 

...eat a meal, and realize they don’t even 

remember how it tasted. 

 

... have a conversation and then realize they 

totally missed or forgot what the other person 

was talking about. 

 

...spend 3 hours on Facebook and have no idea 

what they looked at. 

 

These are examples of how easy being “MindLESS” is: 

doing things without thinking! 

 

 Please respond to the following question. Would you feel differently about a person if 

you knew that they meditated? Why or why not? 
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Simply: Mindfulness is when you are living in the here and now.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Many people spend a lot of time thinking about things that have happened in the past or 

worrying about the future. When people are consumed with things that have already 

happened or have yet to happen, they spend a lot of energy on things that can’t be 

changed. This can make them feel overwhelmed, anxious, depressed, and powerless. 

 

Mindfulness activities train the mind to come back to the present moment, the moment 

where we have power. 

 

Mindfulness involves activities like meditation (a state of awareness that can be guided 

or unguided), body scans (guided attention to various parts of the body and the 

sensations that arise), and yoga (postures to connect mind, body, breath). 
 

Lots of mindfulness activities use breath to 

connect to the present moment. Focusing on 

inhaling and exhaling is a great way to stay in 

the moment when someone is getting pulled 

back into the past, or forward into worries of the 

future. 

 

   Focusing on each breath allows people to notice    

their thoughts without becoming tangled in        

them. 

 

Thoughts come and go – people don’t need to 

engage a thought or judge a thought (as “good” 

or “bad”), as they are not defined by that 

thought. 

  
Thoughts come and they go; people have a choice whether to act on them or not. 

Please respond to the following question. What might you suggest to someone 

with anxiety, other than meditation? 

 

https://www.meditationlifeskills.com/techniques-of-mindfulness/
https://creativecommons.org/licenses/by-nc-nd/3.0/
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Mindfulness is about observation without criticism; being kind to oneself. Mindfulness 

allows a person to catch negative thought patterns before they tip them into a downward 

spiral. It begins the process of putting the person back in control of their life. 

 

Thoughts may trigger emotions. Some may be good emotions, some may be felt as 

 

negative emotions – but these emotions are all part of the experience of being present. 

 

Mindfulness helps a person recognize emotions without becoming tangled up in them, 

and accepting these emotions as states that will come and go. 

 

Myths of Mindfulness 

 

• Meditation is not a religion. 

Mindfulness is simply a method of 

mental training. Many people who 

practice meditation are religious, but 

many atheists and agnostics are 

meditators too. 

 

• Sitting cross-legged on the floor is 

not necessary. Many people sit 

on chairs or lie down, but one can  

also practice bringing mindful awareness on the bus or while walking to work. A person 

can be mindful more or less anywhere. 

 

• Mindfulness practice does not take a lot of time – 3 minutes a day! – but people have 

to do it regularly to see the benefits. 

 

• Meditation is not complicated. It is not about “success” or “failure”. Even when 

meditation feels difficult, people can learn something valuable about how they think. 

 

 

 

 

  

Please respond to the following question. Do you see some possible benefits 

from practicing mindful meditation? Which ones stick out to you? 

 

 

 

https://blogs.iriss.org.uk/innovate/2014/06/09/mind-full-or-mindful-making-space-for-creativity/comment-page-1/
https://creativecommons.org/licenses/by-nc/3.0/
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Epistemic Cognition and Metacognition Intervention 

Making Decisions about Knowledge Claims 

“I seem, then, in just this little thing to be wiser than this man at any rate, that what I do not 

know I do not think I know either.” (ascribed to Socrates in Plato’s Apology) 

How do you know what you know? What makes knowledge different than belief? Why are you 

more certain about things you know and less sure about others? 

Plato and Socrates were ancient philosophers who understood the complexity involved in 

“knowing” and in claiming such knowledge. They recognized that people can feel differently 

about knowledge (Are they curious? Are they naturally skeptical?) and may have different 

beliefs about the sources of knowledge and information (Are authorities trustworthy? What 

sources of information are credible and why?). It is important for people to be thoughtful about 

making decisions about knowledge claims and distinguish between levels of certainty, especially 

in in the digital age. 

 

Knowledge in Modern Society 

• Many people today are worried about how we gain knowledge in the digital 

age.  

o There is a lot of information that is easy to access but sometimes 

contradictory.  

o Accurate information is mixed in with inaccurate information. 

 

 

When you are curious about something, do you… 

...Google it and look at the first website? 

...try and find out what experts on the topic 

say and whether they are in consensus? 

... ask someone you know? 

...look for answers on Twitter or Facebook? 

 

These are strategies that almost all people use at times, 

but depending on what we’re investigating, they may 

not be appropriate and may lead to misconceptions.  

This is why it is so important to think about how you’re 

thinking and reflect on whether there are better ways to 

go about gaining and affirming accurate ideas.

Please respond to the following question. When you look for information on a topic, how 

do you ensure the information you find is accurate and trustworthy? 

https://www.peoplematters.in/article/lnd-week/wave-group-learning-existing-wealth-knowledge-12272
https://creativecommons.org/licenses/by-nc-sa/3.0/
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Some things to ask yourself when you are reading something or trying to learn 

about something. 

• What do I know about this topic already?  

• How sure am I about my existing knowledge (that is, what I knew before I started 

reading)?  

o What are my justifications for saying I know these things (i.e., was I told 

by someone I trust?  

o Have I had relevant experiences?  

o Have I corroborated evidence from multiple sources?)?  

• What are my existing beliefs about this topic?  

o Am I just looking for evidence to support my current beliefs or am I 

considering other evidence and arguments?  

• Do I know enough about this topic to judge actual data, or should I be looking at 

what experts say?  

o Who are the experts and why are they experts? 

 

One way to think about knowledge is as “justified, true belief.”  

A classic example is the statement is “All swans are white.” If you believe all 

swans are white, and you have only seen white swans (personal experience as 

justification – perhaps not usually the best justification) and it appears to be the 

case (no one has ever seen a swan that was not white, so it appears to be true), 

then you can say you know all swans are white. But if black swans are identified 

at some point, you have to “revise” your knowledge. 

 

 
 

 

 

 

 

 

 

 

 

This Photo by Unknown Author is licensed under CC 

BY-SA 

Please respond to the following question. What kind of questions do you ask yourself 

when you are reading or looking at information? What are some reasons that you 

revise what you’re thinking? 

 

http://en.wikipedia.org/wiki/File:Black_swan_jan09.jpg
https://creativecommons.org/licenses/by-sa/3.0/
https://creativecommons.org/licenses/by-sa/3.0/
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This Photo by Unknown Author is 

licensed under CC BY-SA-NC 

Thinking about Our Thinking 

• It is important for us to think about ourselves as a “knower.”  

o For example, an individual may recognize that they are sometimes uncertain about 

the trustworthiness of what they read online or in social media. Or they may 

recognize that they have a tendency to trust one television news channel more than 

another because they grew up watching that channel. 

• It is important to recognize and understand other people as “knowers.”  

o For example, we may recognize that person X is an expert about topic A but is not 

very knowledgeable about topic B. Or we may know that a friend of ours is 

passionate about a topic because of a meaningful personal experience, but they do 

not carefully consider other evidence about that topic. 

• It is important to think about how different people may think they “know” 

differently.  

o For example, as individuals, we may recognize that we are constantly learning 

through new experiences and interactions with other people and new information.  

• Think about our thinking can guide us in performing an activity that will result in 

knowing.  

o For example, such thinking helps us determine when, why, and how to corroborate 

websites by seeking out multiple websites and comparing their sources and claims. 

This may involve “lateral reading” (that is, reading across many connected sites to 

make judgments instead of just digging deep into a single one) to establish 

credibility. 

• Thinking about our thinking also includes 

understanding when we should reconsider how 

confident we are about our knowledge. 

o For example, we need to think carefully 

about whether we have enough information 

to feel confident about a specific 

knowledge task (understanding a topic or 

creating a complete argument) or if there 

may be some reasons to express doubt 

about some ideas or even rule certain 

information out. 

 

 

 

 

 

 

 

 

 

 

Please respond to the following question. What kind of evidence makes you 

confident in saying you “know” something? What would make you suspend 

judgmental commitment (that is, recognize that you don’t know enough to say you 

“know” something)? 

https://ecampusontario.pressbooks.pub/growthandgoalscourse/chapter/metacognition/
https://creativecommons.org/licenses/by-nc-sa/3.0/
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Messages about Diet and Antioxidants (for Group 1) 

1. A healthy diet can be beneficial to a person’s overall wellness. 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

4. This theory focuses on the threat that chemicals called free radicals pose to the body. 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

9. Recent rigorous studies have demonstrated that taking antioxidant supplement pills is not 

effective for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses. 

10. Antioxidant supplements are a multi-billion-dollar industry. 

11. Some food companies add antioxidants to their processed foods and drinks. 

12. Antioxidants in foods may have health benefits because they work in combination with other 

nutrients, plant chemicals, and even other antioxidants present in the same food. 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Messages about Diet and Antioxidants  

1. A healthy diet can be beneficial to a person’s overall wellness. 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

4. This theory focuses on the threat that chemicals called free radicals pose to the body. 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

9. Recent rigorous studies have demonstrated that taking antioxidant supplement pills is effective 

for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses. 

10. Antioxidant supplements are a multi-billion-dollar industry. 

11. Some food companies add antioxidants to their processed foods and drinks. 

12. Antioxidants in foods may have health benefits because they work in combination with other 

nutrients, plant chemicals, and even other antioxidants present in the same food. 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Correction of Message #9  

Message #9 above was stated in error. It should have read “Recent rigorous studies have NOT 

demonstrated that antioxidant supplementation is effective for prevention and treatment of 

cancer, cataracts, heart conditions, and other illnesses.” Taking them may even be harmful. 
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Misbeliefs Posttest 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.] 

☐ Eat foods rich in antioxidants 

☐ Maintain a healthy diet 

☐ Take antioxidant supplements 

☐ Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages. [Check all that apply.] 

☐ Eat foods rich in antioxidants 

☐ Maintain a healthy diet 

☐ Take antioxidant supplements 

☐ Consult your doctor about your diet and related decisions 

 

3. Which of the following processes can generate free radicals? [Check all that apply.] 

☐ Exercise 

☐ Metabolic processes 

☐ Eating fruits and vegetables 

☐ Exposure to sunlight 

 

4. Which of the following can be harmful? [Check all that apply.] 

☐ Exposure to air pollution 

☐ Eating a healthy diet 

☐ Taking antioxidant supplements 

☐ Lack of food 

 

5. Which of the following are true? [Check all that apply.] 

☐ Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

☐ Antioxidation supplementation is a multi-billion-dollar industry 

☐ Rigorous research has supported the benefits of taking antioxidation supplements 

☐ Many foods and drinks have antioxidant additives in them.  

 

6. What are your main takeaways from the messages? 

 

 

7. What surprised you about the messages? 

 

 

8. Do you plan to do anything different based on the messages you read? If so, what? 
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Confidence Ratings 

Directions: Based on your previous answers to the question below, please indicate your 

confidence level in your answer by circling the appropriate number.   

Scale: 1 = not very confident; 2 = not confident; 3 = neutral; 4 = confident; 5 = very confident 

 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.]   

Confidence Rating: 1 2 3 4 5 

☐ Eat foods rich in antioxidants 

☐ Maintain a healthy diet 

☐ Take antioxidant supplements 

☐ Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages. [Check all that apply.]  

Confidence Rating: 1 2 3 4 5 

☐ Eat foods rich in antioxidants 

☐ Maintain a healthy diet 

☐ Take antioxidant supplements 

☐ Consult your doctor about your diet and related decisions 

 

3. Which of the following processes can generate free radicals? [Check all that apply.] 

Confidence Rating: 1 2 3 4 5 

☐ Exercise 

☐ Metabolic processes 

☐ Eating fruits and vegetables 

☐ Exposure to sunlight 

 

4. Which of the following can be harmful? [Check all that apply.] 

Confidence Rating: 1 2 3 4 5 

☐ Exposure to air pollution 

☐ Eating a healthy diet 

☐ Taking antioxidant supplements 

☐ Lack of food 

 

5. Which of the following are true? [Check all that apply.] 

Confidence Rating: 1 2 3 4 5 

☐ Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

☐ Antioxidation supplementation is a multi-billion-dollar industry 

☐ Rigorous research has supported the benefits of taking antioxidation supplements 

☐ Many foods and drinks have antioxidant additives in them.  
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6. What are your main takeaways from the messages? 

Confidence Rating: 1 2 3 4 5 

 

7. What surprised you about the messages? 

Confidence Rating: 1 2 3 4 5 

 

8. Do you plan to do anything different based on the messages you read? If so, what? 

Confidence Rating: 1 2 3 4 5 
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Demographic Survey 

1. What is your age? ___ 

2. What is the best description of your gender? 

☐ Female (cis female) 

☐ Male (cis male) 

☐ Trans-female 

☐ Trans-male 

☐ Gender fluid 

☐ Agender 

☐ Non-binary 

☐ Not listed (please state): ________________ 

☐ Prefer not to answer 

 

3. What is your race/ethnicity? 

☐ Latinx/Latino/Latina 

☐ Black/African American 

☐ Native American 

☐ Asian/Pacific Islander 

☐ White/Caucasian 

☐ Multiracial 

☐ Prefer not to answer 

 

4. What is the highest degree or level of school you have completed? (If you are currently 

enrolled in school, please indicate the highest degree you have received.) 

☐ Some high school 

☐ High school diploma or equivalent 

☐ Bachelor’s degree 

☐ Master’s degree 

☐ Doctorate 

☐ Other (please specify): _______________ 

 

5. What is your current employment status (select one): 

☐ Employed full-time (40+ hours a week) 

☐ Employed part-time (less than 40 hours a week) 

☐ Unemployed (currently looking for work) 

☐ Unemployed (not currently looking for work) 

☐ Student 

☐ Retired 

☐ Self-employed 

☐ Prefer not to answer 
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6. What is your annual household income? 

☐ Below $25,000 

☐ $25,000 - $50,000 

☐ $50,000 - $75,000 

☐ $75,000 - $100,000 

☐ Above $100,000 

☐ Prefer not to answer 

 

7. What is your political affiliation? 

☐ Republican 

☐ Democrat 

☐ Independent 

☐ None 

☐ Prefer not to answer 
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Debriefing Information 

You have just participated in a study on the effects of an epistemic cognition intervention 

on the continued influence effect. The continued influence effect is a cognitive bias in which 

people continue to use information that has been discredited or retraction to make decisions or 

answer questions. One of the messages that you read (#9: Recent rigorous studies have 

demonstrated that antioxidant supplementation (taking pills) is effective for prevention and 

treatment of cancer, cataracts, heart conditions, and other illnesses) is incorrect. Depending on 

which group you were in, you may have seen a retraction of this message that read: Message #9 

above was in error. It should have read “Recent rigorous studies have NOT demonstrated that 

antioxidant supplementation is effective for prevention and treatment of cancer, cataracts, heart 

conditions, and other illnesses.” Taking them may even be harmful. Initial studies on 

antioxidants, especially on people who get them from antioxidant-rich fruits, vegetables, 

and legumes were positive, but rigorous random-controlled studies conducted more 

recently have not supported any benefits to taking antioxidant supplements (pills) or 

eating/drinking foods with antioxidant additives. In fact, some studies have shown that 

these behaviors may be linked to higher incidents of various diseases (e.g., skin cancer, lung 

cancer, prostate cancer) and that they may interfere with prescribed medicines 

(https://www.nccih.nih.gov/health/antioxidants-in-depth).  

 Please indicate your willingness to stay in the study or your desire to withdraw from the 

study by checking the corresponding box below. If you have questions or would like to be 

removed from the study, please contact the primary investigator, Brian Cartiff, at 

brianbri@live.unc.edu. Thank you for your time.  

 

https://www.nccih.nih.gov/health/antioxidants-in-depth
mailto:brianbri@live.unc.edu
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APPENDIX B: STUDY 1 SEMI-STRUCTURED INTERVIEW QUESTIONS 

 

Participant #_________       Date________ 

1. Were there any parts of the materials that you found particularly confusing? What do you 

think was the cause of your confusion? 

(NOTE: Questions digging into this issue further may be generated based on notes taken 

by the research during the think-aloud protocol and therefore may vary by participant.) 

 

 

 

2. In looking at the questions and prompts on the different instruments, were there any that 

you felt unsure what they were asking? How would you have answered these questions? 

 

 

 

3. Were the intervention and alternative reading on meditation clear? Would you have felt 

comfortable answering the questions as part of those reading activities? 

 

 

 

4. Was the intervention itself feasible, manageable, and reasonable? If not, what particularly 

felt unreasonable or unmanageable? 

 

 

 

5. Is there anything else that you would like to share about the materials that has not come 

up yet?
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APPENDIX C: STUDY 2 MATERIALS 

IRB Approved Consent Form for Study 2 

University of North Carolina at Chapel Hill 

Research Information Sheet 

IRB Study #: 22-2224 

Principal Investigator: Brian Cartiff 

 

For this survey you will be asked to complete psychological questionnaires and read some 

informative statements. Because we cannot fully describe the purpose of the research 

immediately, you will be unaware of the of the purpose of the study during participation. More 

information about the purpose of this study will be described once your participation is complete. 

 

Being in a research study is completely voluntary. You can choose not to be in this research 

study. You can also say yes now and change your mind later.  

 

Your participation in this study will take about 15 minutes. We expect that 450 people will take 

part in this research study. 

 

You can also choose to stop taking the survey at any time. You must be at least 18 years old to 

participate. If you are younger than 18 years old, please stop now. 

 

There is little to no risk involved in participating in this study. Risk of breach of confidentiality is 

a risk that concerns any research that stores data. To minimize this risk, your name will not be 

collected (just your MTurk ID #) and all data will be stored on a secure, password protected 

server. MTurk worker IDs will not be shared with anyone outside of the research team. Note that 

Amazon.com has stated that the MTurk platform is NOT meant to support participant 

anonymity. MTurk worker IDs are linked to Amazon.com public profiles. Amazon.com may 

disclose worker information; in the event that subjects contacts the study team through the 

MTurk platform, Amazon may provide names to the researcher.  Additionally, worker 

information may be available to others (who submit a request) for tax reporting purpose. 

 

Although there is no direct benefit to participants, you may find some of the questions and tasks 

to be interesting and personally informative. This research survey is confidential will be used for 

purely academic research purposes.  

 

Participation in this survey will take 15 minutes to complete, and you will be compensated $2.50 

for your participation. MTurk worker IDs will only be collected for the purposes of distributing 

compensation. Only workers who complete the entire study and all the questions and submit 

them will be compensated. All participants who faithfully complete the entire set of questions 

will be compensated, even if their responses are rejected for some reason. 

 

To protect your identity as a research subject, the research data will not be stored with your name 

and the researcher(s) will not share your information with anyone. In any publication about this 

research, your name or other private information will not be used. 
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Directions for Participants for Study 2 

This study should take about 15-20 minutes. There are four main tasks. 

1) First, you will be asked to rate your level of agreement on a number of statements.  

2) Then you will read and try and learn from a number of messages about a health-related 

topic. After reading these messages, you be asked to think about them for 30 seconds. 

3) Then you will be asked to answer several closed-ended questions and a few open-ended 

questions based on those messages.  

4) Finally, you will be asked to provide some demographic information and be able to read a 

debriefing of the study. 

 

 

 

 

 

 



 

282 

 

 Pre-Study Survey 

Directions: For each of the following statements, please rate your level of agreement.  

 

[Note: All scale options (Strongly Disagree, Disagree, Somewhat Disagree, Somewhat Agree, 

Agree, Strongly Agree) will be displayed in the Qualtrics survey as checkbox options.] 

 

1. I know a great deal about dietary supplements (e.g., antioxidants). 

2. I believe that taking dietary supplements is important for everyone’s general health. 

3. I feel comfortable asking the pharmacist questions when I need medication. 

4. Please answer somewhat disagree for this question. 

5. Dietary supplements are carefully monitored by the FDA. 

6. There is a great deal of misinformation online about dietary supplements. 

7. I know that it is never acceptable to harm someone, even if doing so would help many other 

people.  

8. I believe in life-or-death situations a person should take whatever means necessary to save the 

most lives.  

9. Please answer strongly agree for this question.  

10. I feel the end result is the most important thing to consider when judging someone’s actions. 

11. Lying is always wrong. 

12. People have an obligation to act in service of the greater good, even if that means hurting 

someone else.  

13. I know it is important to avoid consuming genetically modified organisms/foods (GMOs).  

14. I believe that it is good to buy food products made with genetically modified organisms.  

15. I feel there should be labels on genetically modified organisms in food.  

16. Consuming items made with genetically modified organisms is potentially dangerous.  

17. Genetic modification of foods should be made illegal in the U.S.  

18. Please answer disagree for this question.  
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 Messages about Diet and Antioxidants (all accurate) 

[Note: The “all accurate” above is to distinguish this page from the next. Participants in Study 2 

did not see that message.] 

 

 

Directions: Please learn about diet and antioxidants by reading the following statements. 

 

1. A healthy diet can be beneficial to a person’s overall wellness. 

 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

 

4. This theory of oxidative stress focuses on the threat that chemicals called free radicals pose to 

the body. 

 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

 

9. Recent rigorous studies have demonstrated that taking antioxidant supplements is not effective 

for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses. 

 

10. Antioxidant supplements are a multi-billion-dollar industry. 

 

11. Some food companies add antioxidants to their processed foods and drinks. 

 

12. Naturally-occurring antioxidants in foods may have health benefits because they work in 

combination with other nutrients, plant chemicals, and even other antioxidants present in the 

same food. 

 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Messages about Diet and Antioxidants (one inaccurate) 

[Note: The “one inaccurate” above is to distinguish this page from the previous one. Participants 

in Study 2 did not see this message.] 

 

Directions: Please learn about diet and antioxidants by reading the following statements. 

 

1. A healthy diet can be beneficial to a person’s overall wellness. 

 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

 

4. This theory of oxidative stress focuses on the threat that chemicals called free radicals pose to 

the body. 

 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

 

9. Recent rigorous studies have demonstrated that taking antioxidant supplements is effective for 

prevention and treatment of cancer, cataracts, heart conditions, and other illnesses. 

 

10. Antioxidant supplements are a multi-billion-dollar industry. 

 

11. Some food companies add antioxidants to their processed foods and drinks. 

 

12. Naturally-occurring antioxidants in foods may have health benefits because they work in 

combination with other nutrients, plant chemicals, and even other antioxidants present in the 

same food. 

 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Correction of Message #9 

Message #9 above was stated in error. It should have read “Recent rigorous studies have 

demonstrated that taking antioxidant supplements is NOT effective for prevention and treatment 

of cancer, cataracts, heart conditions, and other illnesses.” Taking them may even be harmful. 
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Misbeliefs Posttest 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages? [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult their doctor about their diet and related decisions 

 

3. Attention check. Please check only maintain a healthy diet. [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult your doctor about your diet and related decisions 

 

4. Which of the following processes can generate free radicals? [Check all that apply.] 

☐Exercise 

☐Metabolic processes 

☐Eating fruits and vegetables 

☐Exposure to sunlight 

 

5. Which of the following can be harmful? [Check all that apply.] 

☐Exposure to air pollution 

☐Eating a healthy diet 

☐Taking antioxidant supplements 

☐Lack of food 

 

6. Which of the following are true? [Check all that apply.] 

☐Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

☐Antioxidant supplements are a multi-billion-dollar industry 

☐Rigorous research has supported the benefits of taking antioxidant supplements 

☐Many foods and drinks have antioxidant additives in them  

 

7. What are your main takeaways from the messages? 

 

8. What surprised you about the messages? 
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9. Do you plan to do anything different based on the messages you read? If so, what? 
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Confidence Ratings 

Directions: Based on your previous answers to the questions below, please indicate your 

confidence level (not confident at all; slightly confident; moderately confident; very confident; 

completely confident) in your answer by circling the appropriate number.   

 

[Note: Participants first saw the original question and their response in Qualtrics and then were 

asked to indicate their confidence in that response with a checkbox answer. Below is a repeat of 

the five questions on which participants were asked to rate their confidence.] 

 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.]   

 Eat foods rich in antioxidants 

 Maintain a healthy diet 

 Take antioxidant supplements 

 Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages? [Check all that apply.]  

 Eat foods rich in antioxidants 

 Maintain a healthy diet 

 Take antioxidant supplements 

 Consult your doctor about your diet and related decisions 

 

3. Which of the following processes can generate free radicals? [Check all that apply.] 

 Exercise 

 Metabolic processes 

 Eating fruits and vegetables 

 Exposure to sunlight 

 

4. Which of the following can be harmful? [Check all that apply.] 

 Exposure to air pollution 

 Eating a healthy diet 

 Taking antioxidant supplements 

 Lack of food 

 

5. Which of the following are true? [Check all that apply.] 

Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

Antioxidant supplementation is a multi-billion-dollar industry 

Rigorous research has supported the benefits of taking antioxidant supplements 

Many foods and drinks have antioxidant additives in them.  
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Demographic Survey 

1. What is your age? ___ 

2. What is the best description of your gender?  

☐ Female (cis female) 

☐ Male (cis male) 

☐ Trans-female 

☐ Trans-male 

☐ Gender fluid 

☐ Agender 

☐ Non-binary 

☐ Not listed (please state): ________________ 

☐ Prefer not to answer 

 

3. What is your race/ethnicity? 

☐ Latinx/Latino/Latina 

☐ Black/African American 

☐ Native American 

☐ Asian/Pacific Islander 

☐ White/Caucasian 

☐ Multiracial 

☐ Prefer not to answer 

 

4. What is the highest degree or level of school you have completed? (If you are currently 

enrolled in school, please indicate the highest degree you have received.) 

☐ Some high school 

☐ High school diploma or equivalent 

☐ Associate degree 

☐ Bachelor’s degree 

☐ Master’s degree 

☐ Doctorate 

☐ Other (please specify): _______________ 

 

5. What is your current employment status (select the one(s) that best applies)? 

☐ Employed full-time (40+ hours a week) 

☐ Employed part-time (less than 40 hours a week) 

☐ Unemployed (currently looking for work) 

☐ Unemployed (not currently looking for work) 

☐ Student 

☐ Retired 

☐ Self-employed 
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☐ Prefer not to answer 

 

6. What is your annual household income? 

☐ Below $25,000 

☐ $25,000 - $50,000 

☐ $50,000 - $75,000 

☐ $75,000 - $100,000 

☐ Above $100,000 

☐ Prefer not to answer 

 

7. What is your political affiliation? 

☐ Republican 

☐ Democrat 

☐ Independent 

☐ None 

☐ Prefer not to answer 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

291 

 

Debriefing Information  

You have just participated in a study on the effects of an epistemic cognition and 

metacognition intervention on the continued influence effect. The continued influence effect is a 

cognitive bias in which people continue to use information that has been discredited to make 

decisions or answer questions. One of the messages that you may have read (#9: Recent rigorous 

studies have demonstrated that taking antioxidant supplements is effective for prevention and 

treatment of cancer, cataracts, heart conditions, and other illnesses) is incorrect. Depending on 

which group you were in, you may have also seen a correction of this message that read: 

Message #9 above was in error. It should have read “Recent rigorous studies have NOT 

demonstrated that antioxidant supplementation is effective for prevention and treatment of 

cancer, cataracts, heart conditions, and other illnesses.” Taking them may even be harmful. 

Initial studies on antioxidants, especially on people who get them from antioxidant-rich 

fruits, vegetables, and legumes, were positive, but rigorous random-controlled studies 

conducted more recently have not supported any benefits to taking antioxidant 

supplements (pills) or eating/drinking foods with antioxidant additives. In fact, some 

studies have shown that these behaviors may be linked to higher incidents of various 

diseases (e.g., skin cancer, lung cancer, prostate cancer) and that they may interfere with 

prescribed medicines (https://www.nccih.nih.gov/health/antioxidants-in-depth).  

 If you have questions or would like to be removed from the study, please contact the 

primary investigator, Brian Cartiff, at brianbri@live.unc.edu. Thank you for your time.  

 

  

 

 

 

https://www.nccih.nih.gov/health/antioxidants-in-depth
mailto:brianbri@live.unc.edu
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APPENDIX D: STUDY 3 MATERIALS 

IRB Approved Consent Form for Study 3 

University of North Carolina at Chapel Hill 

Consent to Participate in a Research Study 

Adult Participants  

Consent Form Version Date: 1/18/2023 

IRB Study # 22-3122 

Title of Study: The Effects of a Brief Intervention  

Principal Investigator: Cartiff, Brian 

Principal Investigator Department: School of Education 

Principal Investigator Phone number: (704) 488-6286 

Principal Investigator Email Address: brianbri@live.unc.edu  

Faculty Advisor: Jeff Greene 

Faculty Advisor Contact Information: (919) 966-7000 

 

For this survey you will be asked to complete psychological questionnaires, complete a short 

reading/response exercise, read and answer some questions about a series of informative 

statements, and provide some demographic information. Because we cannot fully describe the 

purpose of the research immediately, you will be unaware of the purpose of the study during 

participation. More information about the purpose of this study will be described once your 

participation is complete. 

Your participation in this study will take about 45 minutes. We expect that 600 people will take 

part in this research study. You can also choose to stop taking the survey at any time. You must 

be at least 18 years old to participate. If you are younger than 18 years old, please stop now. 

 

What are some general things you should know about research studies? 

You are being asked to take part in a research study.  To join the study is voluntary. 

You may choose not to participate, or you may withdraw your consent to be in the study, for any 

reason, without penalty. 

 

Research studies are designed to obtain new knowledge. This new information may help people 

in the future.   You may not receive any direct benefit from being in the research study. There 

also may be risks to being in research studies.  

Details about this study are discussed below.  It is important that you understand this information 

so that you can make an informed choice about being in this research study.  

 

What is the purpose of this study? 

Because of the nature of this research study, the purpose cannot be revealed at this time. At the 
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end of the study, you will be fully informed about the nature of the study and different aspects of 

the study. You will also be given a chance to withdraw at this time. 

Are there any reasons you should not be in this study? 

There is little to no risk involved in participating in this study. Risk of breach of confidentiality is 

a risk that concerns any research that stores data. To minimize this risk, your name will not be 

collected (just your MTurk ID #) and all data will be stored on a secure, password protected 

server. MTurk worker IDs will not be shared with anyone outside of the research team. Note that 

Amazon.com has stated that the MTurk platform is NOT meant to support participant 

anonymity. MTurk worker IDs are linked to Amazon.com public profiles. Amazon.com may 

disclose worker information; in the event that subjects contacts the study team through the 

MTurk platform, Amazon may provide names to the researcher. Additionally, worker 

information may be available to others (who submit a request) for tax reporting purpose. 

 

How many people will take part in this study? 

Approximately 600 people will take part in this study. 

 

How long will your part in this study last? 

Your participation in this study will take about 45 minutes. There will be no follow-up. 

 

What will happen if you take part in the study? 

For this survey you will be asked to complete questionnaires, complete a short reading/response 

exercise, and read some informative statements. For the purposes of this study, you will be 

randomly assigned to one of four groups. The nature of this groups will be revealed at the end of 

the study. The procedure for participants in all four groups will be the same. 

 Specific steps include: 

• First, you will be asked to rate your level of agreement with a number of statements. 

• Then you will complete a short reading/response activity that includes answering 

three open-ended questions throughout the reading. 

• Then you will be asked to read and learn about a topic by reading a number of 

statements about it. 

• Then you will answer several questions about these statements. 

• Finally, you will answer a few demographic questions. 

At the completion of these steps, you will be told what the nature of the study is in more 

detail. You will be given information on how to withdraw from the study if you wish to do so at 

this time.  

What are the possible benefits from being in this study? 

Research is designed to benefit society by gaining new knowledge.  You will not benefit 

personally from being in this research study. 

 

What are the possible risks or discomforts involved from being in this study? 

There is little to no risk involved in participating in this study. Risk of breach of confidentiality is 
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a risk that concerns any research that stores data. There may be uncommon or previously 

unknown risks. You should report any problems to the researcher. 

 

 

What if we learn about new findings or information during the study?  

You will be given any new information gained during the course of the study that might affect 

your willingness to continue your participation.  

How will information about you be protected? 

To protect your identity as a research subject, the research data will not be stored with your name 

and the researchers will not share your information with anyone. Note that Amazon.com has 

stated that the MTurk platform is NOT meant to support participant anonymity. MTurk worker 

IDs are linked to Amazon.com public profiles. Amazon.com may disclose worker information; 

in the event that subjects contacts the study team through the MTurk platform, Amazon may 

provide names to the researcher. Additionally, worker information may be available to others 

(who submit a request) for tax reporting purpose. Because of this issue, your MTurk ID # will 

also be deleted from most research files and only kept to ensure proper compensation. All data 

files will be stored on password protected devices, which only the researchers have access to.  

Participants will be identified in any report or publication about this study.  We may use de-

identified data and/or specimens from this study in future research without additional consent. 

Although every effort will be made to keep research records private, there may be times when 

federal or state law requires the disclosure of such records, including personal information.  This 

is very unlikely, but if disclosure is ever required, UNC-Chapel Hill will take steps allowable by 

law to protect the privacy of personal information.  In some cases, your information in this 

research study could be reviewed by representatives of the University, research sponsors, or 

government agencies (for example, the FDA) for purposes such as quality control or safety. 

De-identified responses may be used for additional research without your consent. 

What will happen if you are injured by this research? 

All research involves a chance that something bad might happen to you.  If you are hurt, become 

sick, or develop a reaction from something that was done as part of this study, the researcher will 

help you get medical care, but the University of North Carolina at Chapel Hill has not set aside 

funds to pay you for any such injuries, illnesses or reactions, or for the related medical care.  Any 

costs for medical expenses will be billed to you or your insurance company.  You may be 

responsible for any co-payments and your insurance may not cover the costs of study related 

injuries. 

If you think you have been injured from taking part in this study, call the Principal Investigator at 

the phone number provided on this consent form.  They will let you know what you should do.  

By signing this form, you do not give up your right to seek payment or other rights if you are 

harmed as a result of being in this study. 
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What if you want to stop before your part in the study is complete? 

You can withdraw from this study at any time, without penalty by simply closing out the browser 

and ending the survey.  The investigators also have the right to stop your participation at any 

time. This could be because you have failed to follow instructions, or because the entire study 

has been stopped. 

 

If you withdraw or are withdrawn from this study all data collected up until the point of 

withdrawal will be retained, however no additional information will be collected. If you 

withdraw or are withdrawn from this study all data collected will be destroyed and no additional 

data will be collected.  

Will you receive anything for being in this study? 

 

You will be receiving $6.00 for taking part in this study. Any payment provided for participation 

in this study may be subject to applicable tax withholding obligations. 

 

Will it cost you anything to be in this study? 

 

It will not cost you anything to be in this study.  

 

What if you have questions about this study? 

You have the right to ask, and have answered, any questions you may have about this research. If 

you have questions about the study (including payments), complaints, concerns, or if a research-

related injury occurs, you should contact the researchers listed on the first page of this form. 

 

What if you have questions about your rights as a research participant? 

All research on human volunteers is reviewed by a committee that works to protect your rights 

and welfare.  If you have questions or concerns about your rights as a research subject, or if you 

would like to obtain information or offer input, you may contact the Institutional Review Board 

at 919-966-3113 or by email to IRB_subjects@unc.edu.  

 

You will show your consent by continuing with the study. If you do not consent, please 

close out your web browser now. You will be given information at the end of the study on 

how to withdraw if you choose to do so at that time. 
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Directions for Participants for Study 3 

This study should take about 40-45 minutes. There are five main tasks. 

1) First, you will be asked to rate your level of agreement on a number of statements.  

2) Next, you will be asked to read and respond to a brief three-page reading.  

3) Then you will read and try and learn from a number of messages about a health-related 

topic. After reading these messages, you be asked to think about them for 30 seconds. 

4) Then you will be asked to answer several closed-ended questions and a few open-ended 

questions based on those messages.  

5) Finally, you will be asked to provide some demographic information and be able to read a 

debriefing of the study. 
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Pre-Study Survey 

Directions: For each of the following statements, please rate your level of agreement.  

 

[Note: All scale options (Strongly Disagree, Disagree, Somewhat Disagree, Somewhat Agree, 

Agree, Strongly Agree) will be displayed in the Qualtrics survey as checkbox options.] 

 

1. I know a great deal about dietary supplements (e.g., antioxidants). 

2. I believe that taking dietary supplements is important for everyone’s general health. 

3. I feel comfortable asking the pharmacist questions when I need medication. 

4. Please answer somewhat disagree for this question. 

5. Dietary supplements are carefully monitored by the FDA. 

6. There is a great deal of misinformation online about dietary supplements. 

7. I know that it is never acceptable to harm someone, even if doing so would help many other 

people.  

8. I believe in life-or-death situations a person should take whatever means necessary to save the 

most lives.  

9. Please answer strongly agree for this question.  

10. I feel the end result is the most important thing to consider when judging someone’s actions. 

11. Lying is always wrong. 

12. People have an obligation to act in service of the greater good, even if that means hurting 

someone else.  

13. I know it is important to avoid consuming genetically modified organisms/foods (GMOs).  

14. I believe that it is good to buy food products made with genetically modified organisms.  

15. I feel there should be labels on genetically modified organisms in food.  

16. Consuming items made with genetically modified organisms is potentially dangerous.  

17. Genetic modification of foods should be made illegal in the U.S.  

18. Please answer disagree for this question.  
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What is Mindfulness? 

[Note: Because of limitations in Qualtrics, the reading did not look exactly like this document 

(e.g., the images were at the bottom of the pages of text but before the questions).] 

 

“Mindfulness means paying attention in a particular way; 

On purpose, in the present moment, and nonjudgmentally.” 

- Jon Kabat-Zinn, founder of the Mindfulness-

Based Stress Reduction Program 

 

The Benefits of Mindfulness 

Practicing mindfulness helps people: 

• feel less stressed out and anxious 

• become more connected to themselves, to others & to the world around them 

• learn that everything changes; thoughts & feelings come & go like the weather 

• to have more balance, less emotional volatility 

• to experience greater calm & peacefulness 

• to develop self-acceptance & self-compassion 

• feel happier & more satisfied with their life 

• have better physical & mental health 

 

What is Mindfulness? 

SOMETIMES PEOPLE... 

...drive somewhere, arrive at their destination, 

and realize they’ve totally “zoned-out” during 

the drive. 

 

...eat a meal and realize they don’t even 

remember how it tasted. 

 

... have a conversation and then realize they 

totally missed or forgot what the other person 

was talking about. 

 

...spend 3 hours on Facebook and have no idea 

what they looked at. 

 

These are examples of how easy being “MindLESS” is: 

doing things without thinking! 

 

 

 

 

 

 

 

Please respond to the following questions. Would you feel differently about a person if 

you knew that they meditated? Why or why not? 
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This Photo by Unknown Author is licensed under 

CC BY-NC-ND 

Simply: Mindfulness is when you are living in the here and now.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Many people spend a lot of time thinking about things that have happened in the past or 

worrying about the future. When people are consumed with things that have already 

happened or have yet to happen, they spend a lot of energy on things that can’t be 

changed. This can make them feel overwhelmed, anxious, depressed, and powerless. 

 

Mindfulness activities train the mind to come back to the present moment, the moment 

where we have power. 

 

Mindfulness involves activities like meditation (a state of awareness that can be guided 

or unguided), body scans (guided attention to various parts of the body and the 

sensations that arise), and yoga (postures to connect mind, body, breath). 
 

Lots of mindfulness activities use breath to 

connect to the present moment. Focusing on 

inhaling and exhaling is a great way to stay in 

the moment when someone is getting pulled 

back into the past, or forward into worries of the 

future. 

 

   Focusing on each breath allows people to notice    

their thoughts without becoming tangled in        

them. 

 

Thoughts come and go – people don’t need to 

engage a thought or judge a thought (as “good” 

or “bad”), as they are not defined by that 

thought. 

  
Thoughts come and they go; people have a choice whether to act on them or not. 

Please respond to the following question. What might you suggest to someone 

with anxiety, other than meditation? 

 

https://www.meditationlifeskills.com/techniques-of-mindfulness/
https://creativecommons.org/licenses/by-nc-nd/3.0/
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This Photo by Heidi Forbes Öste is licensed under CC BY-NC 

 

Mindfulness is about observation without criticism, being kind to oneself. Mindfulness 

allows a person to catch negative thought patterns before they tip them into a downward 

spiral. It begins the process of putting the person back in control of their life. 

 

Thoughts may trigger emotions. Some may be good emotions, some may be felt as 

negative emotions – but these emotions are all part of the experience of being present. 

 

Mindfulness helps a person recognize emotions without becoming tangled up in them and 

accepting these emotions as states that will come and go. 

 

Addressing Myths of Mindfulness 

 

Meditation is not a religion. 

Mindfulness is simply a method of 

mental training. Many people who 

practice meditation are religious, but 

many atheists and agnostics are 

meditators too. 

 

Sitting cross-legged on the floor is not 

necessary. Many people sit on chairs or 

lie down, but one can also practice 

bringing mindful awareness on the bus 

or while walking to work. A person can 

be mindful more or less anywhere. 

 

Mindfulness practice does not take a lot of time – 3 minutes a day! – but people have 

to do it regularly to see the benefits. 

 

Meditation is not complicated. It is not about “success” or “failure”. Even when 

meditation feels difficult, people can learn something valuable about how they think. 

 

 

 

 

  

Please respond to the following questions. Do you see some possible benefits 

from practicing mindful meditation? Which ones stick out to you? 

 

 

 

https://blogs.iriss.org.uk/innovate/2014/06/09/mind-full-or-mindful-making-space-for-creativity/comment-page-1/
https://creativecommons.org/licenses/by-nc/3.0/
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This Photo by Unknown Author is licensed under CC BY-SA-NC 

Making Decisions about Knowledge Claims 

[Note: Because of limitations in Qualtrics, the reading did not look exactly like this document 

(e.g., the images were at the bottom of the pages of text but before the questions).] 

 

“Although I do not suppose that either of us knows anything really beautiful and good, I 

am better off than he is, - for he knows nothing, and thinks that he knows. I neither know 

nor think that I know.”   - ascribed to Socrates in Plato’s Apology 

 

How do you know what you know? What makes knowledge different than belief? Why are you 

more certain about some things you know and less sure about others? 

Plato and Socrates were ancient philosophers who understood the complexity involved in 

“knowing” and in claiming such knowledge. They recognized that people can feel differently 

about knowledge. For example, they knew that some people are more curious about certain 

topics than other people are. These philosophers also understood that different people may have 

different beliefs about the sources of knowledge and information. For example, some people 

believe authorities are trustworthy, while others are more skeptical.  

In today’s world, Plato and Socrates would challenge people to think about sources of 

information and consider the credibility of the sources carefully. They would agree that, in the 

digital age, it is critical for people to be thoughtful in making decisions about knowledge claims 

and in distinguishing between levels of certainty. 

Knowledge in Modern Society 

• Many people today are worried about how we gain knowledge in the digital 

age.  

o There is a lot of information that is easy to access but sometimes 

contradictory.  

o Accurate information is mixed in with inaccurate information. 

 

When you are curious about something, do you… 

...Google it and look at the first website? 

...try and find out what experts on the topic 

say and whether they are in consensus? 

... ask someone you know? 

...look for answers on Twitter or Facebook? 

 

These are strategies that almost everyone uses at times, 

but depending on what’s being investigated, they may 

not be appropriate and may lead to misconceptions.  

This is why it is so important to think about how you’re 

thinking and reflect on whether there are better ways to 

go about gaining and affirming accurate ideas.

Please respond to the following question. When you look for information on a topic, how 

do you ensure the information you find is accurate and trustworthy? 

https://www.peoplematters.in/article/lnd-week/wave-group-learning-existing-wealth-knowledge-12272
https://creativecommons.org/licenses/by-nc-sa/3.0/
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Some things to ask yourself when you are reading something or trying to learn 

about something. 

• What do I know about this topic already?  

• How sure am I about my what I already thought I knew?  

o What are my justifications for saying I know these things?  

▪ Was I told by someone I trust? Have I had relevant experiences? 

Have I corroborated evidence from multiple sources?  

• What are my existing beliefs about this topic?  

o Am I just looking for evidence to support my current beliefs or am I 

considering other evidence and arguments?  

• Do I know enough about this topic to judge actual data, or should I be looking at 

what experts say?  

o Who are the experts and why are they experts? 

 

One way to think about knowledge is as “justified, true belief.”  

A classic example is the statement “All swans are white.” If you believe all swans 

are white (belief), you have only ever seen white swans (justification), and no one 

else has seen a non-white swan either (apparent truth), then you can say you 

know “all swans are white.” But if black swans are identified at some point, you 

have to revise your knowledge. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

This Photo by Unknown Author is licensed under CC BY-SA 

Please respond to the following questions. What kind of questions do you ask yourself 

when you are reading or looking at information? What are some reasons that you 

revise what you’re thinking? 

 

http://en.wikipedia.org/wiki/File:Black_swan_jan09.jpg
https://creativecommons.org/licenses/by-sa/3.0/
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BY-SA-NC 

Thinking about Our Thinking 

• It is important for us to think about ourselves as a “knower.”  

o For example, you may recognize that you are sometimes uncertain about the 

trustworthiness of what you read online or in social media.  

o Or you may recognize that you have a tendency to trust one television news channel 

more than another because you grew up watching that channel. 

 

• It is important to recognize and understand other people as “knowers.”  

o For example, you may recognize that person X is an expert about topic A but is not 

very knowledgeable about topic B.  

o Or you may know that a friend who is passionate about a topic because of a 

meaningful personal experience but recognize they do not carefully consider other 

evidence about that topic. 

 

• Thinking about our thinking can guide us in performing an activity that will result in 

knowing.  

o For example, such thinking helps us determine when, why, and how to corroborate 

information. 

o This may involve “lateral reading,” which involves reading across many connected 

sites to judge the credibility of information sources and their knowledge claims, 

rather than just digging deep into a single source. 

 

• Thinking about our thinking also includes 

understanding when we should reconsider how 

confident we are about our knowledge. 

o For example, we need to think carefully 

about whether we have enough information 

to feel confident about achieving a specific 

knowledge task, like understanding the 

points of an argument. 

o We also need to determine if there may be 

some valid reasons to doubt some 

expressed ideas or even rule certain 

information out. 

 

 

 

 

 

 

 

 

 

Please respond to the following questions. What kind of evidence makes you 

confident in saying you “know” something? What would make you recognize that 

you don’t know enough to say you “know” something? 

https://ecampusontario.pressbooks.pub/growthandgoalscourse/chapter/metacognition/
https://creativecommons.org/licenses/by-nc-sa/3.0/
https://creativecommons.org/licenses/by-nc-sa/3.0/
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Messages about Diet and Antioxidants (all accurate) 

[Note: The “all accurate” above is to distinguish this page from the next. Participants in Study 3 

did not see that message.] 

 

Directions: Please learn about diet and antioxidants by reading the following statements. 

 

1. A healthy diet can be beneficial to a person’s overall wellness. 

 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

 

4. This theory of oxidative stress focuses on the threat that chemicals called free radicals pose to 

the body. 

 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

 

9. Recent rigorous studies have demonstrated that taking antioxidant supplements is not effective 

for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses, and taking 

them may even be harmful. 

 

10. Antioxidant supplements are a multi-billion-dollar industry. 

 

11. Some food companies add antioxidants to their processed foods and drinks. 

 

12. Naturally-occurring antioxidants in foods may have health benefits because they work in 

combination with other nutrients, plant chemicals, and even other antioxidants present in the 

same food. 

 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Messages about Diet and Antioxidants (one inaccurate) 

[Note: The “one inaccurate” above is to distinguish this page from the previous one. Participants 

in Study 3 did not see this message.] 

 

Directions: Please learn about diet and antioxidants by reading the following statements. 

 

1. A healthy diet can be beneficial to a person’s overall wellness. 

 

2. The body’s many millions of cells face formidable threats, from lack of food to infection with 

a virus. 

 

3. The theory of oxidative stress is a theory concerning the process of aging and disease 

formation that was first proposed in the 1950s. 

 

4. This theory of oxidative stress focuses on the threat that chemicals called free radicals pose to 

the body. 

 

5. These free radicals are generated by the body during natural metabolic processes (that is, when 

the body turns food into energy), and can also form after people exercise or are exposed to 

cigarette smoke, sunlight, or air pollution. 

 

6. These free radicals steal electrons from nearby substances, which can alter these substances’ 

structure or function, leading to cell damage. 

 

7. Humans naturally make molecules, called antioxidants, that counteract these free radicals. 

 

8. Humans can also obtain many of these antioxidants (including vitamin C, beta-carotene, 

selenium, phenols) from certain foods, especially certain fruits and vegetables. 

 

9. Recent rigorous studies have demonstrated that taking antioxidant supplements is effective for 

prevention and treatment of cancer, cataracts, heart conditions, and other illnesses. 

 

10. Antioxidant supplements are a multi-billion-dollar industry. 

 

11. Some food companies add antioxidants to their processed foods and drinks. 

 

12. Naturally-occurring antioxidants in foods may have health benefits because they work in 

combination with other nutrients, plant chemicals, and even other antioxidants present in the 

same food. 

 

13. People should consult their doctors about their diet and taking any form of supplements. 
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Correction of Message #9 

[Note: This message was seen by participants in Groups 3 and 4. Unlike in Study 2, though, this 

message followed the statements above on the same page.] 

 

Message #9 above was stated in error. It should have read “Recent rigorous studies have 

demonstrated that taking antioxidant supplements is not effective for prevention and treatment of 

cancer, cataracts, heart conditions, and other illnesses.” Taking them may even be harmful. 
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Misbeliefs Posttest 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages? [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult their doctor about their diet and related decisions 

 

3. Attention check. Please check only maintain a healthy diet. [Check all that apply.] 

☐Eat foods rich in antioxidants 

☐Maintain a healthy diet 

☐Take antioxidant supplements 

☐Consult your doctor about your diet and related decisions 

 

4. Which of the following processes can generate free radicals? [Check all that apply.] 

☐Exercise 

☐Metabolic processes 

☐Eating fruits and vegetables 

☐Exposure to sunlight 

 

5. Which of the following can be harmful? [Check all that apply.] 

☐Exposure to air pollution 

☐Eating a healthy diet 

☐Taking antioxidant supplements 

☐Lack of food 

 

6. Which of the following are true? [Check all that apply.] 

☐Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

☐Antioxidant supplements are a multi-billion-dollar industry 

☐Rigorous research has supported the benefits of taking antioxidant supplements 

☐Many foods and drinks have antioxidant additives in them  

 

7. What are your main takeaways from the messages? 

 

8. What surprised you about the messages? 
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9. Do you plan to do anything different based on the messages you read? If so, what? 
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Confidence Ratings 

Directions: Based on your previous answers to the questions below, please indicate your 

confidence level (not confident at all; slightly confident; moderately confident; very confident; 

completely confident) in your answer by circling the appropriate number.   

 

[Note: Participants first saw the original question and their response in Qualtrics and then were 

asked to indicate their confidence in that response with a checkbox answer. Below is a repeat of 

the five questions on which participants were asked to rate their confidence.] 

 

1. Based on the messages you just read, which of the following steps do you think you should 

take to be healthier? [Check all that apply.]   

 Eat foods rich in antioxidants 

 Maintain a healthy diet 

 Take antioxidant supplements 

 Consult your doctor about your diet and related decisions 

 

2. What would you insist that your family do, based on the messages? [Check all that apply.]  

 Eat foods rich in antioxidants 

 Maintain a healthy diet 

 Take antioxidant supplements 

 Consult your doctor about your diet and related decisions 

 

3. Which of the following processes can generate free radicals? [Check all that apply.] 

 Exercise 

 Metabolic processes 

 Eating fruits and vegetables 

 Exposure to sunlight 

 

4. Which of the following can be harmful? [Check all that apply.] 

 Exposure to air pollution 

 Eating a healthy diet 

 Taking antioxidant supplements 

 Lack of food 

 

5. Which of the following are true? [Check all that apply.] 

Free radicals can help prevent aging and cell damage by stealing electrons from other 

molecules 

Antioxidant supplementation is a multi-billion-dollar industry 

Rigorous research has supported the benefits of taking antioxidant supplements 

Many foods and drinks have antioxidant additives in them.  
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Demographic Survey 

1. What is your age? ___ 

2. What is the best description of your gender?  

☐ Female (cis female) 

☐ Male (cis male) 

☐ Trans-female 

☐ Trans-male 

☐ Gender fluid 

☐ Agender 

☐ Non-binary 

☐ Not listed (please state): ________________ 

☐ Prefer not to answer 

 

3. What is your race/ethnicity? 

☐ Latinx/Latino/Latina 

☐ Black/African American 

☐ Native American 

☐ Asian/Pacific Islander 

☐ White/Caucasian 

☐ Multiracial 

☐ Prefer not to answer 

 

4. What is the highest degree or level of school you have completed? (If you are currently 

enrolled in school, please indicate the highest degree you have received.) 

☐ Some high school 

☐ High school diploma or equivalent 

☐ Associate degree 

☐ Bachelor’s degree 

☐ Master’s degree 

☐ Doctorate 

☐ Other (please specify): _______________ 

 

5. What is your current employment status (select the one(s) that best applies)? 

☐ Employed full-time (40+ hours a week) 

☐ Employed part-time (less than 40 hours a week) 

☐ Unemployed (currently looking for work) 

☐ Unemployed (not currently looking for work) 

☐ Student 

☐ Retired 

☐ Self-employed 
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☐ Prefer not to answer 

 

6. What is your annual household income? 

☐ Below $25,000 

☐ $25,000 - $50,000 

☐ $50,000 - $75,000 

☐ $75,000 - $100,000 

☐ Above $100,000 

☐ Prefer not to answer 

 

7. What is your political affiliation? 

☐ Republican 

☐ Democrat 

☐ Independent 

☐ None 

☐ Prefer not to answer 
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Debriefing Statement 

IRB Study #:  22-3122 

Title of Study: The Effects of a Brief Epistemic Cognition and Metacognition Intervention on 

the Continued Influence Effect 

Principal Investigator:  Brian Cartiff 

Principal Investigator Phone number: 704-488-6286 

Principal Investigator Email Address: brianbri@live.unc.edu 

 

Thank you for your participation in this research study.  For this study, it was important that we 

withhold the purpose of the study and provide some of your with incorrect information about 

some aspects of the study.  Now that your participation is completed, we will describe the 

incorrect information and the withheld purpose to you, why it was important, answer any of your 

questions and provide you with the opportunity to make a decision on whether you would like to 

have your data included in this study. 

 

What you should know about this study 
You have just participated in a study on the effects of a brief intervention on the continued 

influence effect. The continued influence effect is a cognitive bias in which people continue to 

use information that has been discredited or corrected to make decisions or answer questions. 

The purpose of the study was withheld at the beginning of the study because knowledge of the 

testing of this bias might have affected your thinking and therefore invalidated the results. 

During the study you may have seen one piece of misinformation about antioxidant supplements. 

Presenting this inaccurate statement was necessary because the cognitive bias being examined 

depends on people’s response to misinformation that is subsequently corrected.  

 

If you were in a group that saw the misinformation, you would have seen a statement that read 

“#9: Recent rigorous studies have demonstrated that taking antioxidant supplements is effective 

for prevention and treatment of cancer, cataracts, heart conditions, and other illnesses.” Some 

people that saw this incorrect statement saw a subsequent correction that read: Message #9 above 

was in error. It should have read “Recent rigorous studies have NOT demonstrated that 

antioxidant supplementation is effective for prevention and treatment of cancer, cataracts, heart 

conditions, and other illnesses.” Taking them may even be harmful. Other participants, though, 

may not have seen this correction. 

 

It is important to be clear that while initial studies on antioxidants, especially on people who get 

them from antioxidant-rich fruits, vegetables, and legumes, were positive, rigorous random-

controlled studies conducted more recently have not supported any benefits to taking antioxidant 

supplements (pills) or eating/drinking foods with antioxidant additives. In fact, some studies 

have shown that these behaviors may be linked to higher incidents of various diseases (e.g., skin 

cancer, lung cancer, prostate cancer) and that they may interfere with prescribed medicines 

(https://www.nccih.nih.gov/health/antioxidants-in-depth). 

 

 

 

https://www.nccih.nih.gov/health/antioxidants-in-depth
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Right to withdraw data  

If you would like to be removed from the study, please contact the primary investigator, Brian 

Cartiff, at brianbri@live.unc.edu, and provide your MTurk ID # with your request to withdraw. 

 

You may choose to withdraw the data you provided prior to debriefing without penalty, though 

you will not receive compensation for your participation if you do so. 

 

If you have questions 

If you have questions now or later, you may contact Brian Cartiff at the contact information 

provided above.  If you have any questions or concerns regarding your rights as a research 

participant in this study, you may contact the Institutional Review Board at 919-966-3113 or by 

email to IRB_subjects@unc.edu.  

 

Please do not disclose research procedures and/or purpose to anyone who might participate in 

this study in the future as this could affect the results of the study. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

mailto:brianbri@live.unc.edu
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APPENDIX E: SCORING RUBRIC FOR OPEN-ENDED POSTTEST QUESTIONS 

Questions Being Scored According to This Rubric: 

 

7. What are your main takeaways from the messages? 

 

8. What surprised you about the messages? 

 

9. Do you plan to do anything different based on the messages you read? If so, what? 

 

Rubric 

 

Description Score 

Each time a participant mentions antioxidant 

supplements, pills, or additives being 

beneficial for health. 

1 

Each time a participant mentions that they 

plan to take antioxidant supplements pills, or 

additives or continue taking them. 

1 

 

Notes for Coding: 

 

The coding should be straightforward and low inference.  

 

If participants merely that antioxidants are beneficial, but do not clarify supplements, pills, or 

additives (i.e., they’re talking about natural antioxidants in foods), then there is no score (i.e., 

zero). 

 

More than one point can be assigned per question. There is +1 for each time a participant 

mentions this kind of benefit, so it is possible for scores higher than 1 to be scored per question.  

 

If participants mention supplements, pills or additives being beneficial (or taking them), then this 

will be scored as a 1 each time, because the only supplements mentioned in the study statements 

were antioxidant supplements. 

 

If participants state that antioxidant supplements, pills, or additives are NOT beneficial for 

health, it is still no score (i.e., zero). There is only a score if they say that they ARE beneficial or 

that they plan on taking them moving forward. 
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