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ABSTRACT 

PHOTOPHYSICAL AND PHOTOCATALYTIC PROPERTIES OF COVALENT ORGANIC 

FRAMEWORKS 

 

 

Daniel H. Streater 

Marquette University, August 2023 

 

 

 This dissertation is most interested in how a class of materials known as covalent organic 

frameworks (COFs) can be designed to capture photon energy to initiate chemical reactions. Different COF 

designs change how long the energy is held, how it migrates, and how it is dispersed – and these 

differences can be used to change their performance as artificial photosynthesis platforms. Thus, it is 

helpful to have an informative discussion about the processes behind natural photosynthesis, that is, 

nature’s light harvesting strategies and photocatalytic schemes (Section 1.2) and will lead into an 

introduction of COFs and why they possess unique potential as artificial photosynthesis platforms (Section 

1.3). Their beneficial physical qualities are complemented by understanding their electronic structures from 

theoretically predicted properties with specific focus on topological symmetry (Section 1.4). Synthesizing 

and characterizing COF systems then becomes an important consideration (Section 1.5) along with how 

their excited state behaviors are probed and interpreted at reaction timescales by ultrafast spectroscopic 

techniques (Section 1.6). Finally, a look is taken at how COF structure versatility adds unique potential in 

catalyst engineering (Section 1.7). 

 The main body of this dissertation will present five research projects that seek to test theoretical 

predictions, assess the impact of COF planarity, or fine tune electronic structures. To test theoretical 

predictions, Chapter 3 involves exploring nodal symmetry in topologically similar COFs by varying 

monomers. Chapter 4 looks at the role of dihedral angles on intersystem crossing (ISC) rates in organic 

chromophores with star-shaped motifs like those often found in COFs. Chapter 5 explores planar and non-

planar COFs with nonpolar C=C linkers that affect the deactivation of their photoexcited states. Chapter 6 

investigates changes in donor-acceptor arrangements lead to differences in excited state populations. 

Finally, the seminal work in Chapter 7 directly shows the effect the direction of the imine bond has on 

photophysical and photocatalytic properties in COFs. 
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CHAPTER 1 – INTRODUCTION 

 

 

1.1 Environmentally Friendly Resource Security 

 Responding to rising global temperatures brought about by excessive release of greenhouse gases 

requires adaptation of society’s resource consumption from fossil fuels to more sustainable alternatives.1,2 

Our current dependence on fossil fuels is expansive; ranging from energy collection by combustion of oil, 

coal, and natural gas to feedstocks for plastic packaging.3,4 To curb this dependence, new technologies like 

flexible solar cells5 and enzymatic recycling6 offer promising methods to harmonize our built environment 

with our natural one. A crucial piece of renewable resource security is the conversion of carbon dioxide 

(CO2) into recycled products by carbon-neutral, or carbon-negative methods (Figure 1.1).7 Plants, of 

course, naturally serve this purpose; and while efforts like reforestation are necessary and should proceed in 

haste, we should also consider artificial ways to upconvert CO2 to provide economic and environmental 

security. Widely known as artificial photosynthesis, it is still unknown what form it could take on an 

industrial scale. Future reactors could push combustion products through tanks lined with catalysts where 

solar electricity powers electrochemical or thermochemical reactions.8 Another possibility is to take 

inspiration from nature and bypass solar electricity generation, instead using light to directly drive 

photochemical reactions. Regardless of the design, pursuing artificial photosynthesis has economic and 

academic motivations that make it a necessary and intriguing area of research. 

 

 

Figure 1.1 General scheme showing artificial 

photosynthetic ecosystem. Renewables power 

conversion of industrial CO2 emissions into fuels 

and chemicals that are used in a cyclical manner.7 
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 The near-term economic motivation to pursue artificial photosynthesis is to provide bottom-up 

chemical pathways to change a portion of atmosphere-bound CO2 into market-bound fuels, raw materials, 

or minerals.7,9,10 Beyond profit, mastering artificial photosynthesis could provide the economic security that 

necessary carbon-based products can be sourced without dependence on oil. Longer-term value would 

come from CO2 reactors that could create closed-loop systems to allow for nearly limitless value extraction 

from an atmospheric pollutant. Current industrial processes already exist that could help accomplish CO2 

recycling. For instance, Fischer-Tropsch processing of CO2 derived syn gas (CO and H2) into alkyl 

products represents an industrially relevant CO2 recycling pipeline. Alternatively, CO2 derived methanol 

can be converted into higher-carbon (C2+) products in a methanol-to-olefin (MTO) or a methanol-to-

aromatics (MTA) reactor (Figure 1.2).11,1213 CO2 derived products could then be used to offset petroleum 

derived specialty chemicals necessary in medicines and high-performance materials - sufficing to say that 

reducing our dependence on fossil fuels will certainly require a lot of bottom-up chemistry. While Fischer-

Tropsch processing and MTO/MTA reactors are currently powered by waste heat generated at oil 

refineries, the processes should operate at temperatures (200-500 °C) accessible to sustainable sources like 

solar field arrays, and electric heaters.14,15  

 

 

Figure 1.2 Methanol-to-aromatics schematic (top) 

and high-level formation scheme of aromatics 

from methanol (bottom).13 
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 Even while the costs of solar-to-electric capture have fallen steadily,16 and despite rapid growth,17 

solar-to-electric conversion necessitates large-scale battery systems for energy storage.18 If solar power is 

instead used to directly catalyze the formation of feedstocks, converting solar energy directly into chemical 

energy can present a unique opportunity to bypass ancillary storage systems19  and the flexibility to use the 

chemicals in other downstream applications.10 Apart from economic reasons, there are also academic and 

humanistic reasons for the study of artificial photosynthesis. Academically, the motivation to study 

artificial photosynthesis comes from a desire to better understand mother nature’s brilliant chemistry. 

Developing physical models that describe the capture and utilization of photon energy is also useful for 

furthering knowledge about the universe and satisfies a natural humanistic curiosity. So far it is unclear if 

advances in artificial photosynthesis are imitations of mother nature, or if designs just happen to converge 

with hers, but the natural designs nonetheless elicit great respect due to their complexity and durability.  

1.2 Nature’s Photocatalyst Design 

 We can look to nature’s photosynthetic pathways for inspiration to understand the mechanisms of 

light harvesting and charge transfer which may inform the design of artificial photosynthesis catalysts. At a 

high level, natural photosynthesis captures potential energy required to perform redox from sunlight by 

light harvesting antennae in the photosystem II (PS2) complex.20 H2O is oxidized to O2 and H+ at PS2 and 

electrons are captured, transferred, and eventually used via the reduction of CO2. Some organisms evolved 

processes that transfer the electronic potential energy to a second antennae, photosystem I (PS1), while 

others bypass the second step completely and undergo photosynthesis with light harvested within a single 

photosystem.21 Regardless of their pathway, the reaction center where reduction of CO2 takes place must be 

activated by charge separation (CS) from the terminal photosystem.22 Figure 1.3 shows examples of one-

step and two-step natural photosynthesis processes along with one-step and two-step processes in synthetic 

photosystems.23  
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 Natural and synthetic systems have diagrammatic similarities whereby light energy excites 

electrons that are transferred to a reaction center. Performance is thus greatly influenced by the amount of 

light absorption, the wavelength of light absorption, and the efficiency of energy transfer, which relates to 

why photosynthetic organisms evolved compounds that have high extinction coefficients.24 The two-step 

systems (Figure 1.3b, 1.3d)  each undergo second excitations which gives rise to the term “Z-scheme” as 

analogy to the shape of the diagram pathway. The most apparent natural/synthetic difference is natural 

photosynthesis involves numerous cascading electron transfer intermediaries whereas these pathways are 

much shorter in synthetic systems. This merits consideration of the structure, spatial distribution, and 

efficiency of light antennae and reaction centers, which is not well represented by the diagrams. On the one 

hand, nature evolved over eons to adapt systems of light harvesting chromophores that intelligently transfer 

energy exactly to where it is needed with efficiency approaching 100 percent. These systems even account 

for the diffusion of excess energy to heat when sunlight is abundant to avoid adverse effects.25,26 On the 

 

Figure 1.3 Diagram of (a) one-step, and (b) two-step natural 

photosynthesis process by purple and green bacteria, respectively.22 (c) 

one-step, and (d) two-step artificial photocatalytic processes are shown.23 

a) b)

c) d)
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other hand, excited states (electrons and holes) in synthetic semiconductor systems migrate depending on 

myriad factors and rely more on chance to reach a reaction center. This reliance on chance can negatively 

affect performance and beneficial strategies, like applying potential across the photocatalytic cell, increase 

complexity and reduce overall efficiency. Scholes et. al. summarizes this nicely in an excerpt from their 

work:24 “To utilize energy harvested from sunlight efficiently to promote photochemical reactions or to 

produce solar fuels, we must understand and improve both the effective capture of photons at a reactive site 

and the transfer of excitation energy. This would allow the design of molecular 'circuits' that can direct, 

sort, and respond in sophisticated ways to excitation energy.” To implement designs in an elegant way it is 

important to first understand, on a molecular level, the strategies nature has developed to harvest light 

efficiently and get potential energy to where it can be used. 

 A model system suitable for studying nature’s strategies for light harvesting and energy transfer is 

the light harvesting II complex (LH2) of purple bacteria (Rhodospirillum molischianum) shown in Figure 

1.4a.24 LH2 is comprised of two substructures (B800 and B850) named after their wavelength of maximal 

absorption (Figure 1.4b).27 Interestingly, the substructures are collections of the same organic molecule, 

bacteriochlorophyll a (bca), meaning the difference in their function is largely determined by different 

arrangements of bca within each substructure.28 Their relationship offers lessons about correlation between 

structure and function, particularly in terms of light harvesting and energy transfer. Consensus among the 

literature is that B850, whose bca molecules are packed close to one another, absorb lower energy light 

because the adjacent bca electronic transitions strongly couple to one another, thereby lowering the overall 

transition energy.24,29,30 For instance, ab initio calculations by Scholes, et. al. estimates the magnitude of the 

electronic coupling strength between dimeric bca units in B850 to be 320 cm-1, up to ten times stronger 

than the predicted 30 cm-1 in B800.31 Arrangements of bca are precisely dictated by the structural 

environment of the proteins that hold them in place which in turn leads to differences in electronic coupling 

that have outsized impacts on the pathways of energy transfer.  
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1.3 Overview of Covalent Organic Frameworks 

 First reported in 2005 by the Yaghi group at the University of Michigan,32 Covalent Organic 

Frameworks (COFs) are polymers that arrange in an ordered, crystalline fashion. What sets COFs apart 

from typical polymers is that they are comprised of monomer(s) where the monomers are of high symmetry 

with functional groups at each terminal symmetry point. This distinction of higher order connectivity 

means that when COFs are properly formed, they will have void space, called a pore, that has a size and 

shape determined by the size and shape of the monomers. To illustrate, Figure 1.5a shows a simple 

example in which a linear monomer can combine with a quadrilateral or triagonal monomer to form either a 

quadrilateral or hexagonal pore, respectively. Pre-determination of geometry is known as reticulation, and 

the resulting lattice is often termed a ‘net’ from the resemblance they share.33 Nets are classified in terms of 

their topology, which in COFs defines the shape of the pore and is derived from the symmetry of the 

monomers. For instance, combining two monomers – each with three functional groups arranged with 

threefold C3 symmetry – will result in a COF with a hexagonal pore and net topology denoted hcb having 

overall threefold C3 symmetry (Figure 1.5b, right). But hexagonal pores with hcb topology can also be 

made with sixfold C6 symmetry by combining two monomers – one with threefold C3 symmetry, and the 

other with twofold C2 symmetry (Figure 1.5b, left). Thus, the relationship between the symmetry of the 

monomers and the symmetry and topology of the COF are intrinsically linked, which with a priori 

knowledge of the monomers allows for prediction of the net topology and n-fold symmetry. 

 

Figure 1.4 (a) Diagram of LH2 complex in purple bacteria 

(Rhodospirillum molischianum) highlighting the B800 and B850 

subunits.24 (b) Absorption spectrum of LH2 complex indicating peaks 

arising from B800 subunit and B850 subunit.27 Gray region is the laser 

spectrum used to excite the complex. Dotted line shows emission from the 

LH2 complex. 

b)a)
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 There are few limits to the topologies that can be formed by COFs, including their dimensionality. 

Examples in the previous paragraph outlined the formation of C3 and C6 symmetric hcb pores representing 

two-dimensional (2D) COFs, but the symmetry can also be readily extended to three-dimensions (3D) by 

including non-planar monomers. One such instance of a 3D COF can be achieved by using a tetrafunctional 

monomer arranged with tetrahedral Td symmetry.34 When combined with a linear monomer with C2 

symmetry, the resulting COF forms a net with dia topology, but the expansion of the pore caused by 

including the linear monomer leads to another factor to consider in three-dimensional pores, known as 

interpenetration. Interpenetration occurs predominantly in diamondoid structures like those of 3D COF 

with dia topology,35 but even though it has implications on the properties of porous frameworks its origin is 

not fully understood.36 If the co-monomer possesses tetrahedral Td symmetry instead of C2 symmetry the 

size of the pore is shrunk, and formation of a dia phase is avoided instead forming lon topology that is more 

dense than dia and the nature of interpenetration changes 37. Interestingly, it has been found that 

 

Figure 1.5 (a) Different topologies are available if a linear monomer is 

combined with a quadrilateral (left) or trigonal (right) monomer. The pore 

shape is highlighted in red. (b) Representations of hcb topology with C6 

and C3 symmetry. 
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interconversion between dia and lon topology is achievable in carbon allotropes under different pressure 

and shear conditions, but it has yet to be shown in COF materials (Figure 1.6).38 So far, 3D COFs have 

been reported with a wide variety of topologies including ceq,39 ctn,40 bor,40 ffc,41 srs,42 pts,43 and more. 

The novelty of 3D COFs is that they can be synthesized as single crystals large enough to be studied by X-

ray diffraction rather than the microcrystalline powders that 2D COFs usually form.44 This makes 3D COFs 

extremely promising candidates for future study but is outside the scope of this work. 

 

 Although they form the conceptual basis of symmetry and porosity in COFs, monomers are 

restricted by physical requirements to form ordered, crystalline structures. One such restriction is that 

monomers are typically rigid aromatic molecules that, after polymerization, resist undergoing dynamic 

conformational change (Figure 1.7).45 This qualification is important for COFs because maintaining their 

porosity under ambient conditions would otherwise be a significant challenge if monomers were flexible. 

The property of aromatic monomers that allows them to form stable COFs is their propensity to aggregate 

due to attractive π interactions originating from delocalized p-orbitals, but there are other factors that can be 

designed into the COF to enhance their stability by selecting appropriate monomers; some such factors 

include the degree of ring twisting,46 complementary dipolar interactions,47 side-chain stabilization,48 and 

hydrogen bonding.49 These beneficial interactions resulting from simply choosing new building blocks are 

a part of what make COFs such an intriguing substrate for a variety of applications. 

 

Figure 1.6 (a) The variety of COF topologies in two-dimensions (top) and three-dimensions (bottom).44 (b) Space 

filling representations of dia and lon topologies.38  
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 Recognition of COFs as development targets can be attributed to the key benefits offered by 

combining the best parts of polymers and zeolites, shown by a three circle Venn diagram in Figure 1.8. 

Like polymers, the monomers that comprise COFs can be manipulated by traditional organic chemistry 

techniques and tailored to fit a given application. They’re also reticulated into pores in the same way that 

gives zeolites the ability to act as molecular sieves or adsorb large quantities of gas onto their surface. 

 

Figure 1.7 Representative examples of mainly aromatic monomers that 

can be used to form imine COFs from (a) aldehydes, and (b) amines.45 
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 Although COFs have many significant benefits there are many challenges to overcome until they 

see widespread usage. The main roadblock to widespread COF use rests on their intractable processing 

difficulties. Solubilizing COFs is nearly impossible due to their extended, aggregate structures, and even 

creating dispersions of COF can be difficult due to their propensity to form aggregates and crash-out of 

solution.50 One rectification to this problem has been to create three dimensional (3D) COFs which provide 

the structural regularity to be grown into large crystals for single crystal x-ray diffraction studies.51 Beyond 

this, processing two dimensional (2D) COFs into consistent thin-films, where they may be useful in 

optoelectronic devices or size selective membranes, is difficult because the kinetics with which COF 

monomers polymerize, aggregate, and crash out of solution are difficult to control and not yet well 

understood.52 For many applications, however, large perfect crystals are simply unnecessary. 

 Of the diverse set of proposed applications for COFs the ones in which their powder form is 

suitable form offer the most immediately promising outlets. These include next-generation stationary 

phases for chromatography, gas storage, and as catalytic materials. COFs for catalysis are a promising way 

to combine advantages of homogeneous catalysis – like their large surface area which exposes a high 

number of active sites – with heterogeneous catalysts – like their simple separation from reaction mixtures. 

Additionally, the aromatic monomers COFs are constructed from often impart visible light absorption 

meaning that catalysis can be initiated by energy from solar radiation, making COFs great photosensitizers 

for photocatalysis. The precision with which nature crafts its protein structures to ensure proper electronic 

 

Figure 1.8 Venn diagram showing the similarities COFs have with 

polymers and zeolites. 

Polymers

COFs

Zeolites

Stable

Abundant

Designable

Porous

Regular

Synthetic
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coupling for energy transfer in PSI and PSII suggests its importance for natural photosynthesis. With COFs 

being reticulated macrostructures similar types of considerations can be made such that they enhance the 

energy transfer necessary to perform artificial photosynthesis. 

1.4 Electronic Structure of Covalent Organic Frameworks 

 Much like how the structure of the LH2 complex is intricately linked to its light absorption, the 

structure of COFs has an implicit effect on their ability to harness energy. When COFs are formed, they 

arrange into periodic structures determined by the molecular geometries of the monomers they are 

comprised of. Depending on the monomers, COFs can be two-dimensional (2D) or three-dimensional (3D) 

and the shape formed by the free space within the COF is related to their overall topology. When a suitable 

bond is built between aromatic monomers, the COF forms extended electronic conjugation with delocalized 

π electrons along the structural backbone. Sheets of 2D COF can interact through London dispersion forces 

arising from the effects of overlapped π electrons, leading to the formation of aggregates, and on a larger 

scale - crystallites. In these 2D COFs, the pore becomes cylindrically shaped as the stacking of 2D sheets 

propagates in the transverse direction. Interestingly, the width of the pore can be on a similar scale to the 

LH2 complex in purple bacteria, and the monomers are in-plane like bca in B800. Conjugated 2D COFs are 

an area of particular interest because the in-plane conjugation and the interlayer π stacking may enable, 

within the strong coupling limit, the migration of charge carriers.53–56 These properties may ultimately aid 

in energy transfer to catalytic sites for H2O/CO2 redox but in a band transport mode different from the 

hopping mode in LH2 (Figure 1.9).57 However, like LH2, the structure and its relationship with energy 

transfer must first be understood and considered before designing for energy transfer in photocatalysis. 
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 The topology of COFs has been studied by Zhu and Meunier58 by changing the size of the pore 

with variable length spacers. Illustrated in Figure 1.9 is an example from the study of a COF with s-triazine 

as the trigonal monomer. The main finding is that the size of the pore inversely relates to the size of the 

band gap which the authors attribute to growing delocalization in the structure. This type of result is not 

completely unexpected, but it does establish the possibility for band edge tuning in COFs by careful 

selection of the monomeric units. Also important is the very low degree of band bending in the valence and 

conduction bands at each pore size. Band bending relates to the amount of mobility, i.e. dispersion, that 

charge carriers possess upon excitation of the semiconductor. In this case, because the band bending is so 

low it is likely that electron and hole populations would be immobile, at least within the plane of the COF. 

It is important to note that this type of energy transfer differs from LH2 (Section 1.2) because in this case 

the chromophores are directly linked by conjugated covalent bands implying that energy transfer occurs 

through bonds as opposed to through space like in LH2. Furthermore, the tight-binding model used to 

generate these insights may not consider effects past the interactions of nearest-neighbor or next-nearest-

 

Figure 1.9 Band transport vs hopping transport57 
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neighbors. Lastly, although not claimed by the authors, the results also indirectly point to the interruption of 

conjugation at the s-triazine which helps to explain why the additional spacers have such a large impact on 

the band gap. 

 

 Another study by Thomas et. al.59 found the topological symmetry to have a pronounced effect on 

the ability for charge carriers to migrate across the backbone through a band transport mode. Particularly, 

their main finding was that high symmetry can destroy the ability for electrons and holes to move within 

the plane of the COF due to destructive interference in the wavefunction at meta-substituted six-membered 

rings. The authors then specifically tune carrier mobility by lowering the symmetry of the COF structure. 

This effect is shown in Figure 1.11 that shows the band structure of compositionally identical but 

constitutionally varied COFs arranged in either an orthorhombic pmm or pm space group. The band 

 

Figure 1.10 (top) Unit cells of COFs with variable pore size. 

(bottom) COF band structure with variable pore size 

illustrated by the diagram at the top. (a) Shows bands gap 

decreases with larger pore size. Dispersion in the valence and 

conduction bands seems to remain consistently negligible.58 
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dispersion changes considerably when the placement of the N heteroatom is changed, suggesting symmetry 

modifications may be an elegant tool to direct energy transfer in COFs. 

 

 Apart from in-plane and symmetry dependent carrier mobility 2D COFs can have band dispersion 

transverse to the plane of the framework. Meng et. al.54 showed this in their COF constructed of a 

quadrilateral Ni porphyrin monomer linked to a linear pyrene monomer through a phenazine linker (Figure 

1.12a). The superimposed Brillouin zone of the P4/mmm space group onto the COF structure (Figure 

1.12b) shows the real space interpretation of the k-lines used to generate the band structure diagram (Figure 

1.12c). Interestingly, the DFT predicted band structure not only has significant dispersion in the out-of-

plane direction, but the valence band also crosses the fermi level which indicates that ground state 

conductivity should theoretically be possible, although these types of interpretations need to be made with 

 

Figure 1.11 COF band structure with different topologies according to diagram at the 

top. (a) Shows valence and conduction bands with no dispersion (flat bands) in a P6m 

space group with sixfold rotational symmetry at benzene node. (b) Shows symmetry 

lowering that increases band dispersion due to placement of heteroatoms such that a pmm 

space group is formed. (c) Shows how band dispersion is affected when heteroatoms are 

place such that a pm space group is formed. (d) Shows how removal of sixfold rotational 

symmetry in a P6 space group causes significant band bending.59 
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care when using generalized gradient approximation (GGA) functionals as they can overstate delocalization 

and erroneously predict conductivity. The group finds a high degree of conductivity and exploits that 

property for gas sensing. Furthermore, their evidence shows that incorporation of Ni into the porphyrin 

array is not responsible for the conductivity in the stacked 2D COF, instead the density of states diagram 

(Figure 1.12c, right) shows C and N are primarily responsible. 

 

 Between the strong electronic dipole coupling, low dielectric environment, and the possibility for 

extended conjugation, excitons formed in COFs can be bound at relatively long distances. Strong interlayer 

dipole coupling alone can lead to the formation of localized or delocalized Frenkel excitons,60 

intermolecular CT excitons,61,62 or excimer states.63 Obfuscating the discovery of their nature, these types 

of excitons are deeply related and the threshold when one is created versus another is not clear.64 On top of 

this, intralayer donor-acceptor coupling adds even more variety with ICT excitons and CS states that have 

their own relationships with interlayer dipole coupling.65 Harnessing these excitons for photocatalysis 

 

Figure 1.12 (a) COF structure showing the quadrilateral pore. (b) 

Brillouin zone superimposed to the COF structure showing the fermi 

level crossing occur out of the plane of the framework. (c) Band structure 

crossing the fermi level (0 eV) between A-M, G-Z, and R-X. Density of 

states shown on the right indicates conductivity primarily through C N 

and H.54 

a)
b)

c)
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requires an understanding of how they form, how long they last, and how they migrate. Interchromophore 

Frenkel excitons in B850 can form as interlayer Frenkel excitons in COFs due to layer proximity and large 

ensuing dipole-dipole coupling.66,67 At intimate COF interlayer distances (typically ~3.5Å) these Frenkel 

excitons can mix with CT states such that CT exciton formation may occur. In studies on CT exciton 

migration in organic semiconductors it was found that the propensity for electron/hole separation is related 

to the Coulombic forces in their dielectric environment.68 Hestand et. al.62 outlines this relationship by 

constructing the Frenkel-CT Holstein Hamiltonian that includes integrals, te and th, which correspond to the 

probability of electron or hole transfer from one chromophore to another, respectively. When the 

magnitude of the integrals is on the same order or larger than the interlayer Coulombic forces CT between 

said chromophores is favored. CT favored interactions can lead to the CS process which extends the 

lifetime of excited states by preventing electron-hole recombination and enhances the probability of 

initiation of the photocatalytic process described above. With this knowledge, the strategy for manipulating 

systems to favor CT and CS becomes relatively straightforward from a theoretical point of view. 

 The first method for increasing probability of CT and CS is to lower the Coulombic forces, 

specifically the repulsive forces, between two adjacent chromophores. This strategy has been employed 

recently by functionalizing PMI chromophores with a hydrophilic carboxylate tail which attracts a positive 

counter-ion.68 The inclusion of this ionic environment near the PDI chromophore lowers the dielectric 

screening, and hence the Coulombic forces in the organic crystal. Spectroscopically, the incorporation 

yielded a splitting in the absorption spectrum due to mixing between Frenkel and CT states (which are now 

favorable). Tailoring these properties offers an opportunity to promote efficient energy transfer but doing 

so while avoiding adverse effects poses a challenging task.  

 The periodic structure of COFs lends itself to the study of energy transfer through band structure 

calculations which make it clear that bidirectional charge transport is possible. While this macromolecular 

model of energy transfer is different from nature’s supramolecular model, the overall goal to move energy 

where it can be used for photocatalysis remains the same. In fact, since there exists no straightforward way 

to build protein-like structures to immobilize chromophores into functional structures, topological band 

transport appears to be an elegant design for artificial photosynthesis. In contrast to Frenkel and CT 
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excitons, which form across identical adjacent chromophores, there is another type of exciton that forms 

between chromophores with different electron affinities. COFs are comprised of monomers linked through 

covalent bonds intralayer CT (ICT) excitons can also form whereby the hole localizes on the donor moiety 

whereas the electron localizes on the acceptor moiety. The key difference between interlayer CT and ICT in 

organic molecules is related to the potential energy of the donor and acceptor frontier orbitals. In interlayer 

CT the donor and acceptor pair are identical chromophores separated by a short enough distance for 

electron density to move to the adjacent unit. ICT on the other hand occurs when a donor and acceptor with 

different electron affinities are linked through a (typically conjugated) covalent bond. The different electron 

affinities lead to the electron from the donor moiety to localize on the excited state of the acceptor moiety. 

The rate of ICT is governed by Marcus theory which includes factors such as the reorganization energy, 

Gibb’s free energy, electronic coupling between donor-acceptor, and the temperature. 

1.5 Synthesis, Activation, and Characterization of Covalent Organic Frameworks 

 A wide variety of linker motifs have been used to form COFs like boronate esters, imines, azines, 

hydrazones, imidazoles, triazines, ethenes, and many more (Figure 1.13a). Typically, these COFs have 

been synthesized through solvothermal methods around 120°C in a sealed vessel for 72 hours. Solvent 

systems are chosen without a strong theoretical basis, but typically rely on a polar solvent in which the 

aromatic monomers are suitably soluble and a non-polar solvent that acts as a crystallization promoter. 

Oftentimes works in the literature settle on some ratio of 1,4-dioxane and mesitylene where 1,4-dioxane 

solubilizes the monomers and mesitylene aids crystallization. Other common solvent systems are n-butanol 

and o-dichlorobenzene, with instances of dimethyl acetamide, and methanol arising occasionally as well. 

This solvothermal method is often suitable to obtain COF powders for characterization by FTIR, PXRD, 

and BET but the fundamental understanding of reaction and crystallization kinetics are not fully 

understood. Initially it was believed that COFs formed first as amorphous polymers due to rapid chain-

growth polymerization was proposed to be controlled by moderating the solubility of COF monomers to 

slow the chain-growth kinetics and allow reversible linker reaction dynamics to correct for errors. The 

rationale was that eventually the reversible COF linkers would end up reaching a favorable thermodynamic 

state with highly ordered structures stabilized by attractive π-π interactions. Instead, and in part due to the 
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formation of COFs with irreversible linkers, the consensus has moved towards preorganization of 

monomers in solution as the reason for COFs attaining crystalline structures (Figure 1.13b). 

 

 Three major trends have emerged in the synthesis of COFs, each with complementary benefits that 

can enhance their properties, processability, or novelty. The first trend is the hunt for perfect crystallinity, 

which involves balancing polymerization and crystallization kinetics to achieve highly regular, defect free 

single crystal structures large enough for single crystal XRD measurement.69 This has proven especially 

challenging for 2D COFs, but some crystals have been grown up to 5 μm that have thus far been shown to 

enhance their chromatographic properties from polycrystalline material (Figure 1.14a).70 Defect-free COF 

crystals also represent ideal substrates to study mechanisms of energy transfer and charge transport, but 

doing so at scale remains an elusive challenge. The second trend in COF synthesis is applied 

polymerization that seeks to create COFs in novel, utilizable forms such as membranes, thin films, colloids, 

or pellets or via low-cost high-throughput procedures like sonochemical, mechanochemical, or microwave 

aided synthesis methods.71–78 Thin film formation on substrates is particularly relevant to utilization in 

 

Figure 1.13 (a) Timeline of COF linkers. (b) Evolution of COF formation 

hypothesis. 
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optoelectronic devices such as solar cells (Figure 1.14b), and along with colloidal particles they help enable 

spectroscopic studies. The third trend is multicomponent polymerizations that add functionality to COFs by 

taking advantage of one-pot organic reactions without sacrificing quality (i.e., porosity or crystallinity) that 

can be lost by performing the transformation separately from polymerization (Figure 1.14c).79 These 

multicomponent polymerizations expand the scope of possible applications of COFs and are foundational 

to the idea of designability in COFs with implications in tailoring photophysical behavior and photocatalyst 

activation. 

 

 A significant advance in COF synthesis has been the development of methods to obtain them as 

colloidal nanoparticles in solution (Figure 1.15).70,76 The importance of colloidal COFs is that they are 

much easier to handle, deposit, and study and form relatively defect-free structures. So far only COFs with 

reversible linkages (boronate esters and imines) have been made colloidal and their preparation relies on 

 

Figure 1.14 (a) An example of single crystal 2D COF synthesis.69 (b) 

Formation of thin-film COF as an example of applied 

polymerization.78 (c) Timeline of multicomponent COF reactions to 

form new types of linkages.79 
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mediating the polymerization kinetics with an agent possessing a suitable reactive functional group and 

utilizing a solvent with sufficient dispersion power to keep the nanoparticles suspended. In imine colloidal 

COFs the agent used is aniline which is first reacted with the polyfunctional aldehyde before the addition of 

the polyfunctional amine (Figure 1.15b). The condensation between aniline and aldehyde proceeds via 

condensation reaction where water is released and is often initiated by the presence of an acid catalyst. 

Once the polyfunctional amine monomer is added the reaction depends on the reversibility of the imine to 

propagate chain-growth and because of this precipitation of oligomers is slowed, allowing the COF 

nanoparticles to achieve uniform sizes and shapes, sharp crystallinity, and high porosity. In addition, it is 

also likely that the uniform shape of colloidal COF nanoparticles is advantageous to their dispersion in 

solution. 

 

 Once COFs are synthesized, they must often be handled with extreme care to avoid collapsing 

their pore structures, however some structures are more resistant to pore collapse than others. Advances in 

the understanding of pore collapse have improved greatly since the inception of COFs with clear 

 

Figure 1.15 (a) Synthesis of boronate ester colloidal COF using 

acetonitrile as a stabilizing agent for the colloid nanoparticles.321 (b) 

Synthesis of imine colloidal COF using benzonitrile as a stabilizing 

agent. (left) crystallite size as a function of time with varying amounts 

of aniline modulator. (right) crystallite size as a function of time and 

temperature with varying amounts of aniline modulator.70 
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relationships between pore fragility, pore size, intermolecular interactions, and side groups being developed 

(Figure 1.16).80 COFs with stable pores can be washed with low boiling solvents like ethanol, methanol, 

THF, or acetone and subsequently dried under heat and vacuum without affecting their quality. COFs with 

larger pores, less stabilizing intermolecular interactions, and no side groups are more susceptible to pore 

collapse and so a gentler drying method, otherwise known as activation, must be used. It has been shown 

that treatment of COFs possessing unstable pores with non-polar low boiling solvents like hexane, can help 

retain porosity where more polar solvents may destroy the pores, but even in many cases these non-polar 

solvents are too harsh. When the fragility of the pores is a concern and other activation methods do not 

work the gentlest activation one can use is critical point drying, otherwise known as supercritical CO2 

(scCO2) activation. scCO2 activation is often used to prepare fragile biological samples for imaging 

techniques like SEM, TEM, and the like, but also serves to evacuate COF pores without damaging them 

due to the extremely low surface tension of supercritical CO2. In scCO2 a room temperature liquid solvent 

is used to keep the COF sample from drying in open air, the sample is transferred in this solvent (typically 

absolute ethanol) to a chamber equipped to handle high pressures, high-purity liquid CO2 (LCO2) is then 

siphoned into the chamber and allowed to purge the ethanol. The sample is then soaked in LCO2 so that any 

trapped ethanol can diffuse into the chamber before purging again with LCO2. Once this process has been 

repeated numerous times the LCO2 is brought to its critical point where it exists as scCO2 (31°C, 1070 psi). 

scCO2 has properties that allow it to act simultaneously as a liquid and a gas; namely the density of scCO2 

is high like that of a liquid, but the surface tension is low like that of a gas. Once the supercritical point has 

been reached the chamber is allowed to equilibrate its temperature and pressure and then slowly vented to 

yield the dried COF sample. 
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 Once the COF sample has been prepared either by vacuum drying or scCO2 activation it must be 

characterized to ensure porosity, crystallinity, and proper bond formation. Porosity is measured by the 

adsorption isotherm of an inert gas (typically N2 or Ar) at cryogenic temperatures. The way N2 adsorption 

isotherms work is that a tube containing porous material is placed under high vacuum (<10 μTorr) and kept 

at a consistent temperature by submerging it in liquid N2. Then N2 gas is added to the tube in microdoses 

and allowed to equilibrate through the porous sample, the pressure inside the tube is measured against the 

amount of gas added and the difference between expected pressure and measured pressure can be used to 

determine how many gas molecules have been adsorbed onto the surface of the porous material. This 

process is repeated according to a preset routine, typically until the relative pressure inside the tube is close 

to atmospheric pressure. The result from this measurement is the adsorption isotherm and can be analyzed 

according to the Brunauer-Emmett-Teller equation that assumes perfectly spherical gas molecules form a 

perfectly consistent monolayer over the surface of the pores. More information about the BET method can 

be found in the Appendices. For COFs their structures are expected to be microporous, which means that 

their pores are smaller than 10 nm. Micropores adsorb gases at very low pressures and so the adsorption 

 

Figure 1.16 Effect of pore size on the stability of COFs. (a ,b, c) small 

pore COF shows little change in PXRD or N2 isotherm when dried from 

more polar solvents. (d, e, f) medium pore COF shows decrease in 

crystallinity and decrease in N2 adsorption upon exposure to THF. (g, h, 

i) large pore COF shows high response to polar solvents.80 
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isotherm of a properly formed COF will have a sharp rise at these low pressures. As the relative pressure 

inside the tube increases the mesopores begin to be filled, because COFs often form microcrystalline 

nanoparticles with some amorphous regions, they often show increases in adsorption during the 

mesoporous filling portion of the adsorption isotherm (between 0.46 and 1). This does not disqualify their 

characterization as COFs, and there is no established standard in how porous a sample needs to be to be 

considered a COF. 

 Crystallinity of COFs is most often measured by powder x-ray diffraction (PXRD). PXRD relies 

on diffraction of Cu Kα radiation off the crystal faces of the COF which yields a characteristic pattern 

based on the space group and stacking structure of the material. 2D COFs often have a low angle 

diffraction that corresponds to their large [1 0 0] pore facet, and since the facet distance is inversely related 

to diffraction angle according to the Bragg equation,  

𝑛𝜆 =
2𝑑

sin 𝜃
                                                                                       (1.1) 

where n is the order of the diffraction plane, λ is the wavelength of x-ray radiation (1.5406 from Cu Kα), d 

is the lattice spacing, and θ is the Bragg angle, very large pore COFs must be analyzed by specific small 

angle X-ray methods like small-angle x-ray scattering (SAXS). Due to the soft-matter nature of the all-

organic structure of COFs their PXRD patterns are not infinitely intense and broaden due to the small size 

of or strain present within the crystallites. Size broadening generally follows the Scherrer equation, 

𝜏 =
𝐾𝜆

𝛽 cos 𝜃
                                                                                         (1.2) 

Where τ is the mean crystallite size, K is a unitless shape factor, β is the amount of broadening of a 

diffraction plane measured as the full width at half-maximum, and θ is the Bragg angle. Uniform strain 

broadening across the entire diffraction pattern would result in uniform peak shifts across the diffraction 

pattern, as such it is reasonable to differentiate the Bragg equation with respect to the lattice spacing which 

yields the strain equation, 

𝜖 = 𝐶𝜖 tan 𝜃                                                                                          (1.3) 
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where ε is the broadening due to inhomogeneous strain, Cε is a constant depending on the direction of the 

strain, and θ is again the Bragg angle. Thus, the overall broadening can be obtained by the summation of 

size and strain broadening in the form, 

𝛽 + 𝜖 = 𝐶𝜖 tan 𝜃 +
𝐾𝜆

𝜏 cos 𝜃
                                                                           (1.4) 

(𝛽 + 𝜖) cos 𝜃 = 𝐶𝜖 sin 𝜃 +
𝐾𝜆

𝜏
                                                                          (1.5) 

that has a linear relationship between total broadening at Bragg angles, (β+ε)cos(θ), and sin(θ) where the 

crystallite size is related to the intercepts. Thus, size and strain broadening can be found by linear 

regression of total broadening versus Bragg angle under assumptions about the shape factor and strain 

direction. Broadening becomes important when attempting to obtain the structure of a crystalline lattice 

from a PXRD pattern by Reitveld refinement. 

 Bond formation in COFs is typically assessed by measuring the FTIR spectrum of monomers and 

the formed COF product. The functional groups of the monomers typically have signals corresponding to 

their stretching frequencies; in imine COFs the aromatic amines have frequencies around 3300 cm-1 and the 

aromatic aldehydes have frequencies around 1700 cm-1. If the COF formed properly these frequencies 

should be attenuated and a new peak attributed to the polymer linker motif should appear; in imine COFs a 

conjugated imine stretching frequency is observable between 1620-1630 cm-1.  

1.6 Ultrafast Spectroscopy Studies of Covalent Organic Frameworks 

 As outlined in previous sections, nature optimizes its structures to enable electronic coupling that 

helps efficiently separate charges and theory predicts that the same can be done for COF systems.81,82 

Elucidating experimental details about how excitations behave in COFs requires specialized ultrafast 

spectrometers to monitor their excited state dynamics. Transient absorption spectroscopy (TAS) has been 

used to study ultrafast phenomena like exciton diffusion,83 singlet-singlet annihilation,84 and charge 

separation in COFs,85 and useful information about their structure-property relationships can be obtained.  

 TAS operates on a pump-probe principle in which the sample is exposed to a pump laser of a 

wavelength in which it absorbs and the response to the pump is monitored by a broadband probe laser with 
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wavelengths equal to the spectral region of interest. The spectral region of the probe is often used to specify 

the type of TAS being used; a UV-Visible probe is often termed optical TAS (OTA); synchrotron probes 

are termed X-ray TAS (XTA); infrared (IR) probes are termed time-resolved IR (TRIR); and terahertz 

probes are termed optical pump terahertz probe (OPTP). A distinction is also made about the timescale 

being monitored; these time resolved techniques can measure events occurring from an attosecond to 

millisecond timescale. Measurements cannot be accurately made within half of the pulse duration, so 

narrower pump laser pulse durations are required for faster measurement timescales (i.e. attosecond pump 

for attosecond measurements, femtosecond pump for femtosecond measurements, etc.). The primary 

drawback to using such ultrafast pulses is that the pulse duration is Fourier-transform limited, meaning that 

shortening the pulse duration will broaden the spectral bandwidth of the pump pulse according to the 

equation, 

Δ𝜔 =
2𝜋

Δ𝑡
. (1.6) 

Short pulses with wide bandwidths are also susceptible to group velocity dispersion (GVD) inside media 

due to refraction that is dependent on the wavelength of light according to the equation, 

𝑣 =
𝑐

𝑛′
(1.7) 

where 𝑛′ is the refractive index of the medium where bluer wavelengths refract more than redder 

wavelengths. GVD can lead to a chirp in the measurement that is caused by some wavelengths of light 

reaching the detector sooner than others but can be compensated by making the redder wavelengths travel a 

longer distance to the detector.  

 To study the excited state dynamics relevant to artificial photosynthesis femtosecond OTA (fs-

OTA) is a good candidate since most energy transfer, charge transfer, and charge separation processes take 

place within the fs to ns time window (Figure 1.17). In all cases involving excited state dynamics there are 

only three responses observable by the detector: excited state absorption (ESA), ground state bleach (GSB), 

and stimulated emission (SE). ESA occurs due to sample absorbing a photon from the pump laser which 

promotes an electron to a higher energy level, the excited electron can then absorb another photon from the 

probe laser that goes onto reach the detector. Because the probe photon was absorbed this results in less 
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transmission through the sample than there was prior to the pump photon excitation. Like absorption 

spectroscopy, TAS can be expressed as a difference in transmittance in which case ESA would be negative 

(i.e. %Texcited-%Tground), but more commonly it is expressed as a difference in absorbance in which case 

ESA is positive. TAS results will be presented herein in as difference in absorbance (ΔA), unless noted 

otherwise. Conversely, GSB is the result of the vacancy left behind after the pump laser excited an electron 

to an excited state; this leads to less absorption of probe photons from the ground state and a corresponding 

decrease in ΔA, a negative signal. SE occurs due to photon emission from the excited sample resulting 

from the relaxation of the excited electron to the vacancy left in the ground state, but with the qualifier that 

the emission was in response to (i.e. stimulated by) the electric field of a probe photon. This phenomenon is 

the concept behind lasers (Light Amplification by Stimulated Emission of Radiation), but it is detectable in 

TAS because the stimulated emission of a photon from the sample is collinear with the probe that is bound 

for the detector. Because more light now reaches the detector SE is observable as a feature with negative 

ΔA and can be difficult to resolve from GSB. 

 

 

Figure 1.17 (top) Simplified diagram of OTA where the seed laser is 

split into pump and probe beams and the pump beam is frequency 

doubled in a BBO (β-barium borate) crystal while the probe beam is 

delayed and generates broadband white light in a CaF2 crystal. (bottom) 

Three level energy diagram used to illustrate the processes responsible 

for signal in OTA and the changes in absorbance expected for these 

different processes. 
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 While studies have thus far have proven useful, much is still left unknown about photophysics 

COFs. There is no agreement on how to treat interlayer interactions in COF – especially if there is no 

obvious effect of the effect of the strong coupling limit. Some literature references assume these effects are 

negligible,86 while others seem to deduce that they are predominant (Figure 1.18).87 Naturally, the answer 

may need to be arrived at on a case-by-case basis – some COFs maximize interlayer delocalization and 

charge transfer, while others suppress its effects. 

 

 Some clues offered by one study on excited state (ES) dynamics of fully conjugated 2D COFs 

based on 1,1,2,2-tetrakis(phenyl)ethene and 1,3,5-triphenylbenzene cores shows that excitation results in 

CS by exciton delocalization and subsequent singlet-singlet annihilation.84 This work compared TA data 

from different film thicknesses and different pump laser powers. Varying these parameters allowed the 

authors to arrive at the conclusion that generation of a higher density of excited states (by higher power 

and/or thickness) leads to the formation of more longer-lived excited state, which they attribute to singlet-

singlet annihilation. Notably, this effect was only present in the COFs based on the tetrakisethene core and 

when analyzed through the lens of topological electronic structure effects, may result because dispersion 

across this core is possible while not as likely for the triphenylbenzene core.  

 More recently, the signature of delocalized excitons which relax to excimer states has been 

observed in COF-5 built from triphenylene monomers linked by boronate ester bonds.83 This study differs 

than the one by Bein et. al. for fact that boronate esters are not conjugated aromatic species, ruling out ICT. 

Again, power dependence is used, but this time to identify the signature of excimer formation that is 

 

Figure 1.18 Figures from ultrafast OTA studies that either focus on (left)83 or ignore interlayer 

interactions (right).84 
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present between dimers of adjacent triphenylene layers. These studies demonstrate the potential of COFs as 

light absorption and CS materials, but the variety in their photophysical properties leaves open the 

possibility for unexplained behaviors. 

1.7 Photocatalysis by Covalent Organic Frameworks 

 COFs have emerged as photocatalytic materials due to a variety of benefits they possess over 

traditional molecular photocatalysts.88–90 First, COFs are inherently porous which imparts them with high 

surface areas that can enhance overall performance by increasing the number of available reaction sites, 

this porosity also helps confine molecules near these reaction sites which may help in kinetically 

challenging multistep reactions.88,91 Their periodic structure also offers very interesting possibilities to use 

structure based design much in the same way nature approaches the design of LH2 and other chromophore 

superstructures.59 Additionally, accessible organic monomers allow for the precise insertion of catalytic 

sites92 and compositional flexibility opens avenues for molecular engineering.93–101 Their covalently bound 

structures offer relatively high stability improve degradation resistance after multiple catalytic cycles that 

can improve turnover numbers (TON).53,102 Finally, the aromatic monomers they are often constructed from 

tend to have a good ability to capture ultraviolet (UV), visible, and even infrared (IR) radiation from the 

solar spectrum. There have been several reports of 2D COFs as photocatalytic materials encompassing a 

variety of different photocatalyst architectures. COFs with incorporated metal catalysts through post-

synthesis modification103 present a promising approach that allows full use of their high surface area.  

Similar strategies are COF photosensitizer/co-catalyst systems.95,104,105 These systems, instead of directly 

functionalizing the pore, utilize a phase separated homogeneous co-catalyst whereby the COF performs 

light harvesting and energy transfer. Certain COFs, on the other hand, have been reported with the ability to 

act as light harvesting unit and photocatalyst without metal atom incorporation.106 Finally, COFs have been 

covalently bound to single semiconductor systems such that they form a Z-scheme type catalyst.107  

 The artificial photosynthetic reaction that most closely mimics nature is the coupled H2O 

oxidation/CO2 reduction reaction. For more information on water oxidation and CO2 reduction see the 

Future Directions section. While there are variations of artificial photosynthesis that rely on, for instance, 

hydride transfer to CO2 or bimolecular metal-oxo interactions, the example presented in Figure 1.19 was 

selected for its relevance to artificial photosynthesis in COFs. Absorption of a photon promotes an electron 
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to a higher energy state generating an electron-hole pair with sufficient potential energy to activate the 

substrates. In the first step on the photoreduction side of the reaction CO2 is bound to an active site 

(presented here as a general semiconductor interface) through its η1 adduct mode. The electron transfer, 

which is coupled to a proton transfer, is made to CO2 forming bound formate. This proton coupled electron 

transfer helps to lower the transition state energy of the intermediate and is particularly important to the 

reaction because this first step is the most thermodynamically challenging on the reductive side. 

Photooxidation in the first step results in an electron being transferred to the oxidative semiconductor from 

H2O, quenching the hole and generating a bound hydroxide. A second photoexcitation leads to a second 

proton coupled electron transfer to the formate then dissociates H2O and CO while the hydroxide is 

oxidized again to form an oxo-complex. For CO2 reduction this dissociation of CO represents a full 

catalytic turnover and on subsequent cycles the previous two steps are repeated. The third photoexcitation 

is the most thermodynamically challenging on the water oxidation side of the reaction because the active 

site must now be oxidized a third time to activate the oxo-complex and form the O-O bond, if this is 

achieved there are primarily two subsequent pathways that can be followed. The first of these (not pictured 

here) involves two oxo-complexes that can interact to form an O-O bond and is bimolecular with respect to 

the active site. The second is unimolecular with respect to the active site due to a second water molecule 

that acts as a nucleophile, attacking the oxo-complex is termed water nucleophilic attack (WNA). WNA is 

presented here because in the bulk environment of a COF one would expect the insoluble macromolecular 

structure to be geometrically restricted from allowing two active sites from interacting. After WNA, the 

reaction is energetically downhill where after formation of the O-O bond two protons are removed and 

molecular O2 is dissociated. 
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 Even though WNA would seem the predominant pathway for water oxidation in COFs a recent 

example took advantage of the relative ease in which COFs can be engineered to facilitate the alternate 

two-interacting metallo-oxo (I2M) pathway.108 This 3D COF contained a Ru metal catalyst that was 

designed to take advantage of structural interpenetration to place Ru sites adjacent to one another at the 

precise distance necessary for I2M to occur (Figure 1.20). Furthermore, they show that constitutionally 

identical non-porous material lacked the same activity which is strong evidence for the effect of structural 

engineering on performance and that the material was a suitable photocatalyst. This beautiful example of 

structural engineering in COFs is the best recent example of the untapped potential they hold as catalyst 

and photocatalyst substrates for kinetically challenging reactions like water oxidation.  

 

Figure 1.19 Simplified mechanism for coupled H2O oxidation/CO2 reduction driven by light. 

Note that the oxidation mechanism presented here is water nucleophilic attack (WNA). Also 

note the CO2 adduct is binding in the η1 mode and undergoes proton-coupled electron transfer 

in the first step of each CO2 reduction reaction. 
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 Studying the photophysical properties of COFs is challenging but merits investigation based on 

the possibilities that exist to modify their electronic structures. Nature has spent eons fine-tuning the light 

harvesting abilities of chloroplasts for photosynthesis and it should be expected that doing the same in 

COFs will take time. The design advantage COFs have over other types of light harvesting systems is the 

predictable topological properties of their structures, and the direct influence of this topology on charge 

carrier mobility. Techniques to create COFs have come along way since their inception, and newfound 

understanding of their formation and stability mean that the most promising days are ahead for their utility 

as artificial photosynthesis platforms. 

  

 

Figure 1.20 Covalent organic framework specifically designed for water 

oxidation by facilitating the I2M pathway of embedded Ru=O metallo-

oxo complexes. 



32 
 

 

 

CHAPTER 2 – EXPERIMENTAL AND THEORETICAL METHODS & DETAILS 

 

 

2.1 Experimental and Computational Methods for Chapter 3 

2.1.1 Femtosecond transient absorption (fs-TA) measurements 

 The femtosecond TA spectroscopy is based on a regenerative amplified Ti-Sapphire laser system 

(Solstice, 800 nm, < 100 fs FWHM, 3.5 mJ/pulse, 1 kHz repetition rate). The tunable pump (235-1100 nm), 

chopped at 500 Hz, is generated in TOPAS from 75% of the split output from the Ti-Sapphire laser. The 

other 25% generated tunable UV-visible probe pulses by while light generation in a CaF2 window (330-720 

nm) on a translation stage. A Helios ultrafast spectrometer (Ultrafast Systems LLC) was used to collect the 

spectra. The film samples were continuously translated to avoid heating and permanent degradation. 

2.1.2 Crystal Structure modeling and refinements 

 The crystal models for three imine COFs were modeled by using Materials Studio 5.0 software 

package (Accelrys Software Inc. (2009, now BIOVIA). Materials Studio 5.0: Modeling Simulation for 

Chemical and Material, San Diego, CA.). The lattice parameters and atomic positions were optimized under 

the universal force field and were further refined through the Pawley PXRD refinement conducted with the 

Reflex module until the Rwp value converging and a good agreement obtained between the refined profiles 

and the experimental ones. The parameters including peak broadening, peak asymmetry, and zero shift 

error were considered in the applied Pseudo-Voigt profile function for whole profile refinement. 

2.1.3 Density Functional Tight Binding 

 A user-defined unit cell was constructed and optimized by self-consistent charge density 

functional tight-binding (SCC-DFTB) in the DFTB+ package.109 SCC-DFTB was performed periodically to 

ensure the resulting structure was representative of the overall bulk structure. Slater-Kloster (SK) files 

(3ob-3-1)110 were used with D3 dispersion correction (a1=0.746, a2=4.191)111 and Becke Johnson damping 

(s6=1.0, s8=3.209).112 The structure was allowed to remain in its hexagonal lattice and optimized until 

forces on each of the atoms were no more than 1.0x10-5 eV/Å. Once the atomic positions were converged, a 

step of the lattice vectors was taken in the direction of the force acting upon them followed by another 

round of atomic position optimization until convergence. This process iterated until the maximum force 

acting on any of the lattice vectors was less than 1x10-4 Pa. Finite difference differentiation was used with a 

delta parameter of 1.22x10-4 and error in the SCC calculation was minimized with a Broyden density mixer 
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with mixing parameter set to 0.2, inverse Jacobi weight set to 1x10-2 and a weight factor of 1x10-2. The 

Ewald parameters for unit cell optimization were determined automatically by DFTB+ and the Ewald 

tolerance was set to 1x10-9. From these optimized structures the ends were capped with hydrogens and used 

for TDDFT. 

2.1.4 Time-Dependent Density Functional Theory 

 TDDFT was performed in Gaussian16 with the range-separated global hybrid CAM-B3LYP113 

functional to correctly model the charge transfer behavior with Pople’s 6-311G** basis set.114–116 The first 

10 transitions were calculated to obtain suitable convergence for our state of interest, which was the first 

singlet transition. It is important to note that for later transition density matrix analysis the keywords 

“iop(9/40=3)” “GFINPUT” and “Pop=Full” need to be included.  

2.1.5 Analysis of Transition Density Matrix 

 The first singlet transition was analyzed by transition density matrix (TDM) analysis with the 

TheoDORE program117–120 to characterize and quantify the charge transfer in the system. More information 

about TDM analysis can be found in the Appendices. To analyze the transitions correctly it was important 

to define units of the structure critical to its charge transfer behavior so the transition density matrix would 

be projected onto a suitable basis. Units were selected as follows: the phenyl rings around the variable core 

(triazine, benzene, amine), the core itself, the imine, the BTPA pyridines, and the BTPA benzene. 
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2.2 Experimental and Computational Methods for Chapter 4 

2.2.1 Transient Absorption (TA) Spectroscopy 

 Femtosecond TA spectroscopy in this chapter follows a similar procedure as outlined in Section 

2.1 with a few exceptions. Sample solutions are analyzed in a 2 mm quartz cuvette with a septum and 

purged with N2 atmosphere before TA measurements. A PTFE-coated stir bar in the cuvette allows 

continuous stirring during the measurements. pTCT-0P, pTCT-1P, pTCT-2P and donor samples are excited 

using 340 nm and 375 nm pump pulse (0.3 mW power), while the acceptor is excited using 300 nm pump 

pulse (0.3 mW). Global fitting analysis is performed using Glotaran 1.5.1.121 

2.2.2 Computational Details 

 pTCT series molecules were initially optimized to their S0 geometry using density functional 

theory (DFT) with the B3LYP functional,122–124 Grimme’s D3 empirical dispersion with BJ damping (D3-

BJ),125 Pople’s 6-311G** basis set,122,126 and a toluene (ε=2.38, ε=͚2.238) integral equation formalism 

polarizable continuum model (IEFPCM)127 with the Gaussian16 program.128 Diffuse functions were 

explored for use but ultimately exceeded resource constraints on compute nodes, particularly in frequency 

calculations on pTCT-2P. As for the ES, S1 and T1 geometries were found using time-dependent density 

functional theory (TDDFT) with B3LYP and CAM-B3LYP functionals, D3-BJ empirical dispersion, 6-

311G** basis, and toluene IEFPCM. For each ground state geometry (S0), two degenerate transitions are 

predicted to populate the S1 and S2 potentials, respectively; due to their degeneracy extra care was taken to 

optimize the molecule along the correct potential.  

To accurately predict the frontier molecular orbital energies, we tuned the long-range corrected 

ωPBE functional129 (LRC-ωPBE) at the S0, S1, and T1 geometries. Tuning was performed without a solvent 

model by changing the amount of long-range Hartree-Fock exact exchange, represented by ω, until the 

sum-of-squares difference between the HOMO/LUMO gap and fundamental gap (ionization energy – 

electron affinity) was minimized, as in Equation 2.1.  

𝑚𝑖𝑛(𝜔) = [𝐼𝑃(𝜔,𝑁) + 𝜖𝐻𝑂𝑀𝑂(𝜔, 𝑁)]
2 + [𝐼𝑃(𝜔,𝑁 + 1) + 𝜖𝐿𝑈𝑀𝑂(𝜔, 𝑁)]

2 (2.1) 

Tuning helps account for Coulomb interaction of the photoexcited hole and electron by minimizing self-

interaction error and allowing for accurate ES energies to be obtained. Thus, vertical transitions were 
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solved using LR-TDDFT, LRC-ωPBE, D3-BJ empirical dispersion, 6-311G** basis set, and toluene PCM 

with equilibrium solvation for transitions at the S1 and T1 geometries, and non-equilibrium solvation at the 

S0 geometries.  

Error against experimental data increases with system size, possibly due to limitations of the 

adiabatic approximation in LR-TDDFT that becomes increasingly important for larger molecules. 

Nonetheless, the largest absorption energy error is 0.09 eV on pTCT-2P. We also find that LRC-ωPBE 

significantly improves predictions by global hybrids B3LYP (-0.52 eV) and CAM-B3LYP (0.60 eV) – 

strengthening our confidence in the model. Overall, emission was more accurately modeled by LRC-ωPBE 

at B3LYP S1 geometries than CAM-B3LYP S1 geometries, leading to its use in this work. However, we 

note pTCT-2P emission was better predicted using the CAM-B3LYP S1 geometry.   

ISC rates were modeled by adding the LRC-ωPBE transition energies to the S1 and T1 B3LYP 

SCF energies to determine ΔEST and related values. Spin-orbit coupling matrix elements (SOCME) were 

obtained using the screened one-electron Breit-Pauli Hamiltonian operator (as implemented in the pySOC 

program) on the LRC-ωPBE density but with 6 additional d-orbitals and 10 additional f-orbitals added to 

the 6-311G** basis set, as required by pySOC.130,131 Natural transition orbital (NTO) calculations132 were 

used to visualize transitions. Excited-state charge-transfer analysis was performed using TheoDORE118133120 

and cclib134 codes. 
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2.3 Experimental and Computational Methods for Chapter 5 

2.3.1 Synthesis of TAT-COF 

 In a 20 mL autoclave, 2,7,12-Triformyl-5,10,15-triethyltriindole (TAT) (82mg) and Trimethyl-s-

triazine (TMTA) (19.68mg) were dispersed in a mixture of mesitylene (8mL), MeOH (8mL) and NaOH 

(30mg). After being purged with N2, the autoclave was heated to 180 °C for 4 days. The resulting solid was 

collected by centrifugation and washed with DCM and THF repeatedly to remove the trapped guest 

molecules. The powder was then dried under vacuum to produce TAT-COF with an isolated yield of 65%. 

2.3.2 Synthesis of TPB-COF 

 In a 20 mL autoclave, 1,3,5-Tris(4-formaldehydephenyl)benzene (TFPB) (62.46mg) and 

Trimethyl-s-triazine (TMTA) (19.68mg) were dispersed in a mixture of mesitylene (8mL), MeOH (8mL) 

and NaOH (30mg). After being purged with N2, the autoclave was heated to 180 °C for 4 days. The 

resulting solid was collected by centrifugation and washed with DCM and THF repeatedly to remove the 

trapped guest molecules. The powder was then dried under vacuum to produce TAT-COF with an isolated 

yield of 80%. 

2.3.3 UV-Visible Absorption Spectroscopy 

 UV-Visible absorption spectra were taken using an Agilent 8453 spectrometer. To make COF 

films, the piranha etched glass was immersed in the COFs reaction tube during synthesis. The obtained thin 

layer of COF film was then washed with acetone to remove free ligands. 

2.3.4 Powder X-Ray Diffraction 

 Powder X-Ray Diffraction (PXRD) measurements were taken on a Rigaku MiniFlex 2 utilizing 

CuKα (λ=1.54 Å) radiation source with 30 keV acceleration voltage and 15 mA current. The pattern was 

collected over the first 30° 2θ in 0.05° 2θ increments. 

2.3.5 N2 Adsorption Isotherm for Brunauer-Emmett-Teller Analysis 

 A dry, static-free sorption tube and SealFrit closure was weighed three times and the average was 

recorded. Then ~30 mg of COF sample was added to the sorption tube and re-weighed three times. A dewer 

containing a reference sorption tube was filled with liquid N2 (LN2) to ensure isothermal reference 

conditions. Over the sample sorption tube an isothermal jacket was placed to help wick LN2 over the neck 

to ensure isothermal measurement conditions. The sample sorption tube was affixed to the ASAP-2020 
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(Micromeritics) and the pressure brought to 1x10-5 torr. A second dewer was filled with LN2 BET into 

which the evacuated sample sorption tube was placed. Microdoses of N2 gas were incrementally fed into 

the sorption tube and the pressure within was monitored until the pressure within the tube reached ~0.95 

torr. The calibrated microdoses allowed for quantitation of N2 adsorbed by the sample yielding the N2 

adsorption isotherm. Analysis of N2 adsorption isotherms was performed using the software provided by 

Micromeritics. 

2.3.6 Femtosecond Transient Absorption (TA) Spectroscopy 

 Femtosecond TA spectroscopy in this chapter follows a similar procedure as outlined in Section 

2.1. 

2.3.7 Fabrication of LED strip 

 TAT-COF was dispersed in optical epoxy adhesive (Norland 63) through sonicating. The mixture 

was then dropped to the surface of LED strip. After that, Xe lamp was applied for 1 minute to cure the 

epoxy. 

2.3.8 Quantum Yield measurement 

 Quantum yield of TAT-COF and TPB-COF were measured by using Coumarin-343 as reference. 

ZIF-8 (no absorption in the visible region) has been added to reference solution to account for the effect of 

scattering. 

𝑄𝑠 = 𝑄𝑟 × (
𝐴𝑟
𝐴𝑠
) (
𝐸𝑠
𝐸𝑟
) (
𝑛𝑠
𝑛𝑟
)
2

                                                                                  (2.2) 

Where: Q is fluorescence quantum yield, A is absorption of solution, E is integrated fluorescence intensity 

of the emitted light, n is the refractive index of the solvent, subscripts ‘r’ and ‘s’ refer to the reference and 

COFs, respectively 

2.3.9 Structure simulation 

 Molecular modeling of COF for PXRD analysis was simulated using Materials Studio (2017) 

program. The initial lattice was created with space Group P1. The structure of TAT-COF is assumed to be 

analogous to that of COF 10,135 where each edge of the hexagonal ring was substituted by the framework of 

(E)-2,-(2-(1,3,5-trianzin-2-yl)vinyl)-9-ethyl-9H-carbazole. The geometry of COFs was optimized with MS 

DMol3 module and redundant atoms were deleted. After that, the symmetry was promoted to P6. The 

lattice model was then optimized using the MS Forcite module, Finally, Pawley refinement was applied to 
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define the lattice parameters, which produces the refined PXRD profile with lattice parameters of a = b = 

17.7452 Å and c = 3.6403 Å. Rwp and Rp values were converged to 2.23% and 1.75%, respectively. The 

same process was applied to TPB-COF, where after Pawley refinement, the lattice parameters of a = b = 

17.5590 Å and c =3.4520 Å were obtained with Rwp and Rp values of 1.83% and 1.47%, respectively. 

2.3.10 DFTB Structure Optimization 

 The unit cell and atomic positions were optimized by SCC-DFTB as in Section 2.1 with a few 

exceptions. It was necessary to remove the hanging ethyl groups of the TAT monomer to achieve 

convergence which we assume will only lead to minute differences in the COF structure. The atomic 

structure was optimized until forces acting on any individual atom were less than 1x10-4 a.u.  

2.3.11 TDDFT Calculations 

 TDDFT calculations were performed in a similar manner to those outlined in Section 2.1 with a 

few exceptions. To minimize computational costs of TDDFT calculations the final structures from DFTB 

(above) were decomposed into smaller units which retained the primary units for charge transfer. TAT-

COF was truncated at the vertices of both the TAT monomer and the triazine unit with a hydrogen atom 

such that the two were connected via a C-C double bond. TPB-COF was decomposed in a similar manner. 

To simulate the effects of aggregation the substructures of TAT-COF and TPB-COF were built into 

supercells according to the DFTB optimized unit cell parameters. The selection for these smaller units was 

based on the important conjugation that exists across TAT. Because each indole unit is fused to the central 

benzene ring truncating the structure at the benzene would affect the predicted electronic properties. 

Additionally, because the three branches of TAT were preserved the decision was made to preserve the 

three branches of the TPB portion of TPB-COF, as well.  

2.3.12 Transition Density Matrix Analysis 

 TDM analysis was performed using the TheoDORE software package.117,119,136 Fragment selection 

is crucial to developing reasonable insights from TDM analysis, and as such we selected three fragments – 

the triazine unit, the C-C double bond, and the TAT/TPB portions of the substructure. Importantly, TAT 

could not be broken down into smaller components as may be possible for TPB by selecting the individual 

rings which compromise its structure because the indole units of TAT are directly fused to the central 
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benzene ring. Also, by selecting the C-C double bond as a separate fragment instead of simply the donor 

and acceptor units the bridging effect of this linker was able to be considered. 
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2.4 Experimental and Computational Methods for Chapter 6 

2.4.1 Synthesis of Isostructural Covalent Organic Frameworks 

 Following the literature procedure,90 each COF was synthesized by taking a 1:1 molar ratio of 

linear monomer to trigonal monomer in a 5 mL 82:15:3 Toluene/Mesitylene/Glacial Acetic Acid mixture. 

The mixture was sonicated until all reactants were evenly dispersed or dissolved and then degassed and 

heated to 120°C in a 10mL pressure vial for 3 days. After the synthesis procedure, each COF was 

centrifuged, decanted, and soaked in methanol for a total of 3 times to remove solvent trapped in the pores. 

2.4.2 Powder X-Ray Diffraction 

 PXRD measurements were collected in a similar manner to those outlined in Section 2.2 with a 

few exceptions. Strain parameters from the PXRD patters were fitted according to the procedure from 

Molina et. al.100 in GSAS-II137 with slight modifications, as follows. First, the default U, V, W, and 

Gaussian components were accepted and refinement was performed from 2.0° to 12.0° 2θ. Background 

functions were Chebyshev polynomials where the order of the polynomial was selected from 5 to 8 to yield 

the best fit. The asymmetry parameter was not refined, and the peak positions were not refined after the 

initial position and intensity refinement. Predicted PXRD patterns from the DFTB optimized structures 

were generated by the Mercury software package138 (version 4.1.3) from the Cambridge Crystallographic 

Structure Database (CCSD). 

2.4.3 Diffuse Reflectance Measurements 

 Diffuse Reflectance Measurements were taken on a Agilent Cary 5000 spectrophotometer with a 

integration sphere. Raw data was processed by Kubelka-Munk transformation according to the following 

equation: 

𝑆𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔

𝐴𝑏𝑠𝑜𝑟𝑏𝑎𝑛𝑐𝑒
=

2∗𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒

(1−𝑅𝑒𝑓𝑙𝑒𝑐𝑡𝑎𝑛𝑐𝑒)2
    

2.4.4 Transient Absorption (TA) Measurements 

 Similar to the prior literature procedure90 thin films of the COFs were made by drop-casting onto 

Pirhana-etched glass a dispersion of 1mg COF with 0.5 mL Nafion in 5% water and 1-propanol. The 

dispersion was formed by sonicating the mixture for 2h. Upon evaporation of the solvents a thin-film 
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suitable for TA measurements was formed. The collection of TA data was performed as outlined in Section 

2.1. 

2.4.5 DFTB Structure Optimization 

 Structure optimization using SCC-DFTB was performed in a similar manner to the procedure 

outlined in Section 2.1. with a few exceptions. Periodic SCC-DFTB optimizations were performed starting 

with a unit cell with a c-axis magnitude of 3.70Å to replicate the bulk environment. The unit cell was 

obtained from a reference139 in which the name of the fragment was 

“linker96_N_linker30_CH_hcb_relaxed.cif.” Additionally, three-body interactions (default cutoffs) and an 

additional H-H repulsion140 correction were turned on.  

To explore the possibility of different stacking modes periodic structures were optimized with a 

large vacuum separation to allow sufficient freedom for COFs to approach preferential interlayer 

arrangement. These periodic SCC-DFTB optimizations were performed starting with the single layer unit 

cell from above reoptimized with a 30 Å vacuum region above and below the layer. The optimization was 

performed isotropically, meaning both the atomic positions and unit cell parameters were optimized but 

each unit cell step was scaled proportionally with the other axes/angles, this was done to ensure significant 

vacuum separation remained present throughout. The same SK files (3ob-3-1) and dispersion parameters 

(a1=0.746, a2=4.191, s6=1.0, s8=3.209) from above were used as well as the same convergence criteria, 

density mixer and eigensolver. Once the single layer optimization was completed the layer was copied and 

translated 4.0Å above and below the original layer to form a perfectly eclipsed three-layer system now with 

~22Å total vacuum separation. This three-layer system was then optimized as before yielding structures 

which preferentially adopted an inclined stacking arrangement. From these optimized three-layer 

geometries new unit cell angles were estimated according to location of each layers’ center-of-mass. 

2.4.6 Time-Dependent Density Functional Theory Calculations 

 TDDFT was performed in a similar manner to the procedure outlined in Section 2.1. To study 

multiple layers of COF the edge or star unit selected for analysis was duplicated and translated according to 

its unit cell parameters.  

2.4.7 Transition Density Matrix Analysis 
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 TDM analysis was performed in a similar manner to what was outlined in Section 2.1 with a few 

exceptions. We carefully select fragments which represent the most critical pieces of the COF structure 

involved in the CT transition. In the intralayer case we select four fragments – the tritopic core (s-triazine 

or benzene), the phenylene attached to the tritopic core, the imine linker formed through amine/aldehyde 

condensation, and the bridge (bipyridine or biphenyl). In the interlayer case our fragment selection is 

simply the separate layers in the system. By using these logical selections, we gain a clear two-dimensional 

picture of which portions or layers of the COF backbone participate in the CT transition as a donor, 

acceptor, or spectator. 

2.4.8 Electronic Transitions at Various Interlayer Distances 

 To explore the impact of interlayer distance on transition intensity and exciton structure two 

approaches were taken to generate structures suitable for further analysis. First two-, three- and four-layer 

N2N3 edge fragment supercells were manually generated in Avogadro141,142 such that their interlayer 

distances ranged from 3.5Å to 3.0Å in 0.1Å increments. TDDFT and TDM analysis were then performed 

on these “compressed” supercells and utilized in the main text discussion of the tail state phenomenon 

arising from lattice strain. To model any conformational change of N2N3 within strain defects, SCC-DFTB 

was performed with the c-axis constrained to 3.5Å to 3.0Å in 0.1Å increments. Standard single-point DFT 

(B3LYP/6-311G**) was then performed on two-layer manually translated structures and constrained SCC-

DFTB optimized structures.  
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2.5 Experimental and Computational Methods for Chapter 7 

2.5.1 Synthesis of Covalent Organic Frameworks by Solvothermal Method 

 Synthesis of f-COF and Re-f-COF follows the previously reported method.90 Newly designed r-

COF  is first synthesized by a similar solvothermal approach as f-COF; condensation of 2,2’-bipyridyl-5,5’-

diamine (NH2-bpy) and 4,4’,4’’-(1,3,5-triazine-2,4,6-triyl)tribenzaldehyde (CHO-TTA) at a 3:2 ratio in a 

10mL N2 purged Pyrex pressure tube with 6 mL 1:1 1,4-dioxane:mesitylene and 0.1 mL glacial acetic acid 

sealed, degassed by three freeze-pump-thaw cycles, and heated at 120°C for 3 days. r-COF is then washed 

by solvent exchange with methanol three times then ethanol five times and kept under ethanol for critical 

point drying. 

2.5.2 Critical Point Drying 

 Critical point drying (CPD, also known as supercritical CO2 activation) is done by exchanging 

ethanol with liquid CO2 (LCO2) three times at 0 °C, each with 3-5 hours of equilibration time. After the 

last equilibration, the LCO2 is brought to supercritical temperature and pressure and slowly vented from 

the chamber yielding the dried (activated) material.  

2.5.3 Brunauer-Emmett-Teller Analysis of Adsorption Isotherms 

 N2 adsorption isotherms were collected in a similar manner to the procedure outlined in Section 

2.3. 

2.5.4 Solvent Screening for Solvothermal Synthesis of r-COF 

 Seeking to improve the BET area, we screen for optimal solvent conditions by varying the ratio of 

dioxane:mesitylene from 8:1 to 1:2. Trends in BET surface area follow solvent polarity, with polar solvent 

conditions yielding more accessible surface area (8:1 dioxane:mesitylene, 494 m2/g) than less polar solvent 

conditions (1:1 dioxane:mesitylene, 288 m2/g and 333 m2/g). Non-polar solvent conditions seemingly 

yield product  with higher crystallinity than polar solvent conditions, contrary to what surface area 

measurements might suggest. When a solvent ratio of 1:2 dioxane:mesitylene is used noticeable peaks 

attributable to starting material became apparent leading to the conclusion that lower solvent polarities with 

poor monomer solvation allow pore blocking and cannot be resolved by solvent treatment with DCM, 

CHCl3, or CCl4. We also assess the viability of drying the material from a low surface tension solvent 

(hexane) by monitoring the crystallinity of PXRD patterns and found that hexane activation yielded semi-
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crystalline samples. In terms of surface area, however, hexane activation allows almost no accessible 

porosity – indicating CPD is essential to maintain an accessible structure in r-COF. f-COF is found to retain 

some porosity after hexane activation, indicating its structure is less sensitive to processing conditions. 

2.5.5 Synthesis of r-COF by Colloidal Synthesis Method 

To achieve suitably high surface area samples of r-COF we modify a recently published synthetic 

method for colloidal imine linked COFs.70 In this synthesis, a 20 mL scintillation vial is charged with 0.97 

g of benzoic acid that is dissolved in benzonitrile at 120 °C followed by the addition of 1.43 mL of 48 mM 

CHO-TTA in benzonitrile (pre-heated to dissolve). Then, 0.35 mL of 0.7 M aniline in benzonitrile is added 

and allowed to react with CHO-TTA for 15 minutes while being sparged with N2 (NH2-bpy found to be 

prone to oxidation). After the CHO-TTA reaction with aniline 1.43 mL of 72 mM NH2-bpy in N2 purged 

benzonitrile is added, the vial sealed, and the polymerization proceeds at 120 °C for 4 hours under a 

positive pressure of N2. The product is readily separable from solution, so it is centrifuged and placed into a 

teabag then washed with methanol in a Soxhlet extractor to remove solvent and benzoic acid before solvent 

exchange with absolute ethanol five times, under which it is kept for CPD. These conditions improve the 

BET surface area of r-COF (600 m2/g, Figure 1c) suggesting the utility of this synthetic procedure to 

enhance the quality of stubborn COF crystallites. 

2.5.6 Transient Absorption Spectroscopy Measurements 

 As in Section 2.4, thin films COF were made by drop-casting onto Pirhana-etched glass a 

dispersion of 1mg COF with 0.5 mL Nafion in 5% water and 1-propanol. Collection of the TA data was 

carried out in a similar manner to Section 2.1. 

2.5.7 CO2 Photocatalysis Experiment Details 

 The 11 mL reaction vial was set up as specified in the main text and sealed with a tight-fitting 

rubber septum. As in reference 1, the amount of CO generated was quantified using Agilent 490 micro gas 

chromatograph (5 Å molecular sieve column) by removing the sample from the catalytic conditions and 

using a glass syringe to measure the composition of 200 μL of the headspace. To prevent substantial 

leakage of analyte gas through the rubber septum a maximum of three withdrawals were made from the 

reaction vial. 
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CHAPTER 3 – TUNING PHOTOEXCITED CHARGE TRANSFER AND NODAL SYMMETRY IN 

IMINE-LINKED TWO-DIMENSIONAL COVALENT ORGANIC FRAMEWORKS 

 

 

3.1 Introduction 

 COFs are promising substrates for photocatalysis due to their visible light absorption, porous 

structure, and facile functionalization.90,98,143–146 The introduction of fully π-conjugated covalent linkages 

such as imines into 2D COFs enables the intralayer π-conjugation for extended photoabsorption to near-

infrared regions and may help to generate long-lived charge carriers.84,85 Understanding how photoexcited 

charge carriers travel through COF material is not fully understood from a practical perspective and 

experimentally probing these properties is important to develop knowledge about how to design them for 

use as catalyst photosensitizers.  

 The topology of COFs has been shown to theoretically impact the mobility of charge carriers 

through modifications of their band structures. Thus, there is significant value in interrogating these 

impacts experimentally not only to establish the reliability of predictions, but to advance strategies for 

developing COFs for photocatalytic applications. Flat valence and conductions bands were observed in 

COFs with Kagome lattices which should limit the mobility of their charge carriers in the plane of the 

framework.58 Thomas et. al. suggested that lowering the symmetry of the space group by modifying the 

position of heteroatoms on the trigonally branched six-membered ring (node) would produce band bending 

to assist the mobility of charge carrier.59 This band bending was attributed to the avoidance of destructive 

wavefunction interference at the six-membered ring that would appear in COFs with symmetrical nodes. In 

the same work, Thomas also laid out another strategy to avoid destructive wavefunction interference by 

substituting the six-membered ring node with a tertiary carbon radical node that led to the prediction of a 

Dirac point in the band structure. 

 Modifying the symmetry of the node theoretically poses significant potential to increase charge 

carrier lifetime by charge separation. Designing an experimental approach to probe these differences is 

straightforward in COFs due to their designable nature by simply exchanging a nodal monomer with six-

membered ring for one with a single atom at the nodal position. Once these COFs have been synthesized it 

is then pertinent to assess their charge separation capabilities and compare them against each other. 
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However, other factors relating to monomer selection such an electron donating ability, and physical 

structure need to be considered. 

 A systematic study is presented here on the photoexcited charge transfer dynamics of three imine-

linked 2D COFs (COFTTA-BTPA, COFTAPB-BTPA, and COFTAPA-BTPA, Scheme 3.1) constructed by the 

polycondensation of pyridine-containing 5,5',5''-(1,3,5-benzenetriyl)-tris(2-pyridine carboxaldehyde) 

(BTPA) with three aromatic triamine monomers with tunable electron-rich/deficient cores and different 

nodal symmetries. Using steady-state and transient absorption (TA) spectroscopies coupled with time-

dependent density functional theory (TDDFT) calculations, we found that exciton relaxation dynamics and 

charge carrier lifetimes of these 2D COFs strongly depend on the electron affinities and nodal symmetries 

of the monomers. 

 

3.2 Synthesis and Characterization of BTPA COFs 

 Three imine-linked 2D COFs were synthesized by polycondensation of BTPA with 4,4',4''-(1,3,5-

triazine-2,4,6-triyl)trianiline (TTA), 1,3,5-tris(4-aminophenyl)benzene (TAPB), and 4,4',4''-

triaminotriphenylamine (TAPA), respectively, under convenient solvothermal conditions (Scheme 3.1, See 

experimental details in Section 2.1). The crystal structures of these COFs were characterized by PXRD. As 

 

Scheme 3.1 Construction of imine-linked COFTTA-BTPA, COFTAPB-BTPA, and COFTAPA-BTPA by 

polycondensation of BTPA with TTA, TAPB, and TAPA, respectively. 
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shown in Figure 3.1, the PXRD patterns of all three COFs exhibit prominent diffraction peaks. Based on 

the 3-fold symmetry of both amine- and aldehyde-based building blocks and the linear imine linkages, 2D 

layered topology (P1 space group) with hexagonal aperture is proposed for modeling the possible COF 

structures. The Pawley refinement demonstrates the good fit of the eclipsed stacking mode (AA stacking) 

for all three COFs, and this assignment is further confirmed by the precise match of diffraction angles with 

experimental data as well as later discussed porous surface area. The optimized unit cell parameters were a 

= 25.9793 Å, b = 24.6632 Å, c = 3.6264 Å, α = β = 90°, γ = 120° for COFTTA-BTPA with good residual 

factors (Rwp = 2.76% and Rp = 1.83%); a = 25.1799 Å, b = 25.4141 Å, c = 3.7322 Å, α = β = 90°, γ = 120° 

for COFTAPB-BTPA (Rwp = 4.12% and Rp = 2.95%); a = 22.9347 Å, b = 23.6126 Å, c = 4.1407 Å, α = β = 

90°, γ = 120° for COFTAPA-BTPA (Rwp = 4.61% and Rp = 3.53%). The peaks at 4.03°, 7.02°, 8.12°, 14.75° 

and 25.42° in the PXRD patterns for COFTTA-BTPA are attributed to the diffraction characters of (100), (110), 

(200), (120), (220), and (001) facets, respectively (Figure 3.1a). Similarly, the diffraction peaks in the 

PXRD patterns of COFTAPB-BTPA can be indexed as in Figure 3.1b. The diffraction peaks for COFTAPA-BTPA 

also indexes with the refinement (Figure 3.1c), whereas the diffraction peaks significantly shift to higher 

angles due to the smaller size of TAPA compared to TTA/TAPB. These results conclude the successful 

synthesis of these highly ordered imine-linker 2D COFs. The lower crystallinity of COFTAPA-BTPA compared 

to the two other COFs can be attributed to the inferior planarity of TAPA. Notably, COFTAPB-BTPA shows 

higher crystallinity with remarkably stronger diffraction intensity and narrower full width at half maximum 

(FWHM) with respect to that of COFTTA-BTPA, although TTA is more planar than TAPB.147 Thus, balancing 

the planarity of building blocks seems to facilitate the formation of highly ordered 2D COFs. 
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 The chemical structures of three imine-linked 2D COFs were characterized by Fourier transform 

infrared (FTIR) spectroscopy and solid-state 13C NMR spectroscopy. As shown in Figure 3.2a, the 

characteristic FTIR peak at 1706 cm−1 is assigned to the typical C=O stretching vibration mode of aldehyde 

groups in BTPA, and several sharp peaks around 3400 cm−1 are indexed as the N-H stretching vibration of 

amine building blocks. The disappear of those two kinds of peaks are accompanied by the emerging new 

peaks at ⁓1620 cm−1 that can be attributed to the stretching mode of C=N bonds, suggesting the formation 

of imine linkage in 2D COFs. COF formation is further supported by the characteristic peak at 159 ppm for 

COFTTA-BTPA, 160 ppm for COFTAPB-BTPA, and 155 ppm for COFTAPA-BTPA in the solid-state 13C NMR 

spectra, respectively (Figure 3.2b), corresponding to the C of the imine bond. 

 

Figure 3.1 Experimental, refined, and simulated PXRD patterns of (a) 

COFTTA-BTPA, (b) COFTAPB-BTPA, and (c) COFTAPA-BTPA. Inset represented 

the simulated eclipsed (AA) and staggered (AB) stacking models for the 

corresponding imine 2D COF. 
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 The morphologies of these COFs were recorded by scanning electron microscope (SEM). Both 

COFTTA-BTPA and COFTAPB-BTPA demonstrate aristate microparticles or micro-flakes consisting of flower-

like nanosheets (Figure 3.2c, left panel). Well-defined lattice fringes for layered stacking are observed in 

transmission electron microscope (TEM) images with the distance of 3.3 Å for COFTTA-BTPA and 3.6 Å for 

COFTAPB-BTPA, respectively, confirming the highly ordered crystalline structure (Figure 3.2c, right panel). 

While COFTAPA-BTPA appears as aggregates of irregular sheets and particles, the layered structures with the 

stacking distance of 4.0 Å are observed in the TEM image. These lattice distances are matched well with 

the (001) facets in the simulated models, which increases from COFTTA-BTPA to COFTAPA-BTPA due to the 

lower molecular planarity of the latter. 

 

Figure 3.2 (a) FTIR spectra of COFTAPB-BTPA, COFTTA-BTPA, COFTAPA-BTPA, and TAPA, TAPB, TTA, and BTPA; 

(b) solid-state 13C NMR spectra and (c) SEM (i) and high-resolution TEM (ii) images of COFTTA-BTPA, COFTAPB-

BTPA, COFTAPA-BTPA; (d) normalized diffuse reflectance spectra of COFTAPB-BTPA, COFTTA-BTPA and COFTAPA-BTPA 

and UV-vis absorption spectra of their respective monomers measured in acetonitrile. 
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 The porous structures of these COFs were investigated by nitrogen adsorption/desorption 

measurements at 77 K upon activation. All three COFs have the type I adsorption isotherms (Figure 3.3), 

implying the presence of micropores in these materials. The Brunauer–Emmett–Teller (BET) specific 

surface areas (SABET) are calculated to be 1842 m2 g−1 for COFTTA-BTPA and 1463 m2 g−1 for COFTAPB-

BTPA. By using the nonlocal density functional theory (NLDFT) method, the pore sizes are evaluated as 1.75 

nm for COFTTA-BTPA and 1.77 nm for COFTAPB-BTPA. The pore volumes are determined as 1.07 cm3 g−1 for 

COFTTA-BTPA and 1.11 cm3 g−1 for COFTAPB-BTPA. In contrast, COFTAPA-BTPA demonstrates a pore size of 1.54 

nm, comparable to the predicted value of 1.80 nm. A lower BET specific surface area (771 m2 g−1) and a 

smaller pore volume of 0.958 cm3 g−1 are observed in the case of COFTAPA-BTPA with respect to two other 

COFs due to the small domain size and structural defects of COFTAPA-BTPA powders as revealed by 

relatively lower the lower PXRD intensity and broaden full width at half maximum of (100) diffraction 

peak. 

 

Figure 3.3 Nitrogen adsorption-desorption isotherms at 77 K, pore size 

distribution and cumulative pore volume for COFTTA-BTPA (a, b), 

COFTAPB-BTPA (c, d), and COFTAPA-BTPA (e, f). 
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 To investigate the basic spectroscopic performance, the steady-state absorbance of COFTAPB-BTPA, 

COFTAPA-BTPA, and COFTTA-BTPA was measured using solid-state diffuse reflectance spectroscopy (Figure 

2d). Each COF powder demonstrates significant visible light absorption with a trailing edge past 600 nm. 

Absorption maxima for all COFs are bathochromic compared with their monomers, which can be attributed 

to the extended π-conjugation of BTPA with TTA, TAPB, and TAPA. Particularly, COFTAPA-BTPA has the 

reddest peak maximum among the three, which is likely attributed to the strong donor nature of TAPA. 

 

3.3 Ultrafast Transient Absorption Spectroscopy of BTPA COFs 

 Femtosecond transient absorption (fs-TA) measurements were collected upon 400 nm excitation 

with thin-film samples formed by drop-casting onto a piranha etched glass slide. COFTAPB-BTPA (Figure 

3.4a) displays an excited state absorption (ESA) at > 550 nm, which rises until 1 ps (inset of Figure 3.4a) 

and is completely quenched after 5 ns. The negative signal at < 550 nm reflects the inverse ground state 

diffuse reflectance spectrum (Figure 3.2d), leading to its assignment as ground state bleach (GSB). The 

positive ESA (> 550 nm) and negative GSB (< 550 nm) decayed concertedly with an isosbestic point at 480 

nm, suggesting that they are related to the same relaxation process. The ESA spectral signature of COFTAPB-

 

Figure 3.4 TA spectra of (a) COFTAPB-BTPA, (b) COFTTA-BTPA, and (c) 

COFTAPA-BTPA following 400 nm excitation. The early time spectra are 

shown in the insets. (d) The comparison of kinetic traces of TA spectra 

of COFTAPB-BTPA, COFTTA-BTPA, and COFTAPA-BTPA at the given 

wavelength. 
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BTPA at 750 nm is somewhat similar in shape to ESA in the TA spectra of TAPB (Figure 3.5a, 3.5b), 

suggesting its origins from the TAPB portion of the framework. 

 

 Optical signatures observed in the TA spectra of COFTTA-BTPA after 400 nm laser irradiation 

(Figures 3.4b) are strikingly similar to those of COFTAPB-BTPA. A 460 nm negative feature due to GSB is 

separated from the broad ESA by an isosbestic point around 550 nm which decays concertedly before 5 ns. 

Like COFTAPB-BTPA, COFTTA-BTPA has an ESA spectral signature at 750 nm similar in shape to that of 

monomer TTA (Figure 3.5b, 3.5c), providing evidence for its emergence from the TTA portion of the COF 

structure. 

 Differences in ESA between COFTAPB-BTPA and COFTTA-BTPA and their constituent monomers can 

be explained based on what does – and doesn’t – change because of connecting TAPB and TTA with 

BTPA. For instance, new π-conjugation is introduced between the COF monomers by imine π-bond 

formation that was not present prior; this leads to a 100 nm redshift of the 750 nm ESA spectral signatures 

for COFTTA-BTPA and COFTAPB-BTPA from monomeric TTA and TAPB, respectively. Continuing under the 

assumption that COF ESA redshifts ~100 nm from monomer ESA allows for the assignment of the 600 nm 

ESA peak in both COFTTA-BTPA and COFTAPB-BTPA to the BTPA portion of the framework (Figure 3.5g, 

3.5h). We ascertain that π-conjugation formed in COFTAPB-BTPA and COFTTA-BTPA causes excited states to 

distribute closer in energy than in their respective monomers, causing the ESA redshift. This also indicates 

 

Figure 3.5 TA spectrum of TAPB at early time (a) and later time (b). TA spectrum of TTA at early time (c) and later 

time (d). TA spectrum of TAPA at early time (e) and later time (f). TA spectrum of BTPA at early time (g) and later 

time (h). All TA spectra collected after 400 nm excitation. 
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only partial charge transfer (CT) between moieties with dissimilar electron affinities takes place as the 

excited state preserves ESA characteristics of both monomers. 

 In stark contrast to COFTAPB-BTPA and COFTTA-BTPA, the TA spectra of COFTAPA-BTPA upon laser 

irradiation at 400 nm (Figure 3.4c) exhibits ESA at 475 nm, higher in energy than a negative signal at 675 

nm and separated by an isosbestic point around 580 nm. Like COFTAPB-BTPA and COFTTA-BTPA, the negative 

band in the TA spectrum can be attributed to GSB since the sample has absorption at these wavelengths 

(Figure 2d). In particular, the GSB above the 580 nm isosbestic point can be attributed to the hole 

localization on TAPA moieties of COFTAPA-BTPA since TAPA has significant steady-state absorption in this 

region. On the other hand, the ESA profile has very similar features to monomeric BTPA (Figure 3.5h), 

suggesting electron localization on the BTPA moiety in COFTAPA-BTPA; but unlike COFTTA-BTPA and 

COFTAPB-BTPA, COFTAPA-BTPA and monomeric BTPA have similarity in both shape and wavelength. This 

difference is rectified by considering the clear hole localization on TAPA units in COFTAPA-BTPA, an 

indication of a much more pronounced CT with TAPA being oxidized (hole carrier, TAPA+) and BTPA 

being reduced (electron carrier, BTPA−). Thus, relatively well-separated charge carriers in COFTAPA-BTPA 

act somewhat independently of one another, causing ESA due to BTPA in COFTAPA-BTPA to resemble its 

monomeric form more closely than in COFTTA-BTPA and COFTAPB-BTPA. 

 

 

Figure 3.6 Diagram of nodal symmetry showing why exciton delocalization does not occur over symmetric six-

member rings (a). Natural transition orbitals (CAM-B3LYP/6-311G**) of the S1 transition of COFTTA-BTPA (b), 

COFTAPB-BTPA (c), and COFTAPA-BTPA (d). Due to delocalization across tertiary N in COFTAPA-BTPA, the transition star 

fragment is shown (e). Isosurface values of the displayed orbitals are 0.02. Diagram for why exciton delocalization 

over tertiary N can occur (f). 
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 The excited states of the three imine-linked COFs were further studied using time-dependent 

density functional theory (TDDFT) calculations (Figure 3.6). Natural transition orbitals (NTOs) of the S1 

transition on the edge fragments of COFTTA-BTPA, COFTAPB-BTPA, and COFTAPA-BTPA provide support for 

more complete CT in COFTAPA-BTPA compared to COFTTA-BTPA and COFTAPB-BTPA, which helps explain the 

difference between the transient spectral features. In both COFTTA-BTPA and COFTAPB-BTPA, the excitation is 

confined to the fragment between the central BTPA and TTA/TAPB rings, providing evidence that the 

meta substitution pattern prevents further delocalization (Figures 3.6a, 3.6e). In contrast, the excitation 

involves all the phenyl rings of the TAPA fragment (Figure 3.6d) shown by NTOs of COFTAPA-BTPA having 

greater hole delocalization in comparison to COFTTA-BTPA and COFTAPB-BTPA. This can be more clearly seen 

from the star-shaped fragment (Figure 3.6e) illustrating the symmetry-breaking nature of the CT around the 

tertiary nitrogen in the TAPA portion of the COF. 

 

 

Figure 3.7 (a) Three-compartment model used for global target analysis 

and the K-matrix by which the model is defined. Diagonal elements 

represent those states decaying back to the ground state, off-diagonal 

elements represent the column index decaying to the row index state. (b) 

Schematic showing the excited state dynamics of COFTTA-BTPA and 

COFTAPB-BTPA. (c) Schematic showing the excited state dynamics of 

COFTAPA-BTPA. 
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 This assignment is further supported by the comparison of GSB recovery kinetics or ESA decay 

(Figure 3.4d), where the rate for COFTAPA-BTPA is much slower than in COFTTA-BTPA and COFTAPB-BTPA due 

to better charge separation. Kinetic traces of the excited state decay are normalized to the maximum 

intensities and analyzed using global target analysis in Glotaran.121 For global target analysis a three-

compartment model (Figure 3.7) was used in which the initial Franck-Condon (FC) state splits into two 

lower energy excited states that each return to the ground state – a bound excitonic (BE) state where the 

exciton is trapped, localizing on a single edge of the COF; and a charge separated (CS) state where electron 

and hole, either by intra- or interlayer CT, reside on separate edges that increases their exciton radius, 

reduces their coulombic attraction, and prolongs their persistence in the excited state. As summarized in 

Table 3.1, the FC lifetime, τ1, was determined by letting FC relaxation to both BE and CS share a rate 

constant and optimizing the proportion of that rate resulting from FC→BE relaxation and FC→CS 

relaxation, respectively. This method was necessary since treating these processes separately led to similar 

rate constants that could not be meaningfully separated, and forms τ1 as a weighted average of the FC→BE 

rate and FC→CS rate with αBE representing the weighting coefficient of FC→BE, and αCS representing the 

weighting coefficient of FC→CS. In COFTAPA-BTPA decay to the longer-lived CS state was found to 

comprise 96% of the τ1 lifetime, but only 28% and 25% in COFTAPB-BTPA and COFTTA-BTPA, respectively. 

We propose that the initial excited state with the shortest lifetime (τ1) corresponds to the TA rising 

component and is attributable to the FC state before nuclear rearrangement. From FC the exciton can either 

become trapped into a BE state with intermediate recombination lifetime (τ2) or separate into a CS state 

with longer recombination lifetime (τ3). 

Table 3.1 Exciton lifetimes of COFTTA-BTPA, COFTAPB-BTPA, and COFTAPA-BTPA, where τ1 represents the 

lifetime of the FC state as a weighted average of the decay rate to BE and CS, where αBE and αCS represent 

the weighting coefficients, respectively. These two FC decay rates were combined otherwise they would 

be too close to be meaningfully separated. τ2 and τ3 represent the average lifetime of BE and CS before 

returning to the GS, respectively. 

 τ1 (ps) αBE τ2 (ps) αCS τ3 (ps) 

COFTTA-BTPA 1.23 ± 0.01 75% 24.1 ± 0.11 25% 2710 ± 30 

COFTAPB-BTPA 1.92 ± 0.01 72% 49.4 ± 0.23 28% 3050 ± 20 

COFTAPA-BTPA 1.27 ± 0.01 4% 35.0 ± 0.24 96% 10700 ± 100 
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 Notably, τ1 is greatest for COFTAPB-BTPA whereas COFTAPA-TAPA and COFTTA-BTPA have similar 

lifetimes. In COFTAPA-BTPA this is because FC relaxation is dominated by FC→CS (96%) that occurs more 

rapidly than FC→BE (4%) due to FC possessing CS-like characteristics as predicted by TDDFT (Figure 

3.6d). COFTTA-BTPA, on the other hand, primarily undergoes rapid exciton trapping (75%) due to its FC 

possessing relatively poor, edge-confined intralayer CT resulting from the electron withdrawing, meta 

substituted triazine unit. This exciton trapping, however, is similarly prevalent in COFTAPB-BTPA (72%) and 

cannot completely account for the τ1 difference with COFTTA-BTPA, leading to the interpretation that CS 

must also occur more slowly in COFTAPB-BTPA, which is possibly related to its longer interlayer distance and 

subsequently sluggish interlayer CT. Altogether, we summarize our findings with a pictorial model 

illustrated in Figures 3.8b and 3.8c. Upon photoexcitation, little CS occurs between TTA and BTPA in 

COFTTA-BTPA or TAPB and BTPA in COFTAPB-BTPA, which is supported by the similar ESA in TA spectra of 

the COFs and their corresponding monomers. In contrast, prominent CS from TAPA to BTPA unit was 

observed in COFTAPA-BTPA (Figure 3.8c), which is reflected by the much longer-lived ESA/GSB in TA 

spectra due to a well-separated CT state and retarded charge recombination. These experimental results are 

well supported by TDDFT calculations, which show that the excitation is confined to the portion of the 

fragment that is between the central BTPA and TTA/TAPB rings in COFTTA-BTPA and COFTAPB-BTPA but 

delocalized in COFTAPA-BTPA. 

Table 3.2 Charge transfer characteristics from analysis of the transition density matrices of COFs. 

COF CTC EHSR RMSeh (Å) ES Dipole (D) GS Dipole (D) 

COFTTA-BTPA 0.625 0.913 4.219 5.0 2.5 

COFTAPB-BTPA 0.662 0.938 4.620 10.1 2.6 

COFTAPA-BTPA 0.660 0.932 5.726 14.1 2.9 
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 The trend observed in τ1 FC lifetimes is consistent with τ2 BE lifetimes, suggesting that BE 

persistence is related to intralayer CT characteristics. Surprisingly, COFTAPB-BTPA has the longest-lived BE 

state, which implies it has more favorable intralayer CT characteristics than COFTAPA-BTPA. Analysis of the 

TDM (Table 3.2) supports this interpretation, revealing that the same tertiary nitrogen that allows efficient 

charge separation also allows its adjacent phenylene to have relatively large dihedral angles (Figure 3.8), 

likely preventing a more complete intralayer CT in the BE state. Finally, τ3 CS lifetimes in COFTAPA-BTPA 

are much longer-lived, implying the redox species (TAPA+ and BTPA-) are well separated compared with 

those in COFTAPB-BTPA and COFTTA-BTPA. With evidence from TA and TDDFT (Figure 4c, bottom) we 

conclude that the tertiary nitrogen in COFTAPA-BTPA instead of a meta substituted aromatic ring in COFTAPB-

BTPA or COFTTA-BTPA is responsible for greater charge separation capabilities that ultimately prolong the 

excited state lifetime.  

3.4 Conclusions 

 

Figure 3.8 Representative dihedral angles for structures used in TDDFT of (a) 

COFTTA-BTPA, (b) COFTAPB-BTPA, and (c) COFTAPA-BTPA. 
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 In summary, we designed and synthesized three imine-linked 2D COFs, and systematically 

investigated their photophysical properties and excited-state dynamics using steady-state absorption and 

femtosecond TA spectroscopy associated with TDDFT calculations. Excited state dynamics studied by TA 

spectroscopy and TDDFT calculations provided information on the charge transfer and separation 

processes of the 2D COF structures, where the excited CT state of COFTAPA-BTPA is much longer lived than 

that of COFTTA-BTPA and COFTAPB-BTPA. The charge carriers on COFTAPA-BTPA are generated freely across 

multiple edges that lead to a relatively sustained charge-separated state, whereas confinement of charge 

carriers on a single edge of COFTTA-BTPA and COFTAPB-BTPA. COFTAPA-BTPA generated a pronounced CT state 

due to the extended π-conjugation and greater delocalization radius in COFTAPA-BTPA with tertiary N instead 

of a meta-substituted aromatic ring. Our work paves the way for the rational design of fully conjugated 2D 

COFs with long-lived charge carriers for advanced organic optoelectronics and photochemistry, such as 

highly efficient organic light-emitter, photovoltaics, fluorescent bioimaging agents, and photocatalysts. 

 In the context of topological symmetry this work looks at the concept of band structures from a 

molecular orbital point of view and finds that the manifestation of destructive wavefunction interference is 

that excitons cannot delocalize across symmetric six membered rings. While other properties, like electron 

affinity, certainly play a role in excited state charge separation, or photophysical kinetic model shows that 

charge separation is enhanced in the COF with a tertiary amine node.   
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CHAPTER 4 – IMPACT OF Π-CONJUGATION LENGTH ON THE EXCITED-STATE DYNAMICS OF 

STAR SHAPED CARBAZOLE-Π-TRIAZINE ORGANIC CHROMOPHORES 

 

 

4.1 Introduction 

 Donor-bridge-acceptor (DBA) molecules have attracted research due to their potential utility as 

photocatalysts,148,149 photovoltaics,150,151 organic light emitting diodes (OLED),152,153 and thin-film 

transistors.154 An interesting variation of DBA molecules have a star-shaped structure with donor groups 

attached around an aromatic core.155–159 While COFs have interesting photophysical properties it can be 

difficult to study their photophysical properties in depth due to their insolubility. Thus, it can be 

advantageous to study model systems like star-shaped organic molecules that resemble structural motifs 

present in COFs. 

 One particularly interesting star-shaped DBA system consists of an s-triazine acceptor surrounded 

by phenylene bridges, and 3,6-di-tert-butyl-carbazole donors which we denote the pTCT series. It has been 

previously shown that the key property dictating the photophysics of such pTCT molecules in 

photocatalysis160 and optoelectronics161,162 is the presence of singlet intramolecular charge transfer (1ICT) 

states preceding intersystem crossing (ISC) to 3ICT. When 1ICT states have low lying energies, they can 

approach 3ICT energy levels, increasing the probability of ISC. Indeed, the use of triplet states in pTCT 

polymers have been used for 1O2 photogeneration,148 which is directly related to triplet state formation, 

follows the trend of pTCT-0P > pTCT-1P > pTCT-2P. pTCT molecules have also been shown to display 

thermally-activated delayed fluorescence (TADF),163 and that using a meta phenylene bridge drastically 

increases TADF versus a para phenylene bridge in pTCT-1P. Increased TADF in pTCT-1P was attributed 

to the constitutional isomers having either comparable or separated 1ICT and 3ICT energy levels that 

strongly influence TADF.163 Other works have also suggested that ICT is considerably affected by other 

structural characteristics of the molecule such as the length of the π-conjugated bridge,164,165 and the donor-

acceptor (D-A) dihedral angle.166,167 These studies not only demonstrated the important roles ICT states 

play in photophysics of pTCT series but also their strong structural dependence, suggesting the necessity to 

develop a direct correlation of the ICT properties with molecular structure. 

 In this work, we report fundamental studies on ultrafast excited state (ES) dynamics of pTCT 

molecules with para phenylene bridges of different lengths (pTCT-0P, pTCT-1P, pTCT-2P, Scheme 1). By 
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using the combination of steady-state and transient absorption (TA) spectroscopy as well as computational 

modeling, we establish correlations between bridge length, structural conformation, ICT, and ISC. We 

show that pTCT-1P has favorable ISC characteristics in comparison to pTCT-0P and pTCT-2P that arise 

due to structural differences in the singlet manifold of the molecules. Insights generated from this work will 

help design next generation photoelectronic, photocatalytic, and OLED devices by providing a fundamental 

understanding of the photophysics possessed by star-shaped DBA type molecules.  

 

 

 

 

 

 

 

 

Scheme 4.1 Star-Shaped DBA Molecules of the pTCT 

Series. 

 



61 
 

 

 

 

4.2 Steady State Spectroscopic Properties of pTCT Series 

 Figure 4.1 shows the steady state experimental, and theoretical (vertical lines) absorption (solid 

lines) and emission (dotted lines) of pTCT molecules as well as the triazine acceptor, and carbazole (3,6-di-

tert-butyl-9-phenyl-9H-carbazole) donor. All spectra share a common absorption peak at ~280 nm that is 

thus attributed, in the pTCT molecules, to local excitation (LE) of the donor and acceptor units. An 

additional band (> 300 nm) in the pTCT molecules is attributed to intramolecular CT (ICT) from carbazole 

donor to triazine acceptor. This band is observed at 370 nm in pTCT-2P, 395 nm in pTCT-1P, and 340 nm 

in pTCT-0P. Evidently, the bathochromic shift of the ICT band from 340 nm in pTCT-0P to 395 nm in 

pTCT-1P must result from the phenylene bridges between the donor and acceptor.168 However, since the 

absorption peak of pTCT-2P appears at shorter wavelength (370 nm) than pTCT-1P (395 nm), the spectral 

 

Figure 4.1 pTCT Series experimental absorption (solid 

line), emission (dotted line), and theoretical absorption 

(vertical line) with triazine absorption, and carbazole 

absorption & emission in toluene. 
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trend is not directly related to the number of phenylene units. Because these trends are also observed in 

TDDFT absorption (Figure 4.1, solid vertical lines) – which highlights the validity of the computational 

model – key insights about the relationship between structure and photophysical properties can be drawn 

from the theoretical calculations.  

4.3 Theoretical Relaxation Dynamics of pTCT Series 

 

 Comparing predicted transitions relative to GS/S0 geometries (Scheme 4.2) provides evidence that 

D-B-A orthogonality, as measured by dihedral angles,167,169–171 significantly influences ICT. Structural 

optimization of pTCT-0P finds a GS stationary point with relatively small D-A dihedral (18.6°). From this 

geometry, LRC-ωPBE accurately predicts the ICT transition energy (3.67 eV) to be highest among pTCT 

molecules. In contrast, pTCT-2P has a lower ICT transition energy (3.57 eV) despite a smaller D-A 

dihedral (-15.0°), suggesting the long D-A distance and twisted D-B-A arrangement (Type-II172) introduces 

D-B, B-B, and B-A orthogonality that each affect ICT. Finally, pTCT-1P has the lowest ICT transition 

energy (3.27 eV) and the largest D-A dihedral (-47.1°, b-Type172). Altogether, these results indicate D-A 

orthogonality has a large influence on ICT, but the bridge also plays an important role. 

Table 4.1 Charge transfer characteristics at S0 and S1 geometries for the pTCT series of molecules at the 

LRC-ωPBE/6-311G** level of theory. 

Sample pTCT-0P pTCT-1P pTCT-2P 

 

Scheme 4.2 Relevant dihedral angles for pTCT 

molecules at ground state (GS), S1, and T1 geometries 

calculated from DFT and TDDFT. 
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Geometry  S0 S1 S0 S1 S0 S1 

CTC 0.73 0.95 0.90 0.96 0.88 0.89 

EHSR 0.97 0.94 0.83 0.88 0.69 0.89 

RMSeh 5.1Å 6.4Å 7.3Å 7.1Å 8.5Å 8.0Å 

 

 Based on the assignment of ICT in the steady-state absorption spectra, it is beneficial to quantify 

the amount of ICT to develop an understanding of ES populations. Transition density matrix (TDM) 

analysis (Table 4.1) shows that the S0 ICT character (CTC) has an inverse relationship with transition 

energy. pTCT-0P has the smallest degree of CTC due to the adjacency of its D-A units, followed by pTCT-

2P, and finally pTCT-1P. Interestingly, the S0 e-/h+ separation ratio173 (EHSR) in pTCT-0P approaches 

 
Figure 4.2 Electron-hole correlation plots at S0 and S1 

geometries of (a) pTCT-0P, (b) pTCT-1P, and (c) 

pTCT-2P. Values of each matrix are normalized to 

largest value. Color bar is shown on the right. Cell 

labels are as follows: A=Acceptor, B=Bridge, 

D=Donor. Diagonal (lower-left to upper-right). 
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unity, suggesting its charge carriers are well separated from one another. The contradiction of high EHSR 

and low CTC is rectified by observing the GS e-/h+ correlation plot (Figure 4.2, left) that shows while 

interbranch interactions are present to a miniscule degree in the larger pTCT molecules (Figure 2a, 2b), the 

donor branches interact through space significantly in pTCT-0P; an important feature that is observable in 

the intensity of off-diagonal elements corresponding to high EHSR, and that may also facilitate ISC by 

lowering the S1/T1 energy difference.174 Nonetheless, TDM analysis confirms the population of ICT states 

from the S0 of pTCT molecules and quantifies their behavior. 

 

 Better understanding of the ICT population at the S0 geometry can be gained by inspection of the 

natural transition orbitals (NTOs, Figure 4.3). For instance, all the pTCT molecules show varying degrees 

of ICT mixed with ππ* character. This ππ* mixing is likely responsible for the oscillator strength of the S0 

ICT transition, and indicates the excitation is not pure CT. Looking at pTCT-0P, the hole and electron 

orbitals overlap considerably, a result of the relatively small donor-acceptor dihedral, indicating the 

transition has small ICT character. Conversely, pTCT-1P has a visible disjunctive union between hole and 

electron orbitals on the donor and acceptor units, respectively, indicating the transition possesses high ICT 

character – in agreement with TDM analysis (Table 4.1) above. For pTCT-2P it can be clearly seen the 

 

Figure 4.3 Natural transition orbitals of pTCT series molecules at their GS & S1 geometries. Isosurface values are 

0.02. Hydrogens removed for clarity. 

pTCT-0P 

pTCT-1P 

pTCT-2P 



65 
 

 

 

impact of the phenylene bridge units that have a large overlap between the electron and hole orbitals. 

Combined with the e-/h+ correlation plot (Figure 4.2a, left) this overlap suggests the donor makes its 

donation into the bridge, rather than directly into the acceptor. The S0 ICT transition is the starting point for 

ES relaxation because it precedes structural relaxation to the minimum of the S1 potential from which 

emission and ISC can occur. 

 The emission spectra of pTCT molecules at 340 nm (Figure 4.1, dotted lines) excitation show a 

Stokes shift that follows the trend of S0 ICT transition energy; pTCT-1P shows the smallest redshift (0.32 

eV), followed by pTCT-2P (0.53 eV), and finally pTCT-0P (0.60 eV). This trend is accurately reproduced 

for the smaller pTCT molecules by LRC-ωPBE transitions at the B3LYP S1 geometry; pTCT-1P emission 

is predicted to Stokes shift 0.31 eV, followed by pTCT-0P with a 0.55 eV shift. pTCT-2P on the other hand 

is predicted to Stokes shift only 0.29 eV implying its long-range ICT behavior is incorrectly modeled with 

the B3LYP functional. Using CAM-B3LYP for S1 optimization instead dramatically improves the Stokes 

shift of pTCT-2P (0.59 eV) but fails in the other two cases – 1.57 eV for pTCT-0P, 0.26 eV for pTCT-1P – 

leading to our decision to focus our discussion on the results obtained with B3LYP S1 and T1 geometries. 

Structurally, relaxation along the S1 potential leads to conformational rearrangement of a single branch for 

each molecule of the pTCT series (Scheme 4.2). This “active branch” on the pTCT-0P S1 potential 

undergoes rather small D-A orthogonalization to 29.5° while pTCT-1P relaxes -39.6° to -86.7°, and pTCT-

2P changes by -31.9° to -46.9°. This orthogonalization affects delocalization between donor, bridge and 

acceptor moieties that correspond with ICT/ππ* transition mixing which in turn can affect D-A and spin-

orbit coupling (SOC).  

 TDM analysis (Table 4.1) of the S1 geometries reveal CTC grows for each entry of the pTCT 

series to varying degrees. pTCT-1P, like in the S0, still possesses the most CTC but is closely followed by 

pTCT-0P which undergoes a large CTC increase. Apart from CTC, other TDM quantities follow divergent 

patterns between pTCT-0P and the larger pTCT molecules. Notably, EHSR of pTCT-0P decreases at S1 

whereas the EHSR of pTCT-1P and pTCT-2P increases. These trends are inversed in RMSeh which grows 

in pTCT-0P but shrinks in pTCT-1P and pTCT-2P. The TDM results can be interpreted alongside the e-/h+ 

correlation matrix (Figure 4.2) to reveal that upon D-A orthogonalization the interbranch interactions in 

pTCT-0P are interrupted such that the active branch begins direct donation into inactive branches. This 
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causes RMSeh to increase due to the electron centroid moving towards those inactive branches, and EHSR 

to decrease due to less interbranch electron exchange. For pTCT-1P and pTCT-2P, D-A orthogonalization 

seems to isolate the transition from multiple branches in the S0 to solely the active branch at S1. Now, with 

a clear picture of the ICT characteristics of the pTCT molecules in place the ES dynamics of the system can 

be unraveled. 

4.4 Excited State Dynamics of pTCT series 

 

 To gain further insight on the impact of the bridge length on photophysical properties of the pTCT 

series, we examined the ES dynamics using TA spectroscopy following excitation of their respective ICT 

bands. As shown in Figure 3a, the TA spectra of pTCT-0P shows a rapidly rising broad band and negative 

feature in the spectral window at early time (< 0.5 ps, Figure 4.4a), featured by strong ES absorption (ESA) 

centered at 525 nm, a negative feature at 400 nm, and weaker ESA > 700 nm. After that, the ESA at 525 

nm decays much faster than ESA > 700 nm (Figure 4.4b), resulting in distinct spectral features with more 

 
Figure 4.4 Transient absorption spectra of pTCT-0P 

following 340 nm excitation in toluene at early (a) and 

late time (b), pTCT-1P following 370 nm excitation in 

toluene at early (c) and late time (d), and pTCT-2P 

following 340 nm excitation in toluene at early (e) and 

late time (f). Chirp correction and 5 point adjacent 

averaging was performed. 
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persistent absorption > 700 nm than at 550 nm. The negative feature at 400 nm gives rise to a positive 

feature and displays a clear isosbestic point at 450 nm. The energetic diagram in Scheme 4.3 depicts the 

spectral evolution of the ES transients. Initial excitation promotes the system from its ground state (S0) to 

its Franck-Condon (FC) state which quickly relaxes (k1) to the bottom of the singlet manifold, undergoing a 

conformational twist along the way corresponding to the rapid early time rising component in Figure 3a. 

The donor and acceptor, now somewhat orthogonalized, undergo ICT (k2) leading to a twisted ICT state 

(1TICT) from which multiple deactivation pathways are available. Non-luminescent internal conversion or 

fluorescent recombination of the electron/hole pair returns the system directly to the ground state, or 

alternatively ISC can occur from 1TICT to 3TICT (k4), which is followed by prolonged conversion from 

3TICT to S0 (k5), corresponding to the spectral evolution in Figure 4.4b.       

 

 A single phenylene bridge between donor and acceptor moieties significantly changes the spectral 

features although similar relaxation dynamics are observed. As shown in Figure 4.4c, the TA spectra of 

pTCT-1P following 370 nm excitation shows the rapid formation of a broad absorption above 450 nm at 

Scheme 4.3 Photophysical model used to perform 

global target fitting on the pTCT series of molecules. 

Initial excitation is followed by a quick relaxation (0.2 

– 1.2 ps) to the bottom of the singlet manifold. 

Relaxation causes donor-acceptor orthogonalization 

that precedes ICT (4 – 14 ps). From the ICT state 

relaxation back to the GS or ISC (1800 – 4100 ps) can 

take place. Finally, the triplet state will eventually 

undergo relaxation back to the GS (> 1 μs). 
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early time (< 0.6 ps), and a negative feature at 425 nm which can be assigned to the ultrafast relaxation 

from initially excited FC state to S1 (k1). After that, ICT occurs (S1 to 1TICT), which is featured by the 

prominent decay at 475 nm to form a negative feature at the same region, the growth of a positive feature at 

425 nm, and the decay of a portion of the positive feature at > 650 nm (~1 ps – 100 ps, Figure 4.4c).175,176 

Because the GS of pTCT-1P has negligible absorption at 475 nm (Figure 4.1b), we attribute the observed 

negative feature in TA spectra to the stimulated emission (SE) of pTCT-1P, which is consistent with the 

emission spectrum of pTCT-1P shown in Figure 1b. The growth of the 425 nm ESA peak and 475 nm SE 

clearly show an isosbestic point at 450 nm. The growth and subsequent decay of the 425 nm ESA and 475 

nm SE clearly show an isosbestic point that can be assigned to the formation of 3TICT. The formation of 

SE (k3) accompanies the growth of 3TICT absorption (k4), which is consistent with our assignment earlier 

that multiple deactivation pathways from 1TICT exist. The system then eventually relaxes from 3TICT to S0 

(k5) outside the time window of our instrument. 

 Like the TA spectra of pTCT-0P and pTCT-1P, the TA spectra of pTCT-2P (Figure 4.4e), where 

the donor and acceptor moieties are separated by two phenylene bridges, show the rapid formation of a 

broad absorption above 450 nm (< 0.3 ps) with a strong band centered at ~500 nm, a negative feature at 

425 nm, and a weak but broad ESA centered at 650 nm. After that, ESA at 500 nm decays, accompanied by 

subtle spectral evolution of the broad ESA from 650 nm center to 625 nm center, corresponding to ISC 

from 1TICT to 3TICT which decays afterwards to S0. 

4.5 Prediction of ISC Rates for pTCT Series Molecules  

 A key utility of the LRC-ωPBE functional is the prediction accuracy for singlet and triplet 

excitation energies. The difference between singlet and triplet energies, ΔEST, can thus be reliably 

calculated and used to find the free energy change of ISC. In the Arrhenius-type model used for modeling 

ISC rates (Equation 2)177 the reorganization energy, λ, is related to the energy barrier overcome during ISC, 

and spin-orbit coupling matrix elements (SOCME, ĤSO) represent the connection between singlet and 

triplet manifolds based on changes in angular momentum necessary to accompany spin-flip. In our model 

we reduce λ to the state energy difference of T1 at the S1 geometry and the final T1 geometry. ΔG (Equation 

4.2), the change in free energy which drives the ISC process, is a crucial component in the estimation of 

ISC rates (Equation 4.1)177. pTCT-0P has the highest ΔG of 0.025 eV due to its large λ of 1.12 eV from its 



69 
 

 

 

S1 geometry to its T1 geometry while pTCT-1P and pTCT-2P have ΔG of 0.0031 eV and 0.014 eV, and λ of 

0.52 eV and 0.78 eV, respectively. 

𝑘𝐼𝑆𝐶 =
1

ℏ
√

𝜋

𝜆𝑘𝐵𝑇
𝑒
−Δ𝐺
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2
(4.1) 

Δ𝐺 =
((Δ𝐸𝑆1−𝑇1) − 𝜆)

2

4𝜆
(4.2)

 

 Overall, of the ISC rates for the pTCT series (Table 4.2) pTCT-1P is predicted to have the fastest 

with 5.2x107 s-1 which is about 2.5 times faster than that of pTCT-0P with an ISC rate of 2.1x107 s-1, and 

1.7 times faster than pTCT-2P with an ISC rate of 3.1x107 s-1. To determine the precision and accuracy of 

these rates predictions will need to be cross-referenced against a global target fitting model. 

Table 4.2 ISC parameters for the pTCT series at the LRC-ωPBE/6-311G** level of theory. 

Sample 

 

pTCT-0P pTCT-1P pTCT-2P 

ΔEST (eV) 0.14 0.055 0.67 

λ (eV) 1.12 0.52 0.78 

SOCME 

(S
1
/T

1, cm-1) 
0.48 0.40 0.43 

kISC (s-1) 2.1x107 5.2x107 3.1x107 
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Table 4.3 The fitting parameters resulting from the global analysis.  

Rate Constant pTCT-0P pTCT-1P pTCT-2P 

*k1 (ps-1) 3.16±0.02 1.68±0.03 6.44±0.17 

*k2 (ps-1)  0.0549±0.0002 0.178±0.001 0.189±0.001 

*k3 (ps-1) 1.92x10-4±9x10-6 1.46x10-4±1.0x10-5 5.43x10-4±1.4x10-5 

*k4 (ps-1) 1.96x10-4±1.1x10-6 9.30x10-5±1.05x10-5 6.24x10-5±1.54x10-5 

**k5 (ps-1) 1.00x10-7 1.00x10-7 1.00x10-7 

*Rate constants correspond to the diagram in Scheme 3 

**k5 was fixed during target analysis 

4.6 Global Fitting and ISC Rate Observation 

 Due to the spectral overlap between 1TICT and 3TICT, a global target fitting model is used to 

analyze the TA data, which not only allows us to unravel the rate constants of the relaxation dynamics but 

also the extinction coefficients of 1TICT and 3TICT in the species associated spectra (SAS, Figure 4.5b, 

 
Figure 4.5 The kinetic traces of TA spectra with their fits 

from global target fitting at given wavelengths and the 

species associated spectra of pTCT-0P (a, b), pTCT-1P (c, 

d), and pTCT-2P (e, f). SAS is chirp corrected and 

adjacent averaging was performed. 
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4.5d, 4.5f). The ES kinetics of pTCT molecules at different wavelengths are shown with their best fittings 

in Figure 4a, 4c, and 4e with fitting parameters listed in Table 3. To obtain global fitting results based on 

our target model, the 3TICT decay rate (1x10-7 ps-1) was fixed at a timescale well beyond our temporal 

window for each species. The SAS show excellent agreement with the corresponding TA spectra (Figure 

4.4a to 4.4f), and the rate model fits the experimental data very well which strengthens the validity of the 

fitting model. Notably, pTCT-0P and pTCT-1P kinetics begin to diverge almost immediately after the 

rising component, and pTCT-2P kinetics diverge less so. This observation suggests that ICT and ISC vary 

drastically within the pTCT family (Figure 4.5a, 4.5c, 4.5e). Furthermore, it can be seen from Table 4.3 that 

the rising components (k1) corresponding to internal conversion (IC) from FC to S1 are 3.16 ps-1, 1.68 ps-1, 

and 6.44 ps-1 for pTCT-0P, pTCT-1P, and pTCT-2P, respectively. On the other hand, rate constants for ICT 

(k2) are 0.0549 ps-1 for pTCT-0P, 0.178 ps-1 for pTCT-1P, and 0.189 ps-1 for pTCT-2P. The rate of 1TICT 

which is depopulated by IC and emission to the ground state (k3) is 1.92x10-4 ps-1 for pTCT-0P, 1.46x10-4 

ps-1 for pTCT-1P, and 5.43x10-4 for pTCT-2P. The 1TICT→3TICT ISC rate components (k4) are 1.96x10-4 

ps-1 in pTCT-0P, 9.30x10-5 ps-1 in pTCT-1P, and 6.24x10-5 ps-1 in pTCT-2P. 1TICT→S0 overall rates are in 

good agreement with those obtained by TCSPC (Figure 4.6, Table 4.4). ISC rates follow the order of 

pTCT-0P > pTCT-1P > pTCT-2P which does not match those made by TDDFT, reflecting a shortfall in the 

theoretical predictions. Nonetheless, the TDDFT predictions are consistently within an order of magnitude 

difference, suggesting they hold some predictive power. Importantly, ISC efficiency depends on the 

competition between ISC and  1TICT→S0, thus the ratio between them is relevant for comparison, where it 

is found that pTCT-0P has a ratio of 0.52, pTCT-1P has a ratio of 0.39, and pTCT-2P has a ratio of 0.10, 

altogether suggesting pTCT-0P and pTCT-1P generate 3TICT most efficiently which generally agrees with 

previously reported oxygen sensitization abilities of pTCT polymers.148 We note that the SAS of pTCT-2P 

(Figure 4.5f) have a high degree of spectral overlap between all four states (FC, S1, 1TICT, and 3TICT) 

which lowers our confidence in the above compartmental model when applied to the TA data for pTCT-2P. 

This may be the result of pTCT-2P populating 3TICT rather inefficiently, or perhaps also due to a highly 

mixed ππ*/ICT state which hampers the resolution of different states. 
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Table 4.4 Fitting constants for TCSPC data of pTCT series molecules in both O2 containing toluene and air-

free toluene. 

Time Constant pTCT-0P pTCT-1P pTCT-2P 

IRF, fwhm (ns) 1.40 1.40 1.40 

τ1, O2 (ns)  4.62 ± 0.08 4.28 ± 0.08 2.21 ± 0.04 

k1, O2 (ns-1) 0.217 ± 0.004 0.234 ± 0.004 0.452 ± 0.008 

τ1, N2 (ns) 5.08 ± 0.08 5.22 ± 0.09 2.57 ± 0.03 

k1, N2 (ns-1) 0.197 ± 0.003 0.192 ± 0.003 0.389 ± 0.005 

τ1, N2 – τ1, O2 (ns) 0.46 ± 0.11 0.94 ± 0.12 0.36 ± 0.02 

k1, O2 – k1, N2 (ns-1) 0.020 ± 0.005 0.042 ± 0.006 0.063 ± 0.007 
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From our analysis of the TA data, we can draw insight about the photodynamics of the pTCT 

series of molecules, which informs our understanding of the relationship between their structure and 

photophysical behavior. For instance, FC relaxation in pTCT-1P occurs slowly, which reflects the 

relatively longer reaction coordinate pTCT-1P must traverse before reaching its S1 geometry – in line with 

results from TDDFT. The differences in ICT and emission rates are due to varying degrees of orthogonality 

and distance between the donor and the acceptor at the S1 geometry as indicated by TDDFT (Table S1). 

pTCT-0P is an interesting case since its donor arms can strongly interact possibly providing an alternate 

through-space ICT mechanism that is not prevalent in the other molecules. ISC rates are interesting in that 

 

Figure 4.6 TCSPC data collected in O2 containing toluene and 

air-free toluene of (a) pTCT-2P, (b) pTCT-1P, and (c) pTCT-0P. 
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a large D-A dihedral is beneficial for spin-crossover, which would seem to favor pTCT-1P over pTCT-0P, 

but TDDFT suggests SOCME of pTCT-0P is considerably larger which is reflected by its faster ISC rate 

and better ISC efficiency. Overall, however, SOCME must be balanced with ΔEST and the reorganization 

energy, λ, to yield efficient ISC which still allows pTCT-1P to exhibit more efficient ISC than pTCT-2P. 

From TDDFT and using Eq. 4.2, we find the S1/T1 ISC rates at the S1 geometry to be 2.1x107 s-1, 5.2x107 s-

1, and 3.1x107 s-1 for pTCT-0P, pTCT-1P, and pTCT-2P, respectively. These values are on par with those 

obtained from global target analysis and align with predictions made for the up-conversion ISC rates of 

known TADF emitters,178 thus we conclude our results allow us to predict and identify the capabilities of 

the pTCT series of being able to produce triplet states in appreciable quantities with pTCT-0P being the 

most efficient. 

4.7 Conclusions 

Star-shaped donor-bridge-acceptor molecules have recently begun to attract interest due to their 

great potential to deliver better performance in OLED devices and significant promise as photocatalysts. 

Developing a full understanding of their photophysical behavior is necessary to incorporate rational design 

elements to this class of molecules. In this work, we report a systematic photophysical study on a series of 

triazine-phenyl-carbazole (pTCT) star-shaped DBA molecules with 0, 1 and 2 bridging phenylene units 

using the combination of steady-state and time-resolved spectroscopy and TDDFT calculation. We find that 

the excited state relaxation pathways of these molecules are significantly dependent on the length of the 

bridge unit which governs the ground state D-A dihedrals and excited state conformational relaxation that 

ultimately dictates their propensity to undergo ISC or remain within the singlet manifold. Particularly, we 

were able to uncover and explain that pTCT-1P has ISC rates that are competitive with singlet emission 

resulting from a large conformational relaxation along the S1 potential leading to a 1TICT state. This 1TICT 

has a narrow singlet-triplet energy gap, providing a mechanism for ISC through spin-orbit coupling. 

Furthermore, we were able to uncover that longer bridging units are unable to inhibit fast singlet electron-

hole recombination, leading to poor ISC efficiency. The new fundamental insights gained from this work 

are essential for the future rational design of DBA molecules to facilitate their applications in OLED, 

photocatalysis, and optoelectronics.  
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CHAPTER 5 – CONJUGATION AND AGGREGATION DIRECTED DESIGN OF COVALENT 

ORGANIC FRAMEWORKS AS WHITE-LIGHT-EMITTING DIODES 

 

 

5.1 Introduction 

 Photon emission by organic compounds is a process that is taken advantage of in various 

applications ranging from labelling biomarkers,179 heavy ion sensing,180 and as display or lighting 

devices.181 The photophysical properties that determine emission in COFs have not yet been settled,182 but 

2D COFs are typically weakly fluorescent or non-fluorescent due to aggregation caused quenching due to 

π-π interactions that cause deactivation via excited state coupling.183 It has been suggested that aggregation 

induced emission (AIE) can enhance emissive exciton recombination in COFs by restricting molecular 

motion thereby avoiding nonradiative internal conversion processes.184–186 AIE typically relies on polyarene 

units43 or sterically frustrated units,187,188 however less is known about how to design planar COFs for 

photoluminescence and discovering the structural relationship to their properties is important for 

understanding this crucial relaxation pathway. 

 In this project, we synthesized two highly emissive COFs (TAT-COF and TPB-COF, Scheme 5.1) 

and investigated with the direct correlation of their structures and their light absorption, charge transfer 

(CT), and luminescent properties. TAT-COF and TPB-COF were synthesized by the reaction of 2,4,6-

trimethyl-1,3,5-triazine (TMTA) with a star-shaped monomer, 2,7,12-Triformyl-5,10,15-triethyltriindole 

(TAT) and 1,3,5-Tris(4-formylphenyl)benzene (TFPB), respectively, via Knoevenagel condensation 

reaction. We hypothesize that the finely tuning the monomer structure in TAT with respect to TFPB alters 

the planarity, charge delocalization (conjugation), and π-π stacking (aggregation) of COF structure, which 

are anticipated to impact their photophysical properties. Using the combination of experimental 

spectroscopic and computational studies, we not only show that the designed COFs can be used to generate 

white light but also identify how the physical structure of COFs can modulate CT, exciton relaxation, and 

emission quantum efficiency.  
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Scheme 5.1 Synthesis Scheme of TAT-COF and TPB-COF 

Mesitylene/MeOH

NaOH 180oC 96 Hours

TAT TMTA TFPB

TAT-COF TPB-COF
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5.2 Synthesis and Structural Characterization of TAT-COF and TPB-COF 

 The details of synthetic procedure of TAT-COF and TPB-COF are described in Chapter 2.3 and 

follow the same procedure of TPB-COF reported previously.189,190 The formation of both COFs was 

confirmed by FTIR spectrum, PXRD, SEM, as well as diffuse reflectance (DR) and emission spectrum. 

The FTIR spectra of TAT-COF (Figure 5.1a) and TPB-COF (Figure 5.1b) show the absence of the 

aldehyde band (1689 cm-1) which was present in TAT (Figure 5.1a) and TFTB (Figure 5.1b) ligand, and the 

characteristic vibrational stretching modes of C=C trans configuration at 1630 cm-1 and 978 cm-1, 

suggesting the complete condensation of the starting monomers to form the olefin linkages in both COFs. 

The XRD patterns of TAT-COF (Figure 5.1c) show peaks at 5.8°, 9.8°, 11.3°, 14.9° and 24.4°, and TPB-

COF (Figure 5.1d) show distinguished peaks at 5.8°, 10.1°, 11.6°, 15.4° and 25.8°, which can be assigned 

to (100), (110), (200), (210) and (001) facets (Figure 5.1e and 5.1f), respectively. Pawley refinement of 

eclipsed (AA) stacking mode (inset of Figure 5.1e and 5.1f) modeled using Materials Studio yields XRD 

 

Figure 5.1 FTIR spectra of (a) TAT-COF and (b) TPB-COF with 

corresponding monomers. Powder XRD patterns of (c) TAT-COF and (d) 

TPB-COF: Pawley refinement of COFs (AA stacking) against the experimental 

data, the Bragg positions (green bar), and the refinement differences (purple). 

Simulated XRD of (e) TAT-COF and (f) TPB-COF. Inset are the top view and 

side view of structure modeling of TAT-COF and TPB-COF with AA stacking.  
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patterns (red plot in Figure 5.1c and 5.1d) that show negligible difference from the experimental data. In 

contrast, a staggered (AB) mode cannot reproduce the experimental XRD patterns, suggesting that the 

condensation reaction of monomers leads to the formation of TAT-COF and TPB-COF with AA stacking 

mode.  

 

 The permanent porosity was investigated by N2 sorption measurements at 77K. As illustrated in 

Figure 5.2, the Brunauer−Emmett−Teller (BET) surface area of TPB-COF is 703 m2/g, which is 

comparable to the results reported previously.189,190 In contrast, the BET surface area of TAT-COF is only 

91 m2/g. The low surface area of TAT-COF can be attributed to the ultra-microporous pores resulting from 

the bulky ethyl group. This is further supported by the type II isotherms, which indicates their low porosity 

nature. Unlike TAT-COF, TPB-COF shows type-I reversible isotherms, implying their microporous 

characteristics.  

5.3 Spectroscopic Characterization of TAT-COF and TPB-COF and Their Utility as WLEDs 

 

Figure 5.2 Nitrogen adsorption and desorption isotherms of (a) TAT-COF and 

(b) TPB-COF 
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 The formation of COF structure was further supported by the DR and photoluminescence (PL) 

spectra. Compared to their corresponding monomers, the DR spectra of both COFs (Figure 5.3a) exhibit 

extended absorption in visible region, which can be attributed to the CT transition arising from the donor–

acceptor pairs via π-conjugation in the skeleton and/or interlayer stacking. The emission spectra of TAT-

COF and TPB-COF (Figures 5.3b, 5.3c) following 365 nm excitation show distinct emission band with 

significant red shift with respect to their single units, implying that the CT transition is responsible for the 

emission of COFs. In addition, the emission spectra of both samples show strong dependence on solvent 

polarity. When TAT-COF was dispersed in hexane, an orange light was emitted at 575 nm (Figure 5.3b). 

When more polar solvents were used, for which the solvent polarity increases in the order of DCM < 

DMSO < MeOH, the emission maxima shift to longer wavelength (from orange to red). A similar trend of 

bathochromic shift with increasing solvent polarity was observed in the emission spectrum of TPB-COF 

(Figure 5.3c), indicating the polar nature of the CT state of the COFs. Along with the bathochromic shift, 

Figure 5.3 (a) Diffuse reflectance UV−visible spectra of TAT-COF and TPB-COF with corresponding 

monomers. Emission spectra of (b) TAT-COF and (c) TPB-COF in hexane, DCM, DMSO and MeOH. Insets are 

photographs of TAT-COF and TPB-COF suspensions in different solvents under UV light (365nm). (d) CIE-

1931 diagram and the positions of coated LED strip, TAT-COF and LED strip. Insets are photographs of the 

LEDs. (e) Emission spectrum of mixed TAT-COF and TPB-COF suspension. Insets are photographs of 

suspensions with and without UV light. (f) CIE-1931 coordinate and the CCT diagram for mixed COF 

suspensions with different ratio. 
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the PL quantum yield (PLQY) of the two COFs are also sensitive to the environment. As shown in Table 

5.1, PLQY value of 17.82% was observed for TAT-COF in DCM and decreased to 5.29% and 2% in 

DMSO and MeOH, respectively. Compared to TAT-COF, TPB-COF exhibits much stronger emission with 

PLQY up to 62.17% in DCM. The different PLQY of TAT-COF and TPB-COF is correlated to the 

difference in transition dipole moment orientation and the geometrical effect of the framework, which will 

be discussed later. 

Table 5.1 Quantum Yield of TAT-COF and TPB-COF in solvents of varying polarity 

Solvent TAT-COF QY (%) TPB-COF (QY (%) 

DCM 17.8 62.2 

DMSO 5.3 43.7 

MeOH 2.0 21.0 

 The tunable emission color as well as the high PLQY of TAT-COFs and TPB-COFs make them of 

interest in optical application such as white light-emitting diodes (WLEDs). RGB (red, green, blue) method 

and phosphor method are two conventional approaches to produce white light with LEDs by the proper 

mixture of LEDs with three primary colors (blue, green, red) or combining blue LED with yellow phosphor 

coating.191 As white light can be generated by mixing two complementary colors, we then explore the 

possibility to use TAT-COF for WLEDs. As shown in Figure 5.3d, white light was obtained by simply 

coating TAT-COF on the surface of cyan LED strip (~485 nm). The CIE coordinates were determined to be 

(0.31, 0.34) and found to be cold white (CCT 6500K). More interestingly, white light with variable 

temperature can be easily obtained by mixing the two COFs with certain ratios. Shown in Figure 5.3e is the 

emission spectrum of the mixed TAT-COF and TPB-COF dispersion in DCM with ratio of 3.5:1, which 

covers the entire visible spectrum. Upon illumination of the mixed suspension by UV light (365 nm), white 

light emission is clearly visible as shown in the inset of Figure 5.3e. The CIE coordinate of the mixed COFs 

(Figure 5.3f) was determined to be (0.28, 0.34), resulting in cold white light.  

5.4 Excited State Dynamics of TAT-COF and TPB-COF 
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Table 5.2 Multiexponential fit parameters for TCSPC results of TAT-COF and TPB-COF. 

Fit Component TAT-COF TPB-COF 

A1 (%) 84.1 73.2 

τ1 (ns) 0.134 0.389 

A2 (%) 15.8 26.8 

Τ2 (ns) 0.825 3.43 

 To gain insight on the origin of the observed emission behaviors of these COFs, we first measured 

the excited state (ES) lifetime of TAT-COF and TPB-COF by time resolved emission spectroscopy 

following 400 nm excitation. Figure 5.4 compares the emission decay of TAT-COF and TPB-COF 

collected at 580 nm and 450 nm, respectively, corresponding to their CT emission. The emission decay is 

much faster in TAT-COF than TPB-COF, suggesting that the CT state in the former has shorter emission 

lifetime than the latter, which is consistent with its lower PLQY and suggests “non-fluorescent J-type” 

aggregation behavior supported by later time dependent density functional theory (TDDFT) calculations. 

Each decay curve can be fit by a biexponential function, from which we obtained the amplitude weighted 

lifetime, which is 0.24 ns and 1.2 ns for TAT-COF and TPB-COF (Table 5.2), respectively. 

 

Figure 5.4 Comparison of emission decay (a) and 

electron absorption decay (inset) between TAT-COF 

and TPB-COF. 
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 In addition to emission lifetime, we also examined the ES dynamics of these COFs using 

femtosecond transient absorption (TA) spectroscopy, which allows us to probe the early time dynamics that 

cannot be resolved by time resolved emission spectroscopy. Figure 5.5a shows the TA spectra of TAT-COF 

following 400 nm excitation. Immediately following the excitation, the TA spectra of TAT-COF show the 

formation of a negative feature centered around 500 nm and a broad positive absorption band from 525 nm 

to the red end of our spectral window (inset of Figure 5.5a). The negative feature can be assigned to ground 

state bleach (GSB) band due to the occupation of the conduction band (CB) by electrons following 

photoexcitation. The positive band can be attributed to the excited state absorption in the framework. The 

formation of both GSB and ESA bands shows a rising component within ~600 fs, which can be attributed 

to the relaxation of the electrons from the high to low energy CB. As shown in Figure 5.5b, the ESA of 

TAT-COF at 560 nm is found to decay faster with respect to the longer wavelength region. The similar 

probe wavelength dependent kinetics has been previously reported in other solid state materials and is 

likely associated with the presence of trap state.192 The similar spectral features, i.e. negative GSB and 

positive ESA (rises within 600 fs) were observed for TPB-COF (Figure 5.5c), although the negative band 

of TPB-COF is barely seen because of the limit of our TA window. Unlike TAT-COF, the kinetic traces for 

ESA at different probe wavelengths appear to be same for TPB-COF (inset of Figure 5.5c), suggesting 

different exciton relaxation dynamics from TAT-COF. More interestingly, we note that ESA kinetics of 

TPB-COF exhibits faster decay than TAT-COF  (inset of Figure 3a), which conflicts with the time resolved 

 

Figure 5.5 Transient absorption spectrum of TAT-COF (a) and TPB-COF (b) Comparison of TA kinetics of TAT-

COF and TPB-COF (inset) at different wavelength. The solid lines are the fitting to the kinetic traces. (c) Transient 

absorption spectrum of TPB-COF following 400 nm excitation. 

 

 

Figure 5.6

 

Figure 5.5 Transient absorption spectrum of TAT-COF (a) and TPB-COF (b) Comparison of TA kinetics of TAT-

COF and TPB-COF (inset) at different wavelength. The solid lines are the fitting to the kinetic traces. (c) Transient 

absorption spectrum of TPB-COF following 400 nm excitation. 

 

 

Figure 5.6 The representative units selected for TDDFT study including important dihedral angles of (a) TAT-COF, 

and (b) TPB-COF. Dihedrals in TPB-COF are larger than TAT-COF, demonstrating the difference in planarity. 

Natural transition orbitals and quantitative CT measures of (c) TAT-COF, and (d) TPB-COF. 

 

 

Table 5.3Figure 5.6
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emission results, where its emission lifetime is longer compared to that of TAT-COF (Figure 5.4). This 

conflict further supports the fact that different exciton relaxation pathways are involved in these COFs.  

 

5.5 Theoretical Modeling of TAT-COF and TPB-COF 

 To uncover the origins that result into distinct exciton relaxation dynamics in TAT-COF and TPB-

COF, we turn to TDDFT (procedure outlined in the Chapter 2.3) to examine the direct correlation of optical 

properties of the COFs with their topology, structure, and composition, as these structural parameters are 

all expected to play a role in the photophysical properties of COFs. We prefix the computational work by 

acknowledging that although COFs polymerize into extended structures, the size of the systems that can be 

studied by TDDFT are limited by computational expense. As such, we decompose the extended COF 

structures into smaller units as a trade-off for reasonable timeliness and efficiency. The unit selection, 

however, is critical to ensure meaningful insight. In this work, the region including one triazine ring and 

one of either TAT or TPB is selected as the unit for study (Figure 5.6a and 5.6b). Finally, COFs readily 

form aggregated structures, which is especially important as our physical experiments herein are conducted 

 

Figure 5.6 The representative units selected for TDDFT study 

including important dihedral angles of (a) TAT-COF, and (b) 

TPB-COF. Dihedrals in TPB-COF are larger than TAT-COF, 

demonstrating the difference in planarity. Natural transition 

orbitals and quantitative CT measures of (c) TAT-COF, and 

(d) TPB-COF. 

 

 

Table 5.3Figure 5.6 The representative units selected for 

TDDFT study including important dihedral angles of (a) TAT-

COF, and (b) TPB-COF. Dihedrals in TPB-COF are larger 

than TAT-COF, demonstrating the difference in planarity. 

Natural transition orbitals and quantitative CT measures of (c) 

TAT-COF, and (d) TPB-COF. 

 

 

Table 5.3 Transitions of TAT-COF and TPB-COF predicted 

by TDDFT with one through three layers present. 
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in the condensed phase. To account for aggregation, TDDFT is used to not only study single layers of COF 

but also the interlayer interactions between multiple layers (one to three) of our small units.  

 

 TDDFT is first used to examine the nature of electronic transitions of TAT-COF and TPB-COF. 

The predicted transitions indicate TAT-COF to possess lower energy absorption and oscillator strength than 

TPB-COF (Table 5.3), which directly reflects the DR spectrum above and suggests the validity of our 

computational model. The natural transition orbitals (NTOs) of the predicted electronic transitions indicate 

that the planarity of TAT-COF (Figure 5.6c and 5.6d) allows for significant delocalization, in contrast to 

the propeller-like structure of TPB-COF that prevents similar delocalization. In addition, branches of TPB 

are arranged meta- to one another around the benzene core, which is inconducive with their ortho-/para- 

electron directing nature.193 On the other hand, TAT-COF possesses indole units which are directly 

attached to a benzene core, allowing more conjugation and lower energy electronic transitions than TPB-

COF. These results agree well with the DR and emission spectra of COFs, where TAT-COF shows 

significantly red shifted absorption/emission, suggesting that in-plane conjugation plays an important role 

in extending the light absorption/emission properties of COFs into visible region.  

Table 5.3 Transitions of TAT-COF and TPB-COF predicted by TDDFT 

with one through three layers present. 

 

 

 

Table 5.4Table 5.3 Transitions of TAT-COF and TPB-COF predicted by 

TDDFT with one through three layers present. 

 

 

 

Table 5.4 Quantitative CT measures of TAT-COF and TPB-COF in both 

the intralayer and interlayer directions (allowed transitions only). 
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 In addition to conjugation, CT, and the effect of aggregation on the electronic structure needs to be 

considered to have a more complete picture on the correlation of COF structure with their light absorption 

properties. Due to the difficulties in using charge-transfer character (CTC) to describe the intermediate 

cases of CT,194,195 we also evaluated electron-hole separation (COH:PR) and exciton size (RMSeh) as 

additional measures (Figure 5.6c, 5.6d, Table 5.4).  Compared to TPB-COF, TAT-COF has less 

intralayer CTC and COH:PR but a larger overall exciton, which is due to the greater degree of electron 

delocalization in the ground state (GS) as shown in the NTOs (Figure 5.6). After aggregation to three 

layers, CTC does not change, but COH:PR decreases, and RMSeh increases by 3% (Table 5.4). The 

transition energy decreases by 0.01 eV with oscillator strength increase by 0.2 A.U.  

 TPB-COF experiences a small increase of intralayer COH:PR, and a 7% in RMSeh (Table 5.4). 

These increases correspond with an increase in the transition energy by 0.1 eV and in the oscillator strength 

by more than 1 A.U. These results suggest that TPB-COF exhibits more intralayer CT enhancement on 

aggregation as indicated by the growth of its exciton.  

Table 5.4 Quantitative CT measures of TAT-COF and TPB-COF in 

both the intralayer and interlayer directions (allowed transitions only). 
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 To uncover why the exciton in TPB-COF grows and gains oscillator strength upon aggregation, 

we need to have an in-depth understanding of the exciton interactions,66 for which structure, excited state 

polarizability,65,196–198 and superexchange CT (SECT) coupling need to be considered.62 First, it is 

important to note that TAT-COF and TPB-COF are predicted to have distinctly different aggregate 

structures. TAT-COF (Figure 5.7a) is offset in the x-direction by 2.32 Å and the y-direction by -2.95 Å 

while TPB-COF (Figure 5.7b) is -0.64 Å in the x-direction and 1.14 Å in the y-direction. We acknowledge 

that bulk COFs may assume various stacking patterns, but we assume our converged structures yield 

realistic representations. Nonetheless, the stacking geometries generally approach “card pack” and should 

lead to “H-type” aggregates, although TAT-COF may be more of an intermediate case within Kasha’s 

model of the exciton. However, since the transition energy of TAT-COF decreases with aggregation, we 

must consider other competing effects (Table 5.4). SECT coupling is the last piece considered here and can 

be gauged by the same CT measures above, but in the interlayer direction. For the two-layer system, TAT-

COF observes almost 5 times as much CTC and ~35% more COH:PR than TPB-COF (Table 5.4). Notably, 

COH:PR of TAT-COF approaches 1 (0.73), which suggests that there is strong mixing of Frenkel and CT 

states. Moving to three layers, this quantity is tempered somewhat as COH:PR decreases to 0.55 but is still 

 

Figure 5.7 The interlayer arrangements of (a) TAT-COF, and (b) 

TPB-COF obtained from DFTB structure optimization. TDDFT 

predicted transition dipole moments of (c) TAT-COF, and (d) 

TPB-COF. Upon aggregation the TDDFT predicted absorption 

spectrum of (e) TAT-COF, and (f) TPB-COF. 

 

 

Figure 5.8

 

Figure 5.7 The interlayer arrangements of (a) TAT-COF, and (b) 

TPB-COF obtained from DFTB structure optimization. TDDFT 

predicted transition dipole moments of (c) TAT-COF, and (d) 

TPB-COF. Upon aggregation the TDDFT predicted absorption 

spectrum of (e) TAT-COF, and (f) TPB-COF. 

 

 

Figure 5.8 Energy diagram of TAT-COF (a) and TPB-COF (b) 
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45% more than the three-layer TPB-COF system. Overall, these results suggest that the fused, planar 

structure of TAT-COF yields more interlayer CT mixed into allowed transitions than TPB-COF.  

 Combining the computational results with the fundamental spectroscopic data above provides a 

robust explanation for experimental differences between exciton formation and relaxation dynamics in 

TPB-COF and TAT-COF. These comparative experimental observations in TAT-COF are (a) red-shifting 

of the absorption spectrum, (b) slower TA decay kinetics, (c) probe dependent TA decay kinetics, (d) 

shorter emission lifetime, and (e) lower PLQY. Delocalization and the CT stabilizing orientation of the 

transition dipole moment in TAT-COF contribute to the red-shift in the absorption spectrum. In turn, this 

narrows the exciton bandwidth and shortens the internal conversion channel. As shown in the model we 

proposed to illustrate these experimental and computational results (Figure 5.8), the photoexcitation of 

COFs promotes the electrons from their valence band (VB) to the high energy level of CB, which then 

quickly relax down to the edge of CB, corresponding to the rising component within 600 fs (k1). Due to the 

presence of trap states  in TAT-COF, some electrons relax down to this trap state (k2), which is responsible 

for the probe dependent kinetics observed in TA spectra of TAT-COF. Because the electrons in trap states 

typically have longer lifetime, which coincides with the shortened internal conversion in TAT-COF, 

yielding the appearance of slower electron absorption decay in TAT-COF than TPB-COF, where the latter 

undergoes more internal conversion and barely populate trap states, and thus show negligible dependence 

of kinetic traces on probe wavelength. The trap state is a non-radiative state, which well explains that TPB-

COF has much longer emission lifetime and higher PLQY than TAT-COF as time resolved emission 

spectroscopy only measures the emissive ES. While the origin of the trap state remain unclear, one 

possibility could arise from excimer formation,199 which has also been recently reported to lead to probe 

dependent TA kinetics in COF-5.83 However, further TA experiments using near IR probe does not show 

the spectral features of excimer, which may suggest that trap state herein may result from other factors 

rather than the formation of excimer.  
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5.6 Conclusions 

 In summary, we examined the synthesis, white light emitting, and direct correlation of the 

structure (conjugation and aggregation) with the light harvesting, CT, and ES dynamics of two conjugated 

sp2-C-COFs with embedded donor-acceptor pairs. We show that both COFs are highly emissive, where 

white light can be obtained by simply coating COFs to LED strip. When adjusting the ratio of TAT-COF 

and TPB-COF in solution, the mixed COFs exhibit different colors across the visible spectrum. Using the 

combination of time resolved absorption and emission spectroscopy as well as TDDFT calculation, we 

show that the planar backbone of TAT-COF facilitates in-plane charge delocalization, resulting into 

broader absorption in the visible region with respect to TPB-COF. The transition dipoles interact with 

polarizable intramolecular CT states to narrow or widen exciton bandwidth, leading to shorter or longer 

internal conversion in TAT-COF and TPB-COF, respectively. In addition, the TAT-COF with a planar 

backbone exhibits stronger interlayer CT than TPB-COF with propeller-like monomers, which suppresses 

the fluorescence quantum yield. These results not only demonstrate the great potential of COFs as organic 

luminescent materials but also provided unprecedent insight on how the COF structure (conjugation and 

aggregation) should be considered for rational design of highly emissive COFs. 

 

  

Figure 5.8 Energy diagram of TAT-COF (a) and TPB-

COF (b) that illustrate exciton relaxation dynamics. 
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CHAPTER 6 – WAVELENGTH DEPENDENT EXCITONIC PROPERTIES OF COVALENT ORGANIC 

FRAMEWORKS EXPLORED BY THEORY AND EXPERIMENT 

 

 

6.1 Introduction 

For all the potential COFs have in optoelectronics and photocatalysis, without a fundamental understanding 

of their responses to external stimuli their utility may always be speculation and widespread adoption may 

never be realized. How COFs respond to photoexcitation is particularly important because the generation 

and persistence of excited states is directly related to performance.200–202 A topic that receives attention in 

COFs is the seemingly endless ways monomers can be combined to create new structures with unique 

properties, but not much is known about – from a photophysical point of view – how monomer swapping 

will affect their excited state dynamics. 

 Imine linked COFs are often considered fully conjugated systems, and as such they are good 

candidates to be able to finely tune donor-acceptor architectures to generate excitons with helpful 

properties in photocatalysis. Oftentimes, a fully conjugated nature in COFs can facilitate phenomena like 

exciton diffusion,83,203 singlet-singlet annihilation,84 and charge separation.204,205 While studies of 

systematically modified donor-acceptor architectures have begun to emerge,204 little is known on how 

excess energy is dissipated in imine COFs, which is potentially essential for photocatalysis. 

 To probe the properties and photophysics of imine COFs, this study is designed to use time-

dependent density functional theory (TDDFT) and fs-OTA on a series of COFs by permuting four 

monomers (two ditopic, two tritopic, Scheme 6.1) with varying D-A characteristics. The fs-OTA 

experiment is conducted to excite COF samples across their absorption spectrum to investigate how 

excitations above, at, and below the band edge are handled by COFs. Using TDDFT allows for analysis of 

the transition density matrix (TDM), which can quantify electron and hole particles to predict exciton 

properties. Theoretical analyses are then used to help guide the interpretation of fs-OTA data.  
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Scheme 6.1 (a) Tritopic and ditopic monomers used to form the 2D 

COFs. (b) Star unit and edge unit used in TDDFT calculations and 

analyzed according to the fragment definitions shown. (c) The ball-and-

stick model of N2N3 COF with the 2D structure overlay. 
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Figure 6.1 (a) FTIR spectra of the four COFs (b) Experimental PXRD patterns of N2N3 and N2C3 COF 

(background removed). (c) UV-visible absorption spectra of N2, N3, and C3 monomers in toluene and 

Kubelka-Munk transformed diffuse reflectance spectrum of N2N3 and N2C3 COFs; inset shows the major 

contribution (21.252) to the NTO of the VB1-CB transition of N2N3. (d) Normalized electron/hole 

correlation plots generated by TheoDORE showing the impact of tritopic core substitution on the VB1-CB 

(left) and VB2-CB (right) transitions. 
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6.2 Synthesis and Characterization of Isostructural 2D COFs 

 The synthesis of four 2D COFs with different combinations of tritopic and ditopic organic 

monomers follows previously reported procedures with minor modification,90 and the details are described 

in Section 2.4. As shown in Scheme 6.1a, the tritopic monomers are 4,4’,4’’-(1,3,5-triazine-2,4,6-

triyl)trianiline (denoted N3) and 1,3,5-tris(4-aminophenyl)benzene (denoted C3), and the ditopic monomers 

are [2,2-bipyridine]-5,5’-dicarbaldehyde (denoted N2) and [1,1’-biphenyl]-5,5’-dicarbaldehyde (denoted 

C2). The formation of these COFs is confirmed by FTIR spectra (Figure 6.1a), where the band between 

1620-1626 cm-1 corresponds to the imine stretch. The powder X-Ray diffraction (PXRD) patterns of N2N3 

and N2C3 COFs (Figure 6.1b) demonstrate their crystalline nature, where a strong diffraction peak ~2.3° 

can be attributed to the (100) diffraction plane, and two less intense diffraction peaks ~4.0° and ~6.1° can 

be assigned to (110) and (210) diffraction planes, respectively. The diffraction peaks in these PXRD 

patterns may be overtly broadened due to the distribution of crystallite size206 and strain defects.207–209 To 

quantify the amount of strain present in the microcrystalline powders, we utilize the refinement method 

used by Molina et. al.100 over the first 10° in 2θ of the pattern (Figure 6.2a), with slight modifications 

(Section S2.4), which suggests that N2N3 has the highest amount of crystallite strain (51.8%) followed by 

C2C3 (49.3%), N2C3 (47.8%) and C2N3 (36.5%). 

 

 

Figure 6.2 (a) First 12° 2θ of the PXRD patterns of the four COFs (b) Kubelka-Munk transformed diffuse 

reflectance spectra of the four COFs with their monomers and the derivative of their DR spectrum (c) 

Trendline showing the trend between peak broadening in the PXRD pattern with minimum of DR 

derivative. 

 

 

 

Table 6.1  
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 Like many COFs, the Kubelka-Munk transformed diffuse reflectance (DR) spectra (Figures 6.2b) 

show broad absorption in the ultraviolet and visible regions (>400 nm).104,106,210–212 Because the monomers 

show negligible absorption in the visible region, we attribute the visible absorption for each COF to the 

charge transfer (CT) band, which is consistent with our previous report90 and further supports the formation 

of COFs. Tails stretching from 450-700 nm are observed in each DR spectrum, but their steepness differs. 

By plotting the steepness of the tails (measured as the minimum slope) against the strain quantification of 

the PXRD peaks we observe a strong trend (Figure 6.2c, R2=0.964). 

 Because interlayer packing is previously shown to have a drastic effect on the charge carrier 

mobility in organic semiconductors;213,214 we turn to computational methods to estimate the average75,215 

interlayer distance. Starting from a reference unit cell,139 SCC-DFTB as part of DFTB+109–111,125 is used to 

optimize both the structure and unit cell parameters of the COF series (Section 2.4). The optimized unit 

cells yield nearly hexagonal and eclipsed structure with an interlayer c-axis magnitude of 3.41-3.48 Å 

(Table 6.1). The predicted PXRD patterns show good agreement with experimental results (Figure 6.2a). 

By optimizing the atomic structure and unit cell parameters in tandem, we gain a reliable model of the bulk 

structure. Accordingly, we decomposed the predicted structures into edge and star units (Scheme 6.1c) for 

computational studies of the structure-property relationships of COFs in the current work.    

 

Table 6.1 Unit cell parameters of COF structures predicted by SCC-DFTB 

COF a b c α β γ 

N2N3 44.4 44.4 3.41 89.7 90.2 121. 

C2N3 44.6 44.6 3.42 89.8 90.0 121. 

N2C3 44.6 44.6 3.48 89.7 89.9 121. 

C2C3 44.7 44.7 3.46 90.0 90.0 120. 
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Table 6.2 Predicted and experimental transitions of COFs and monomers. TDDFT (CAM-B3LYP/6-

311G**) predictions on single-layer edge units are the first transition with appreciable oscillator 
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6.3 The Nature of Intralayer CT in Isostructural N2N3 and N2C3 COFs 

 Given that some CT-like state is populated in our COFs, its nature is important to understand the 

electronic correlation upon light absorption. We performed TDDFT and TDM analysis to gather 

information on the structure and energetics of the excitons. TDDFT is performed on an edge unit (Scheme 

6.1c) of the optimized unit cell with branching carbons capped by hydrogen atoms. While the lowest 

energy allowed transitions predicted by TDDFT are ~0.7 eV higher in energy than experimental values, the 

trend of transition energies between COFs (Table 6.2) is accurately predicted, lending credibility to the 

model. The first and third lowest energy transitions of each COF correspond to transitions from the HOMO 

and HOMO-1 to the LUMO, respectively. These transitions are optically allowed and likely play primary 

Table 6.2 Predicted and experimental transitions of COFs and monomers. TDDFT (CAM-B3LYP/6-

311G**) predictions on single-layer edge units are the first transition with appreciable oscillator 

strength (f > 0.01). Experimental values determined at peak max for monomers, minimum of first 

derivative for COFs. 

 Predicted Experiment 

COF f (A.U.) ΔE (eV) ΔE (nm) ΔE (nm) 

N2 0.867 4.336 286.0 315 

C2 0.884 4.351 285.0 300 

N3 1.088 4.311 287.6 362 

C3 0.088 4.764 260.2 290 

N2N3 2.654 3.424 362.2 459 

N2C3 3.110 3.294 376.4 476 

C2N3 2.838 3.416 363.0 459 

C2C3 2.646 3.442 360.2 456 
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roles in the exciton dynamics so discussion of TDDFT and TDM analysis will primarily focus on these two 

transitions. Figure 6.3a shows the natural transition orbitals (NTOs)132 of N2N3 VB1-CB and reveals that 

the exciton has ππ* character and is delocalized across a majority of the edge unit.118,133,216 Visual 

inspection of the N2N3 VB2-CB NTO (Figure 6.3b) reveals that the ES populates similar π* orbitals as the 

VB1-CB transition but the ground state (GS) originates partially from non-bonding N orbitals. From this 

evidence we attribute locally excited (LE) character to the VB2-CB transition.  

 

 Next, TDM analysis was performed in the TheoDORE package117 to understand the populated CT 

states217–219 and quantitatively predict the charge transfer character (CTC), electron-hole separation 

(COH:PR), and size of the exciton (RMSeh) along with generating electron correlation plots between user-

defined fragments (Figure 6.1d). The selection of the molecular fragments is crucial to our TDM analysis 

and as such we carefully selected four fragments in the intralayer case - the tritopic core (N3 or C3), the 

phenylene attached to the tritopic core, the imine linker, and the bridge (N2 or C2). 

 Figure 6.1d presents the TDM analysis electron/hole correlation plots for the VB1 & VB2 to CB 

transitions of N2N3 and N2C3, which provide a visual representation of electron density movement 

between the specific fragments defined in our study (see Appendices for more information about TDM 

analysis). For instance, The bipyridine of the N2N3 VB1-CB transition has significant local character (row 

2, column 2). However, there is also significant electron correlation between the imine ES with the 

phenylene GS (row 1, column 3) and the bipyridine ES with the phenylene GS (row 2, column 3), 

indicative of CT like behavior. Notably, the lower triangular correlations are larger than their transposes 

which indicates that the CT is asymmetric favoring electron transfer (ET) towards bipyridine.133 The VB2-

 

Figure 6.3 (a) NTO contributions of VB1-CB transition for N2N3. (b) NTO contributions of VB2-CB 

transition for N2N3. 
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transition for N2N3. 
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CB transition exhibits more LE correlation at imine (row 1, column 1) and less phenylene/imine and 

phenylene/bipyridine correlation. For this transition, the upper triangular elements are larger than the lower 

triangular elements, suggesting hole transfer (HT) takes place away from bipyridine. Overall, the N2C3 

VB1-CB is similar to N2N3, but with noticeably less LE correlation at the imine, suggesting more CT takes 

place. 

 In the case of the VB2-CB transition, the plots of N2N3 and N2C3 are considerably different. 

N2N3 is of mostly local transition character, but there is also correlation between the bipyridine ES and 

imine GS (#2, #1) that is larger than its transpose (#1, #2), indicating that HT from bipyridine to imine 

occurs. N2C3 also has significant correlation between the bipyridine ES (#2, #1) and phenylene ES (#3, #1) 

with the imine GS, again indicating HT originating from the bipyridine bridge to imine. However, unlike 

N2N3, there is less LE on the bipyridine, which suggests that the HT on N2C3 is much more pronounced. 

 CTC in N2N3 VB1-CB (Table 6.3) is quantified as 0.577, RMSeh is found to be 5.148 Å, and 

COH:PR, which reflects the electron-hole separation, is 0.88, suggesting some degree of electron/hole 

separation and a moderate amount of CT. Upon excitation, electron density migrates to the imine linker and 

bipyridine bridge with 7.5% and 6.6% net electron gain, respectively, while phenylenes act as the electron 

donor netting 16.7% electron loss. The triazine core, which is expected to be strongly electron withdrawing 

due to its π-electron deficiency, surprisingly nets only 2.6% electron gain. In the N2N3 VB2-CB transition, 

COH:PR is consistent with VB1-CB (0.88) but other measures are smaller; CTC is 0.46 and the exciton size 

is 3.946 Å. In this case, the data indicates phenylene and triazine participate only marginally; imine nets 

8.6% electron loss primarily to bipyridine that nets 8.1% electron gain.  

 In N2C3 the VB1-CB transition has more CTC (0.597, Table 6.3) than N2N3 and comparable 

COH:PR (0.89), yet the size of the exciton (5.739 Å) is significantly larger. Electron density localization in 

the VB1-CB transition of N2C3 nets 12.9% electron gain at the imine and 7.0% at the bipyridine. Like 

N2N3, the phenylene unit is the main electron donor netting 15% electron loss. However, the tritopic core 

acts as an electron donor with 4.9% net electron loss, an expected result of substituting for an electron 

donating group. The exciton created through the N2C3 VB2-CB transition has more electron/hole 

separation with COH:PR of 0.91, but the other measures are considerably smaller than VB1-CB; CTC is 

only 0.496, and exciton size is 3.495 Å. Tracking the migration of electron density, we find that the main 
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electron donor is the imine linker, consistent with N2N3. However, the magnitude of donation (22.6% net 

electron loss) is significantly larger than N2N3. This donation corresponds with a large localization (17.0% 

net electron gain) of electron density at the bipyridine bridge, and smaller electron gain at the phenylene, 

and tritopic core.  

 With these results, it is apparent that monomer selection is certainly important to CT. However, it 

is interesting to note that changing from electron withdrawing to donating tritopic core is predicted to lead 

to only a moderate increase of electron density at the bipyridine (the key unit for embedded molecular 

catalyst) after excitation of VB1-CB, but a large increase of electron density after excitation of VB2-CB 

with significant LE character. This can be explained by the bifurcation of the imine linker acting as either 

an electron donor or acceptor, suggesting it mediates CT which helps explain similar absorption energies in 

the COFs without a traditional electron acceptor group (e.g. C2C3).    

 Lastly, to ensure that the edge unit is a reliable representation of photophysical properties, we 

performed TDDFT on the star unit of the bulk model (Scheme 6.1c). Results on the star shaped units of the 

covalent organic frameworks indicate that the lowest ES is populated by two nearly degenerate transitions; 

one on a single branch of the tritopic core, the second on the other spread between two branches of the 

tritopic core. These transitions are slightly higher in energy than the lowest energy transition of the edge 

unit (3.69 eV vs. 3.42 eV). For both degenerate transitions, CTC is more pronounced in the star unit (0.62), 

and the exciton is better separated (COH:PR=0.93), but RMSeh is much smaller (3.998 Å) with respect to 

that of edge unit. The phenylene units lose 22.0% net electron density while pyridine and triazine units gain 

13.3% and 6.6% net electron density, respectively. While the TDM statistics seem to provide results that 

show pronounced CT characteristics, the fragment selection is less representative of the true COF structure 

because the ratio of the fragments (3 imine, 3 pyridine, 3 phenylene, 1 triazine) causes the TDM metrics to 

overstate the importance of the tritopic triazine core. Finally, the transitions on separate branches have little 

interaction, as indicated by the small RMSeh. This conclusion is supported by studies on the band 

dispersion of 2D COFs with symmetric six-member tritopic cores.59 Thomas, et. al. finds that in these 

Kagome lattice COFs the VB and CB are both completely flat, indicating little to no interaction occurs 

between branches due to destructive wavefunction interference at the meta- positions, leading to relatively 
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weak conjugation across the six-member core. A conclusion we also arrived to when triphenylamine was 

substituted for the aryl core.204 

 

6.4 The Role of Interlayer Interactions on CT in N2N3 COF 

 We also evaluate interlayer interactions in relation to electronic transitions by incrementally 

adding up to four layers of N2N3 and N2C3 edge units by replicating the unit cell along the c-axis and 

capping the branching carbons of the tritopic cores with hydrogens (Figure 6.4a). The multilayer electronic 

transitions are then calculated by TDDFT and analyzed by TDM analysis. To account for the possibility of 

bidirectional carrier mobility in 2D COFs, TDM analysis is performed by considering CT both amongst 

previously defined fragments (imine, bipyridine, phenylene, tritopic core) as well as between individual 

layers (Figure 6.4b-d).  

 TDM analysis of multilayer N2N3 uncovers that interlayer CTC increases as layers are added to 

the system (Figure 6.4b), but COH:PR decreases (Figure 6.4c). The inverse relationship between CT and 

 

Figure 6.4 Bulk model used to analyze exciton properties upon aggregation (a). CTC (b) and COH:PR (c) 

of N2N3 (red) and N2C3 (black) as layers are added to the systems analyzed in the intralayer and interlayer 

directions. (d) Electron correlation plots of four-layer N2N3 in the intralayer and interlayer directions. 

Fragments are defined as: #1 = imine, #2 = bipyridine, #3 = phenylene, #4 = triazine.  
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COH:PR suggests that intermolecular CT predominantly occurs between nearest neighbors, which is 

supported by the electron/hole correlation plot (Figure 6.4d) in line with previous works.58 While the 

relationship of CTC to COH:PR is consistent in N2C3, the magnitude of this ratio is considerably different. 

For the four-layer case, N2N3 has COH:PR of only 0.38 with respect to 0.62 in N2C3. These results 

suggest that an exciton generated after photoexcitation in N2N3 may reside on only a few layers throughout 

its lifetime, indicating a lack of significant carrier mobility across layers. Conversely, the probability for the 

exciton to delocalize is greater for N2C3. The disparity in interlayer carrier mobility is attributable to the 

interplay between CS dynamics via super-exchange charge transfer (SECT) coupling and coulombic 

forces.62 SECT coupling is a process of exciton delocalization in which electron and hole wavefunctions 

transfer to adjacent layers.220 This process is adversely affected by coulombic forces, which can be 

especially strong in the low dielectric environment of an organic crystallite like a COF, although strategies 

have been developed to lower coulombic forces between organic layers.68,221 Since the amount of 

wavefunction interaction should be similar in both N2N3 and N2C3 due to their similar structures, the 

larger exciton in N2C3 (5.739Å) than N2N3 (5.148Å) may indicate more screening of intermolecular 

coulombic forces68,221–223 arising from cooperative polarizability,197,224 which is described by the essential 

states model225,226 that addresses some shortfalls in the dipolar Frenkel exciton model.65,198,227 This results in 

a larger exciton volume upon aggregation in N2C3 (7.06Å) than N2N3 (5.72Å), suggesting a relationship 

between the size of the intralayer exciton with delocalization of the interlayer exciton. Regardless, SECT 

coupling may not result in meaningful interlayer exciton separation in N2C3 since COH:PR (0.62) is well 

below 1. 

 Like the interlayer case, intralayer CTC increases when a layer is added, and more net electron 

gain is experienced at the N2 bridge with respect to the single layer (Figure 6.4d). Further stacking reveals 

that intralayer CTC and COH:PR continue to increase as layers are added (Figures 6.4b, 6.4c). In the four-

layer case, dark states below the allowed transition of N2N3 (Figure 6.4e-g) have CTC oscillations between 

~0.6 and ~0.68, whereas CTC below the allowed transition in N2C3 decreases monotonically. These results 

suggest that domains of ordered stacking may increase the activity of COFs for photocatalysis by activating 

the donor/acceptor pair through enhanced intralayer CT. 
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6.5 Tail State Analysis of Isostructural COFs 

 The TDDFT results to this point cannot explain the experimentally observed broad absorption tails 

in the DR spectrum of the COFs. To propose an explanation of these tail states, a computational model is 

proposed, in which layers of N2N3 are optimized under incrementally constrained conditions, illustrative of 

uniaxial inhomogeneous strain (i.e., compression), is conducted (Figure 6.5a). TDDFT is then performed 

on the structures and the transitions are plotted to align with the intramolecular CT peak at 444 nm. Figure 

6.5b shows the predicted absorption of two-, three-, and four-layer N2N3 under varying levels of 

compression. Decreasing the interlayer distance significantly lowers the allowed transition energies and 

intensities, and the predicted absorption begins to resemble the measured one. These transitions occur 

because structural distortion, as suggested in prior literature83, begins to mix allowed and forbidden 

transitions. As discussed in above, the trend in crystallite strain closely follows the broadness of the diffuse 

reflectance peaks (Figure 6.2), suggesting the correlation of crystallite strain with the broad absorption 

tails.100 We note that the type of strain presented here represents only a hypothetical origin, and other 

explanations should be considered. Despite this, our results show that COF strain defects are a plausible 

source of tail states and merit further investigation. 

 To further assess the possible origin and nature of tail states, we perform TDM analysis on the 

four-layer N2N3 system at varying interlayer separation. The results reveal that interlayer CTC 

significantly increases as the layers are brought to proximity (Figure 6.5c). This coincides with increasing 

COH:PR – in agreement with a study that found decreasing the interlayer distance by solution shearing had 

 
Figure 6.5 (a) Diagram of three-layer N2N3 edge unit being compressed. (b) TDDFT predicted absorption with 

varying levels of compression on two-, three-, and four-layer N2N3 COF systems. (c) Interlayer and (d) intralayer 

CTC and exciton separation of four-layer N2N3 at varying levels of compression. (e) Electron/hole correlation plots 

generated by TheoDORE in both the interlayer and intralayer directions. at varying levels of compression. 
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a significant effect on charge mobilities.228 However, COH:PR at 3.0 Å (COH:PR=0.67) remains 

significantly less than 1, suggesting that photoexcitation even under significant compression may not 

generate free carriers in N2N3. One noticeable feature of the CT characteristics is high CTC at 3.2Å 

interlayer separation (0.821), suggesting that there exists an optimal balance between dispersion and 

coulombic forces for charge separation to occur. Compared to interlayer CT, the impact of interlayer 

separation on intralayer CTC and COH:PR follow the same pattern – however, the trend is less clear 

(Figure 6.5d). At 3.3Å interlayer separation, CTC (0.64) and COH:PR (1.0) are maximized but decreased at 

shorter separation. Because Coulombic repulsion increases as 1/r2, when layers are very close to one 

another these forces dominate SECT coupling, preventing more effective CT.  

 Strain effects on CT of N2N3 edge units are visually depicted in the electron/hole fragment 

correlation plots in Figure 6.5e. The interlayer correlation plots show that the exciton changes from 

predominantly local transition character with nearest neighbour interactions at 3.3Å interlayer distance to 

significant neighbour and next-nearest-neighbour CT at the compressed 3.2Å, and 3.0Å interlayer distance. 

Notably, the correlation plots are symmetric, suggesting that ET does not take place but instead charge 

delocalization or dissociation is more likely. Intralayer CTC correlation plots (Figure 6.5e) clearly show the 

activation of the phenylene donor units upon compression, which significantly correlate with the imine 

linker and bipyridine bridge. These results together suggest that if tail states arise from inhomogeneous 

strain in crystallites, studies probing the tail region by fs-OTA would show an outsized effect when 

measured under strain. According to this model, the shorter interlayer distance in COFs would not only 

enhance the light harvesting ability of COFs by extending the absorption spectrum further to the visible 

region but also facilitate charge separation, which could benefit photocatalysis. 
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6.6 Excited State Dynamics of CT Excitons in Isostructural COFs by fs-OTA Spectroscopy 

 To support our hypotheses based on the theoretical study of CT excitons and tail states, it is 

necessary to correlate our predictions with experiment. fs-OTA spectroscopy is conducted to gain a 

fundamental understanding of CT exciton dynamics in N2N3 and N2C3 while using the other isostructural 

COFs (C2C3, C2N3) as controls. To form a thin film suitable for analysis, the microcrystalline powder is 

evenly dispersed within a Nafion matrix through sonication and drop-casting. Selecting excitation 

wavelengths across the absorbance spectrum (350nm-530nm) allows us to probe multiple excitonic 

pathways and to gain an important understanding of the electronic structure below the CT band.  

 

Figure 6.6 Optical transient absorption (OTA) spectra after 350 nm excitation (a) N2N3 (b) N2C3, (c) C2N3 (d) 

C2C3; OTA spectra after 400 nm excitation (e) N2N3, (f) N2C3 (g) C2N3, (h) C2C3; OTA spectra after 450 nm 

excitation (i) N2N3, (j) N2C3, (k) C2N3, (l) C2C3; OTA spectra after 530 nm excitation (m) N2N3, (n) N2C3, (o) 

C2N3, (p) C2C3. 
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C2N3, (p) C2C3. 
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 As shown in Figure 6.6a, when N2N3 is excited by a 350 nm pump pulse, a few noticeable 

features are immediately present. First, a negative feature centred at 360 nm corresponds to ground state 

bleach (GSB), which results from the reduced oscillation strength of the transition from the VB to the CB 

due to electrons filling the CB. Second, there is a broad positive feature from 400-800 nm attributable to 

excited state absorption (ESA). Inspection of the ESA band shows a distinct shoulder centred at 440 nm, 

which can be attributed to a transition with electrons localized at bipyridine. This is supported by the 

computational results which predicted that the VB2-CB transition originates in part from non-bonding 

orbitals of imine and bipyridine and by the presence of the same shoulder in the OTA spectra of N2C3 

(Figure 6.6b) yet absent in the spectra of C2C3 and C2N3 (Figure 6.6c, 6.6d). This shoulder occurs in 

bipyridine containing COFs because the N2 monomer has marginal absorption at 350 nm. For 

confirmation, an N2 model system made by condensation with benzaldehyde red shifts upon condensation 

(Figure 6.7), supporting the assignment. Conversely, the C2 monomer does not have absorption at 350 nm 

and thus this shoulder is noticeably absent in C2C3 and C2N3 COFs. With evidence from our TDDFT 

calculations and TDM analysis (vide supra), we ascertain that 350 nm excites the VB2-CB transition, which 

includes a LE transition coupled to a CT transition (LE/CT) that results in a gain of oscillator strength 

observable in the OTA spectra. Furthermore, mixing LE character into the CT transition reduces the size of 

the exciton, resulting in greater coulombic attraction between the electron/hole pair and thus the higher 

 

Figure 6.7 Absorption spectrum of N2 model in acetonitrile. 

 

 

Figure 6.7 Absorption spectrum of N2 model in acetonitrile. 

 

 



103 
 

 

 

energy of the shoulder than the main peak. These assignments were further supported from the OTA 

spectra of N2C3, where the shoulder is blue shifted to 420 nm from 440 nm.  This is consistent with our 

TDDFT results, which predicts that VB2-CB transition generates a smaller exciton in N2C3 (3.459Å) than 

N2N3 (3.946Å). Besides this 440 nm shoulder, ESA above 500 nm can be generally attributed to the 

formation of a CT exciton that is common to all excitation energies in all COFs within this work. This CT 

exciton signature commonality implies that CT behaviours are similar regardless of monomer selection and 

indicates the importance of the imine linker.  

 Excitation of the COFs with 400 nm and 450 nm pump pulses which primarily excite the 

intramolecular CT bands yields similar ESA absorption above 500 nm (Figure 6.6e-6.6i), consistent with 

the assignment to CT. However, in contrast to 350 nm excitation, the ESA shoulder in N2N3 and N2C3 is 

no longer present. This absence is either due to the lack of VB2-CB absorption at these excitation 

wavelengths or overlap with GSB. Notable red shift of the GSB band is observed with increasing excitation 

wavelength as evidenced by the bathochromic shift of the isosbestic points from ~400 nm, to ~445 nm, to 

~485 nm for 350 nm, 400 nm, and 450 nm excitations, respectively. These experimental observations 

correlate well with the theoretically predicted VB1-CB and VB2-CB transitions of N2N3 and N2C3 by 

TDDFT, which demonstrates that the lowest allowed transitions arise from different GS (VB1 and VB2), i.e. 

the 400 nm and 450 nm likely involve excitation of VB1-CB transition, resulting in GSB band depending 

on the excitation wavelength.  

 Besides the CT transition, the OTA spectra following the excitation of tail state transitions at 530 

nm are also collected (Figure 6.6m-6.6p). Consistent with the spectra collected at higher energy excitation, 

the GSB band moves further to longer wavelengths. However, unlike the simultaneous GSB recovery and 

ESA decay upon higher energy excitation, the 530 nm pulse reveals the negative GSB recovery is 

significantly faster in N2N3 than the positive ESA decay. This similar asynchronous phenomenon is 

observed to a lesser degree in the 530 nm excitation kinetic traces of N2C3, C2C3, as well as previously 

reported conjugated polymers attributed to the formation of aggregates,229 leading us to believe it arises due 

to a delocalized nature in the tail states. Furthermore, the degree of asynchrony follows the trend of 

crystallite strain and tail state steepness established previously decreasing from N2N3 to C2C3 to C2N3 

and N2C3. Additional experimental evidence arises from relative energies of the GSB and pump 
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wavelength; in the 530 nm excitation OTA spectra of the COFs (Figure 6.6n-6.6p) the GSB is higher in 

energy than the pump wavelength, indicating that excitation of tail states is directly related to higher energy 

transitions and suggesting the presence of delocalized sub-band gap states. Through the lens of 

delocalization, we propose that the tail state transition is initially delocalized over many framework layers, 

bleaching transitions that may have occurred within the exciton volume. The electron/hole pair, unable to 

escape their coulombic attraction then quickly localize to a trap at a strain site, defect site, or crystallite 

surface leading to fast recovery of the GSB. 

 

 Shown in Figure 6.8 are the normalized kinetic traces of COFs probed at different wavelengths 

after 350 nm, 400 nm, 450 nm, and 530 nm excitation. In the 350 nm excitation kinetics (a in each quadrant 

of Figure 6.8), GSB recovery, LE/CT ESA decay, and CT ESA decays follow different trends for each 

COF. In N2N3 and C2N3 decays are synchronous, which together with a clear isosbestic point at 400 nm in 

 

Figure 6.8 Normalized OTA kinetic traces of COFs at different probe wavelengths after 

different excitation energy pump pulses. N2N3 (top-left quadrant), N2C3 (top-right 

quadrant), C2N3 (bottom-left quadrant), and C2C3 (bottom-right quadrant). Excitation 

energies in each quadrant (a) 350 nm, (b) 400 nm, (c) 450 nm, and (d) 530 nm. 

 

 

Table 6.4
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the OTA spectra, suggests that they correspond to the same relaxation process, i.e., recombination of the 

electron in the CB with the hole in VB2. In N2C3 LE/CT ESA decay is slowed relative to CT ESA decay, 

suggesting its donor-acceptor architecture leads to a well-separated LE/CT state in line with TDDFT and 

TDM analysis. C2C3 on the other hand, possesses somewhat divergent kinetics within its CT ESA decay, 

suggesting the longer wavelengths of the spectral window may correspond to excitons with lower binding 

energies. Kinetic traces of the COFs after 400 nm and 450 nm excitation all show relatively synchronous 

decay within the CT ESA and (where applicable) the GSB recovery except for the previously noted C2C3 

low binding energy excitons. At 530 nm excitation the previously mentioned trend in asynchronous 

GSB/ESA recovery/decay is clearly observable in N2N3 and to a lesser extent in C2N3 and C2C3.

Table 6.4 Fitting results for N2N3 at different excitation and probe wavelengths. A 150 fs instrument response 

factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response factor used 

for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation kinetics that 

could not be otherwise fit. 

N2N3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) t1/2, ps 

 350 (375) 150 4.54 (24.91) 76.83 (20.42) 344.10 (48.17) >5000 (6.51) 2.79 

  Error 1.50 (3.93) 18.00 (2.48) 110.00 (9.04) (0.84)  

 350 (440) 150 8.27 (25.66) 146.40 (16.44) 381.30 (51.86) >5000 (6.03) 3.19 

  Error 0.96 (1.31) 22.00 (1.11) 47.00 (3.77) (0.42)  

 350 (550) 150 5.82 (24.77) 96.55 (16.84) 228.90 (52.14) >5000 (6.24) 3.99 

  Error 0.52 (0.97) 9.50 (0.82) 30.00 (5.83) (0.27)  

 350 (675) 150 5.57 (24.15) 102.50 (17.06) 200.90 (53.14) >5000 (5.65) 4.19 

  Error 0.49 (0.93) 9.70 (0.76) 30.00 (7.62) (0.28)  

 400 (550) 250 1.19 (29.85) 11.43 (36.03) 133.50 (26.75) >5000 (7.37) 11.21 

  Error 0.28 (3.23) 2.00 (2.93) 22.00 (2.44) (0.59)  

 400 (675) 250 2.62 (43.29) 33.13 (37.05) 590.40 (14.85) >5000 (4.81) 10.81 

  Error 0.40 (2.98) 6.40 (2.79) 250.00 (2.59) (1.20)  

 450 (550) 250 4.22 (32.62) 37.66 (42.23) 364.90 (20.00) >5000 (5.15) 18.06 

  Error 0.91 (4.01) 8.80 (4.07) 0.13 (4.54) (0.94)  

 450 (675) 250 2.72 (33.38) 28.41 (38.38) 304.50 (22.16) >5000 (5.67) 17.56 

  Error 0.43 (2.53) 4.60 (2.52) 65.00 (2.74) (0.65)  

 530 (500) 150 0.11 (74.79) 2.34 (16.83) 31.06 (8.39) --- 0.83 

  Error 0.17 (17.98) 0.23 (0.76) 2.90 (0.54) ---  

 530 (550) 150 30.52 (5.03) 5.03 (35.08) 299.1 (12.96) >5000 (5.35) 9.80 

  Error 10.21 (1.50) 1.50 (29.00) 370.1 (11.40) (1.82)  

 530 (675) 150 1.89 (40.18) 15.32 (37.40) 176.30 (18.20) >5000 (4.22) 6.60 

  Error 0.27 (3.21) 2.60 (2.90) 41.00 (2.33) (0.54)  

 

 

Table 6.5Table 6.4 Fitting results for N2N3 at different excitation and probe wavelengths. A 150 fs instrument 

response factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response 

factor used for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation 

kinetics that could not be otherwise fit. 
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Table 6.5 Fitting results for N2C3 at different excitation and probe wavelengths. A 150 fs instrument response 

factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response factor used 

for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation kinetics that 

could not be otherwise fit. 

N2C3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (425) 150 0.99 (29.91) 12.22 (30.53)  159.50 (26.75) >5000 (12.80) 14.32 

  Error 0.19 (2.53) 2.00 (2.17) 23.00 (1.94) (0.55)  

 350 (550) 150 0.42 (40.27) 5.98 (33.68) 85.07 (20.52) >5000 (5.53) 4.42 

  Error 0.060 (2.97) 0.56 (1.43) 8.60 (1.13) (0.33)  

 350 (675) 150 0.60 (34.69) 7.71 (36.06) 114.50 (21.89) >5000 (7.36) 6.32 

  Error 0.094 (2.35) 0.75 (1.62) 13.00 (1.23) (0.38)  

 400 (550) 250 1.21 (37.01) 11.47 (34.36) 113.20 (25.13) >5000 (3.50) 7.57 

  Error 0.17 (2.47) 1.70 (2.29) 15.00 (2.17) (0.42)  

 400 (675) 250 1.19 (32.07) 9.84 (34.59) 104.00 (27.82) >5000 (5.52) 8.77 

  Error 0.25 (3.33) 1.80 (3.03) 14.00 (2.40) (0.49)  

 450 (550) 250 1.90 (37.77) 20.44 (41.22) 207.00 (19.67) >5000 (1.34) 9.36 

  Error 0.33 (3.02) 3.50 (2.95) 57.00 (3.17) (0.67)  

 450 (675) 250 2.16 (38.16) 22.70 (39.65) 229.40 (18.30) >5000 (3.88) 10.56 

  Error 0.21 (1.75) 2.40 (1.73) 40.00 (1.89) (0.39)  

 530 (550) 250 0.31 (42.90) 5.33 (41.90) 87.96 (15.20) --- 3.10 

  Error 0.15 (13.61) 1.10 (3.93) 28.00 (2.79) ---  

 530 (675) 150 0.71 (37.63) 5.60 (43.17) 65.82 (19.21) --- 3.60 

  Error 0.18 (4.56) 0.93 (3.90) 12.00 (2.23) ---  

 

 

Table 6.6Table 6.5 Fitting results for N2C3 at different excitation and probe wavelengths. A 150 fs instrument 

response factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response 

factor used for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation 

kinetics that could not be otherwise fit. 

N2C3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (425) 150 0.99 (29.91) 12.22 (30.53)  159.50 (26.75) >5000 (12.80) 14.32 

  Error 0.19 (2.53) 2.00 (2.17) 23.00 (1.94) (0.55)  

 350 (550) 150 0.42 (40.27) 5.98 (33.68) 85.07 (20.52) >5000 (5.53) 4.42 

  Error 0.060 (2.97) 0.56 (1.43) 8.60 (1.13) (0.33)  

 350 (675) 150 0.60 (34.69) 7.71 (36.06) 114.50 (21.89) >5000 (7.36) 6.32 

  Error 0.094 (2.35) 0.75 (1.62) 13.00 (1.23) (0.38)  

 400 (550) 250 1.21 (37.01) 11.47 (34.36) 113.20 (25.13) >5000 (3.50) 7.57 

  Error 0.17 (2.47) 1.70 (2.29) 15.00 (2.17) (0.42)  

 400 (675) 250 1.19 (32.07) 9.84 (34.59) 104.00 (27.82) >5000 (5.52) 8.77 

  Error 0.25 (3.33) 1.80 (3.03) 14.00 (2.40) (0.49)  

 450 (550) 250 1.90 (37.77) 20.44 (41.22) 207.00 (19.67) >5000 (1.34) 9.36 

  Error 0.33 (3.02) 3.50 (2.95) 57.00 (3.17) (0.67)  

 450 (675) 250 2.16 (38.16) 22.70 (39.65) 229.40 (18.30) >5000 (3.88) 10.56 

  Error 0.21 (1.75) 2.40 (1.73) 40.00 (1.89) (0.39)  

 530 (550) 250 0.31 (42.90) 5.33 (41.90) 87.96 (15.20) --- 3.10 
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Table 6.6 Fitting results for C2N3 at different excitation and probe wavelengths. A 150 fs instrument response 

factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response factor used 

for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation kinetics that 

could not be otherwise fit. 

C2N3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (400) 150 1.24 (38.515) 10.74 (32.344) 140.2 (18.139) >5000 (11.002) 6.05 

  Error 220 (3.375) 2.1 (3.101) 32 (2.161)  (0.576)  

 350 (550) 150 0.82 (43.094) 10.18 (31.372) 164.4 (18.046) >5000 (7.488) 4.65 

  Error 0.093 (2.11) 1.2 (1.66) 25 (1.23)  (0.258)  

 350 (675) 150 0.95 (34.457) 12.9 (33.157) 207.5 (21.454) >5000 (10.932) 10.3 

  Error 0.14 (2.6) 1.6 (1.999) 32 (1.634)  (0.507)  

 400 (420) 250 2.08 (42.249) 26.21 (34.677) 377.4 (18.169) >5000 (4.905) 9.92 

  Error 0.36 (3.28) 5.9 (3.09) 140 (3.059)  (1.072)  

 400 (550) 250 1.68 (39.227) 19.05 (33.065) 244.8 (22.466) >5000 (5.241) 10.3 

  Error 0.21 (2.231) 2.8 (2.025) 42 (1.914)  (0.556)  

 400 (675) 250 2.12 (37.106) 31.03 (35.997) 372.6 (20.99) >5000 (5.908) 16.9 

  Error 0.32 (2.46) 5.5 (2.635) 99 (2.909)  (0.835)  

 450 (550) 250 3.66 (34.427) 37.06 (38.041) 359.3 (24.56) >5000 (2.972) 20.6 

  Error 0.69 (3.366) 8.7 (3.741) 100 (4.291)  (0.89)  

 450 (675) 250 3.24 (35) 37.57 (37.85) 387.9 (23.159) >5000 (3.991) 20.6 

  Error 0.41 (2.095) 5.7 (2.42) 78 (2.744)  (0.646)  

 530 (550) 150 0.23 (48.622) 2.98 (26.826) 29.55 (18.003) 794.5 (6.549) 2.22 

  Error 0.085 (13.3) 0.95 (3.847) 10 (3.008) 440 (1.684)  

 530 (675) 150 0.11 (64.511) 3.78 (17.468) 43.08 (12.776) 826.3 (5.246) 3.62 

  Error 0.024 (22.909) 0.45 (0.934) 6.9 (0.859) 210 (0.729)  

 

 

Table 6.7Table 6.6 Fitting results for C2N3 at different excitation and probe wavelengths. A 150 fs instrument 

response factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response 

factor used for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation 

kinetics that could not be otherwise fit. 

C2N3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (400) 150 1.24 (38.515) 10.74 (32.344) 140.2 (18.139) >5000 (11.002) 6.05 

  Error 220 (3.375) 2.1 (3.101) 32 (2.161)  (0.576)  

 350 (550) 150 0.82 (43.094) 10.18 (31.372) 164.4 (18.046) >5000 (7.488) 4.65 

  Error 0.093 (2.11) 1.2 (1.66) 25 (1.23)  (0.258)  

 350 (675) 150 0.95 (34.457) 12.9 (33.157) 207.5 (21.454) >5000 (10.932) 10.3 

  Error 0.14 (2.6) 1.6 (1.999) 32 (1.634)  (0.507)  

 400 (420) 250 2.08 (42.249) 26.21 (34.677) 377.4 (18.169) >5000 (4.905) 9.92 

  Error 0.36 (3.28) 5.9 (3.09) 140 (3.059)  (1.072)  

 400 (550) 250 1.68 (39.227) 19.05 (33.065) 244.8 (22.466) >5000 (5.241) 10.3 

  Error 0.21 (2.231) 2.8 (2.025) 42 (1.914)  (0.556)  

 400 (675) 250 2.12 (37.106) 31.03 (35.997) 372.6 (20.99) >5000 (5.908) 16.9 

  Error 0.32 (2.46) 5.5 (2.635) 99 (2.909)  (0.835)  

 450 (550) 250 3.66 (34.427) 37.06 (38.041) 359.3 (24.56) >5000 (2.972) 20.6 
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 Relevant to our study, there is a large body of work surrounding exciton dissociation and 

recombination in organic bulk heterojunction (BHJ) semiconductors for organic photovoltaics. Recent BHJ 

models stress the importance of considering thermalization of electrons,230 and hybridization between LE 

and CT states.231,232 According to the steady-state absorption spectrum of COF monomers, the 350 nm 

pump should excite LE states on N2 and N3 units and the 400 nm pump should excite LE states of N3 units 

that have intermonomer CTC. In the context of the BHJ literature excitation of LE states (350 nm) 

generates numerous thermalized LE/CT excitons in N2 containing COFs, which undergo fast non-radiative 

relaxation through the CT density of states. Upon increasing excitation wavelength from 350 nm to 400 and 

450 nm, more CT transitions (less LE/CT transitions) are promoted, reducing non-radiative relaxation from 

Table 6.7 Fitting results for C2C3 at different excitation and probe wavelengths. A 150 fs instrument response 

factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response factor used 

for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation kinetics that 

could not be otherwise fit. 

C2C3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (400) 150 0.96 (56.998) 8.27 (28.263) 102.4 (10.237) >5000 (4.502) 1.79 

  Error 0.11 (3.067) 1.7 (2.828) 34 (1.955)  (0.481)  

 350 (550) 150 0.54 (49.193) 5.51 (31.399) 79.46 (14.824) >5000 (4.585) 2.02 

  Error 0.056 (2.15) 570 (1.642) 9.8 (1.02)  (0.289)  

 350 (675) 150 0.48 (41.691) 7.02 (32.247) 102.8 (19.436) >5000 (6.626) 4.50 

  Error 0.067 (2.785) 730 (1.513) 12 (1.215)  (0.364)  

 400 (425) 250 1.35 (48.755) 10.98 (29.446) 97.53 (18.361) >5000 (3.438) 3.88 

  Error 0.23 (4.286) 3.4 (4.053) 29 (3.856)  (0.635)  

 400 (550) 250 0.99 (40.957) 9.39 (35.543) 123.6 (20.106) >5000 (3.395) 5.18 

  Error 0.15 (2.741) 1.3 (2.413) 20 (1.71)  (0.459)  

 400 (675) 250 2.42 (39.245) 29.44 (40.289) 419.1 (16.916) >5000 (3.55) 12.17 

  Error 0.35 (2.646) 4.7 (2.524) 130 (2.524)  (0.867)  

 450 (550) 250 1.91 (43.568) 25.71 (34.864) 280.2 (18.225) >5000 (3.343) 8.87 

  Error 0.25 (2.574) 4.8 (2.719) 85 (3.038)  (0.755)  

 450 (675) 250 3.18 (29.556) 39.3 (42.143) 370.9 (22.808) >5000 (5.493) 26.47 

  Error 0.35 (1.554) 4.3 (2.063) 62 (2.392)  (0.509)  

 530 (475) 150 0.51 (57.199) 5.64 (28.04) 73.54 (13.249) >5000 (1.511) 1.18 

  Error 0.051 (2.489) 740 (1.758) 12 (1.273)  (0.332)  

 530 (550) 150 0.81 (45.452) 6.88 (35.299) 83.41 (17.393) >5000 (1.856) 2.73 

  Error 0.14 (3.571) 1.2 (3.2) 17 (2.095)  (0.486)  

 530 (675) 150 1.06 (38.86) 9.5 (36.066) 108.4 (22.031) >5000 (3.043) 4.93 

  Error 0.14 (2.464) 1.2 (2.203) 14 (1.722)  (0.388)  

 

 

Table 6.7 Fitting results for C2C3 at different excitation and probe wavelengths. A 150 fs instrument response 

factor was used to fit kinetic trace after 350 nm and 530 nm excitations and 250 fs instrument response factor used 

for 400 nm and 450 nm excitations due to a rising component in the 400 nm and 450 nm excitation kinetics that 

could not be otherwise fit. 

C2C3 
Excitation, nm 

(Probe, nm) 
IRF (fs) t1, ps (A1, %) t2, ps (A2, %) t3, ps (A3, %) t4, ps (A4, %) 

t1/2, 

ps 

 350 (400) 150 0.96 (56.998) 8.27 (28.263) 102.4 (10.237) >5000 (4.502) 1.79 

  Error 0.11 (3.067) 1.7 (2.828) 34 (1.955)  (0.481)  

 350 (550) 150 0.54 (49.193) 5.51 (31.399) 79.46 (14.824) >5000 (4.585) 2.02 

  Error 0.056 (2.15) 570 (1.642) 9.8 (1.02)  (0.289)  

 350 (675) 150 0.48 (41.691) 7.02 (32.247) 102.8 (19.436) >5000 (6.626) 4.50 

  Error 0.067 (2.785) 730 (1.513) 12 (1.215)  (0.364)  

 400 (425) 250 1.35 (48.755) 10.98 (29.446) 97.53 (18.361) >5000 (3.438) 3.88 

  Error 0.23 (4.286) 3.4 (4.053) 29 (3.856)  (0.635)  

 400 (550) 250 0.99 (40.957) 9.39 (35.543) 123.6 (20.106) >5000 (3.395) 5.18 

  Error 0.15 (2.741) 1.3 (2.413) 20 (1.71)  (0.459)  

 400 (675) 250 2.42 (39.245) 29.44 (40.289) 419.1 (16.916) >5000 (3.55) 12.17 
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LE/CT, and correspond to slower EA decay for the normalized kinetics. Alternatively, excitation with 

higher pump energy may selectively excite regions of COF with more exciton splitting and longer internal 

conversion channels, manifesting the faster ES decay in the normalized TA kinetics. This explains the 

kinetics dependence at 400 nm excitation better than LE/CT coupling since there is no distinct feature 

attributable to LE N3 states in any OTA spectrum. Furthermore, TDDFT shows that the imine linker 

mediates CT, marginalizing the effect of N3 on the overall transition. Finally, the 350 nm excitation OTA 

kinetics have a faster rising component that can are best fit by a 150 fs IRF whereas the 400 and 450 nm 

excitation OTA kinetics require a 250 fs instrument response function (IRF) for suitable fitting results, 

suggesting the LE/CT state develops faster than the CT state. Moreover, this effect does not seem to be an 

artifact of the OTA instrument since the 530 nm kinetics also requires a 150 fs IRF for proper fitting. 

 To illustrate the effect of thermalization of electrons and LE/CT hybridization, the kinetic traces of 

GSB and ESA decay after higher energy (350, 400, 450 nm) are fit by a sequential four-exponential 

function (Figure 6.8, Tables 6.4-6.7). Helping to convey this information, a qualitative model for the 

relaxation process in the COFs based on our interpretation of the TDDFT, TDM, and OTA data is shown in 

Figure 6.9. The ultrafast time constant (τ1) is attributed to the non-radiative relaxation process of 

thermalized electrons from a higher energy in the CB to the band edge. Depending on the excitation 

wavelength, this process may correspond to the relaxation from LECB* to LECB, CTCB* to CTCB, or LECB to 

CTCB. τ2, τ3 and τ4 represent the decay components that are beyond the typical timescale for internal 

conversion, and are ambiguously assigned to trapping, dissociation, or recombination of excitons. Due to 

the presence of a super-slow time constant (τ4) which is beyond our OTA time window (5 ns), we cannot 

accurately determine the CT lifetime. Instead, the half lifetime (τ1/2), the time when the amplitude is 

reduced by 50%, is used for comparison. τ1/2 at the 550 nm probe wavelength is 4.0, 11.2, and 18.1 ps for 

350 nm, 400 nm, and 450 nm excitation in N2N3, respectively, suggesting the exciton relaxation slows 

down with increasing excitation wavelength. This trend is similarly observed in the other COFs which 

suggests that in all cases thermalization of electrons by higher energy excitations plays a role in the exciton 

dynamics within the COFs.  
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 In the lower energy excitation regime, the model for the delocalization process is qualitatively 

illustrated in Figure 6.9 – the tail state (TS) transitions occur between sub-bandgap energy levels and share 

the same VB (VBTS) or CB (CBTS). For example, excitation of the transition from the second tail state 

above the VB to the second tail state below the CB (VBTS2→CBTS2) leads to the bleach of VBTS1→CBTS2 

which is responsible for the negative GSB band at 500 nm. VBTS1→CBTS2 then quickly recovers due to the 

fast relaxation of electrons from CBTS2 to a trapped state. The trapped exciton exhibits EA before 

recombination leading to the persistence of this signal relative to EB. 

6.7 Conclusions 

 In summary, we report a comprehensive computational analysis and OTA study of a series of 2D 

COFs which are constructed from a set of selective ditopic and tritopic monomers combined through an 

imine linker. OTA results are collected across the COF absorption region and correlated with an in-depth 

theoretical study quantifying the amount of CT present both in-plane and transverse to the plane of the 

 

Figure 6.9 Proposed two valence band model with tail states (TS) above valence band 

and below the conduction band. 
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COF, the presence of transitions occurring from distinct valence bands, localization of excitons, and the 

effect of interlayer interactions. Using TDDFT and TDM analysis, we find that monomer selection and 

structural environment can have pronounced impacts on the photophysical properties of COFs, but linker 

chemistry has an outsized effect on exciton structure and these relaxation pathways and must be carefully 

considered when COFs are designed for photocatalysis. Moreover, we discover two distinct CT regimes 

originating from different VB, which arise from varying degrees of LE/CT mixing and are largely 

unaffected by interlayer interactions. In contrast, interlayer interaction plays an important role in modifying 

the energy levels, exciton volume, and electron density localization of the tail state, which is believed to 

correlate with strain present in the COF crystallites. Through OTA studies, we discovered an excitation 

wavelength dependence of GSB band and the ES decay kinetics, indicative of the presence of distinct VB 

bands and the relaxation of a thermalized electron in the CB, respectively. Further probing the tail state 

region by OTA reveals that the tail states are initially delocalized but quickly localize to a trapped state, 

which is consistent with the proposed computational model. 
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CHAPTER 7 – IMINE REVERSAL MEDIATES CHARGE SEPARATION AND CO2 

PHOTOREDUCTION IN COVALENT ORGANIC FRAMEWORKS 

 

 

7.1 Introduction 

The imine bond (-C=N-, Schiff base) is widespread amongst the field of COFs because of its facile 

formation and reversibility, but there is relatively little known about the photophysical implications of the 

bond beyond imparting extended π-conjugation between aromatic monomers. Baldwin et. al. discovered 

hints of photophysical differences in two COFs with reversed imine bonds by observing different responses 

to solvent polarity.233 Thomas et. al. dove deeper into the impact of imine reversal reporting changes in the 

absorption, band alignment, photoconductivity, and photocatalytic behavior,234 but the fundamentals for 

why imine reversal changes these properties remains elusive. A related trend in COF literature is the use of 

5,5’-dicarbaldehyde-2,2’-bipyridine (CHO-bpy) as a MC docking site for the formation of photocatalytic 

COF structures with a variety of co-monomers.235–239 The structural diversity of co-monomers with 5,5’-

diamino-2,2’-bipyridine (NH2-bpy), however, is sparse.72,240–245 When NH2-bpy does appear in the literature 

it is typically stabilized by hydrogen bonding interactions from 1,3,5-triformylphloroglucinol that 

undergoes keto-enol tautomerization to transform the imine bond into an amine and only a few references 

exist that polymerize NH2-bpy without additional hydrogen bonding stabilization.246,247 Of these, the 

structures either make use of a tetratopic pyrene monomer that has been shown to be a beneficial 

crystallization agent,69 or the crystallinity and porosity of the sample is low.38 Despite these inherent 

structural challenges, discovering the electronic effects of imine reversal is important to understand how to 

maximize performance in COF photocatalysts. 

In this work, in-depth theoretical and experimental studies on two imine COF isomers with 

reversed imine connectivity are reported. We show that the imine direction plays an outsized role in 

controlling excited state relaxation dynamics whether the COF is bare or coordinated to Re molecular 

catalyst (Re-COF). Photocatalytic CO2 reduction performance of the Re-COFs, one of which has already 

been reported,90 is starkly different – with the reversed imine COF isomer showing no significant 

photocatalytic activity. We go further to explain this finding by rationalizing that reversing the direction of 

the imine-linkage changes the behavior of 2,2’-bipyridine, switching it from an electron acceptor in the 

forward imine COF (f-COF, Scheme 7.1a) to an electron donor in the reversed imine COF (r-COF, Scheme 
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7.1b). This implies that the imine direction imparts directionality to intramolecular charge transfer (ICT), 

an effect we term “ICT Tesla Valve” in analogy to diodic one-directional fluidic flow devices.248 Upon Re 

incorporation, the impacts of imine reversal to Re/bpy orbital interactions are observable and drastically 

change the excited state (ES) and charge separation (CS) pathways. This interesting phenomenon suggests 

that linker directed ICT should be a key consideration when designing COFs for artificial photosynthesis 

and may also open doors to more efficient charge separation in COFs by taking advantage of other ICT 

linker directing abilities. 

 

  

 

Scheme 7.1 Illustration of synthetic scheme of Re-COF from monomers having amine and aldehyde 

functional groups switched yielding a reversed imine linker. (a) Re-f-COF (b) Re-r-COF. 
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7.2 Synthesis and Characterization of r-COF and Re-r-COF 

 Synthesis of f-COF and Re-f-COF (Scheme 7.1a) follows the previously reported method.90 

Newly designed r-COF (Scheme 7.1b) is first synthesized by a similar solvothermal approach as f-COF, 

and the experimental details can be found in Section 2.5. The product is carefully dried by critical point 

drying before collection of the N2 adsorption isotherm and subsequent BET analysis performed. Powder X-

 

Figure 7.1 Characterization of r-COF and Re-r-COF. (a) FTIR spectrum of monomer, 

r-COF, Re-r-COF, and their model systems (b) PXRD patterns of r-COF and Re-r-

COF with AA and AB stacking modes. (c) N2 adsorption isotherms of r-COF and Re-

r-COF with surface areas from BET calculation. (d) Diffuse reflectance of r-COF and 

Re-r-COF with the absorbance of the organic monomers in acetonitrile. (e) EXAFS 

fitting of Re-r-COF with fitting parameters (top) and R-space fitting (bottom). Note: 

Re-C-O forward scattering degeneracy of two. (f) FTIR of the (Re)-C≡O stretches in 

Re-f-COF and Re-r-COF with reference lines drawn through peaks determined by 

zero crossings of the derivatives. 

 

Table 7.1
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Ray diffraction (PXRD), Fourier-transformed infrared (FTIR) absorption, 13C-CP-MAS NMR, and diffuse 

reflectance (DR) measurements are then made.  

 As shown in Figure 7.1a, the FTIR spectrum of r-COF shows an imine (C=N) stretching band at 

1620 cm-1, which is accompanied by attenuation of -NH2 and -C=O bands that are present in NH2-bpy and 

CHO-TTA, respectively, indicating the imine bond is formed by condensation of -NH2 and -CHO. PXRD 

patterns (Figure 7.1b) of r-COF show noticeable diffraction intensity at 2.3° 2ϴ, but have poorly 

pronounced higher order peaks, suggesting a semi-crystalline nature. The DFTB optimized unit cell is used 

as a lattice model (inset of Figure 7.1b) to cross-validate experimental and computational structures. In 

addition, a comparison of AA and AB stacking modes is made with AA appearing the most likely. BET 

area of r-COF synthesized through the solvothermal method is 333 m2/g, significantly less than what was 

achieved by the same procedure on f-COF.4 We screen for optimal solvent conditions in the solvothermal 

synthesis method (details in Section 2.5), but ultimately find optimal results by adapting a recent synthetic 

method for colloidal COF formation that uses aniline as a monofunctional polymerization mediator in 

benzonitrile with a benzoic acid catalyst (details in Section 2.5).249 This method yields r-COF with BET 

area of 600 m2/g (Figure 7.1c). The Kubelka-Munk transformed diffuse reflectance spectra of r-COF 

(Figure 7.1d) shows broad absorption in the ultraviolet and visible regions (>400 nm), and because the 

monomers show negligible absorption in the visible region (>400 nm), we attribute the absorption in the 

visible region for r-COF to the intramolecular charge transfer (ICT) band, which further supports the 

formation of r-COF. Overall, the colloidal approach yields similar results by PXRD, FTIR, and DR. 
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 Refluxing r-COF with Re(CO)5Cl in toluene under N2 results in the formation of Re-r-COF 

(Scheme 7.1b). FTIR (Figure 7.1a) exhibits three new bands at 1878 cm-1, 1910 cm-1, and 2018 cm-1. These 

bands correspond to the A’(2), A’’, and A’(1) stretching modes of C≡O in fac-Re(bpy)(CO)3Cl,250 

respectively, and are in good agreement with the trend in analytic frequencies from DFT (Table 7.1). 

PXRD shows more prominent diffraction intensities which suggest possible enhancement of crystallinity 

upon incorporation of Re (Figure 7.1b). BET analysis of the N2 isotherm (Figure 7.1c) of Re-r-COF from 

the colloidal synthesis indicates lower surface area (468 m2/g) than r-COF which is somewhat expected 

upon incorporation of Re MC onto the COF backbone. X-ray absorption spectroscopy (XAS) collected at 

the Re L3 edge confirmed Re was incorporated into r-COF through bipyridine by fitting the extended X-ray 

absorption fine structure (EXAFS) R-space of Re-r-COF (Figure 7.1e).250–253 This fitting indicates that in 

Re-r-COF Re is coordinated by three C (C≡O), two N (bpy), and one Cl, which unambiguously confirms 

the presence of fac-Re(bpy)(CO)3Cl. As shown in Figure 7.1e, fitting the EXAFS R-space using a Feff 

calculation based on a reported Re(bpy)(CO)3Cl crystal structure (CCDC Deposition #649892) reveals a 

reduction of the Re-C bond (1.83 Å equatorial and 1.84 Å axial) in Re-r-COF with respect to Re-f-COF 

(1.91 Å equatorial and 1.88 Å axial). These Re-C bond reductions in Re-r-COF correspond with an increase 

Table 7.1 Analytic frequencies of the C≡O stretches from DFT and TDDFT calculations of Re-r-COF and Re-f-

COF. 

Re-r-COF 
Energy 

(cm-1) 

Intensity 

(a.u.) 

Symm. 

Mode 
Re-f-COF 

Energy 

(cm-1) 

Intensity 

(a.u.) 
  

Symm. 

Mode 

S0 Geometry 2026 1234 A’(2) S0 Geometry 2029 1259   A’(2) 

(DFT Optimized) 2045 1323 A’’ (DFT Optimized) 2052 1311   A’’ 

 2136 977 A’(1)  2140 966   A’(1) 

S1 Geometry 2089 614 A’’ S1 Geometry 2096 689   A’’ 

(TDDFT 

Optimized) 

2111 951 A’(2) (TDDFT 

Optimized) 

2114 971   A’(2) 

2189 760 A’(1) 2194 653   A’(1) 

S4 Geometry 2086 827 A’’ S4 Geometry 2097 1148   A’’ 

(TDDFT 

Optimized) 

2185 498 A’(2) (TDDFT 

Optimized) 

2150 647   A’(2) 

2229 1657 A’(1) 2213 448   A’(1) 

T1 Geometry 2096 895 A’’ T1 Geometry 2092 969   A’’ 

(DFT Optimized) 2126 876 A’(2) (DFT Optimized) 2131 755   A’(2) 

 2189 999 A’(1)  2171 2303   A’(1) 

T2 Geometry 2029 1249 A’(2) T2 Geometry 2092 969   A’’ 

(TDDFT 

Optimized) 

2047 1305 A’’ (TDDFT 

Optimized) 

2131 756   A’(2) 

2136 937 A’(1) 2171 2303   A’(1) 

*All calculations are performed using the mixed basis set approach outlined in the main text 

**S0 geometry frequencies are calculated by KS-DFT using the B3LYP functional 

***S1, S4, and T1 geometry frequencies are calculated by TDDFT using the wB97XD functional 
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to the Re-N (2.24 Å) and Re-Cl (2.47 Å) bonds relative to those in Re-f-COF (2.17 Å for Re-N and 2.45 Å 

for Re-Cl, respectively). In contrast, Re→C→O forward scatterings only show slight change, which is 3.06 

Å in Re-r-COF and 3.07 Å in Re-f-COF, leading to 0.07 Å and 0.03 Å net elongation of the equatorial and 

axial C≡O, respectively.  

 Differences in the EXAFS results between Re-f-COF and Re-r-COF are explained by π back-

bonding from Re d-orbitals (π symmetry) to anti-bonding molecular orbitals of C≡O (π*), which 

strengthens and shortens the Re-C bond while weakening and lengthening the C≡O bond. π back-bonding 

to equatorial C≡O is evidently more affected by imine reversal as indicated by larger C≡O net elongation 

relative to axial C≡O. These findings are supported by the lower frequency C≡O stretching modes in the 

FTIR spectra of Re-r-COF (1878 cm-1, 1912 cm-1 and 2018 cm-1) in relation to Re-f-COF (1890 cm-1, 1910 

cm-1 and 2021 cm-1) due to increased Re(dπ)→C≡O (π*) back bonding in the former (Figure 7.1f). 

Together, results suggest that imine direction controls bipyridine π-acceptor characteristics in both f-COF 

and r-COF thus manipulating Re(dπ)→bipyridine(π*) back-bonding that is inversely related with back-

bonding into the equatorial C≡O counterparts. The stronger Re(dπ)→C≡O (π*) back bonding in Re-r-COF 

is associated with weaker Re(dπ)→bipyridine(π*) back-bonding. 
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 In good agreement with f-COF,90 the 13C-CP-MAS NMR of r-COF  shows a shoulder at a 

chemical shift of 159 ppm that we attribute to the imine C (Figure 7.2a). Additionally, a similar FTIR 

evolution is observed in the spectrum of f-COF and its monomers (Figure 7.2b), but the imine (C=N) 

stretching is found at 1626 cm-1. In terms of PXRD, the patterns of r-COF and Re-r-COF resemble that of f-

COF and Re-f-COF (Figure 7.2c), suggesting similar crystallinity and topology between r-COF and f-COF. 

Kubelka-Munk diffuse reflectance indicates that absorption is less red-shifted upon Re incorporation 

compared to f-COF and Re-f-COF.90 Finally, the EXAFS R-space fitting of Re-r-COF is similar to that of 

Re(bpy)(CO)3Cl and Re-f-COF (Figure 7.2d). 

 

Figure 7.2 (a) 13C-CP-MAS-NMR spectrum of r-COF and Re-r-COF. 

(b) FTIR of r-COF and Re-r-COF with its respective monomers NH2-

TTA and CHO-bpy. (c) PXRD pattern of r-COF and Re-r-COF with 

insets showing DFTB optimized unit cells. (d) XAS fitting of Re-f-

COF and Re(bpy)(CO)3Cl. 
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7.3 Impact of Imine Direction on Ground State Transitions of f-COF and r-COF 

 To gain insight on the role imine direction plays on the electronic transitions and photophysical 

properties of f-COF and r-COF, we performed TDDFT on their edge units (Figure 7.3a) followed by TDM 

analysis to quantitatively unravel electronic correlation between fragments that contribute to ICT (Figure 

7.3b). Selection of fragments is crucial to TDM analysis and as such we carefully selected four fragments - 

triazine, phenylene, imine, and bipyridine. The matrix elements shown in the electron correlation plot 

(Figure 7.3b) indicates that ICT favors some degree of electron transfer from phenylene to both imine and 

 

Figure 7.3 (a) Representative unit cell for COFs (implied hydrogens) 

with the edge unit outlined in red. Fragments used for TDM analysis are 

shown on the inset. (b) Electron-hole correlation plots of the optically 

allowed S1 transition for f-COF (left) and r-COF (right) from TDM 

analysis. 
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bipyridine in f-COF. Reversing the direction of the imine linker leads to different behavior of the 

bipyridine, switching it from an electron acceptor to an electron donor, thus reversing the ICT direction. 

The electron correlation plot illustrates this by showing more correlation (darker green) in the 

bipyridine→imine and bipyridine→phenylene matrix elements, and less correlation (lighter green) in the 

phenylene→imine and phenylene→bipyridine matrix elements of r-COF and f-COF, respectively. This 

observation suggests an analogy to one-directional fluidic valves like the “Tesla Valve,” suggesting the key 

role imine direction plays on ICT in imine-linked COFs.248 

 

7.4 Impact of Imine Direction on Excited State Dynamics of f-COF and r-COF 

 Visible transient absorption (TA) spectroscopy is used to assess the excited state (ES) proper-ties 

and dynamics of f-COF and r-COF. ES properties are measured by pumping f-COF and r-COF samples 

with a 400 nm 150 μJ laser and using delayed visible light pulses to generate ES spectra. A distinct excited 

state absorption (ESA) peak at 500 nm is observed in the fs-TA spectrum of f-COF at 500 fs and persists 

until 1 ns (Figure 7.4a). The presence of a clearly defined peak indicates that ESA occurs from ground state 

 

Figure 7.4 (a) fs-TA time slices of f-COF. (b) fs-TA time slices of r-COF. (c) Pictorial 

scheme of exciton localization in f-COF and r-COF. (d) fs-TA kinetic traces of f-COF (top) 

and r-COF (bottom) at various wavelengths.  

 

 

Table 7.2
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electrons being promoted to a relatively localized electronic ES. Notably, while this peak is no longer 

observable past 1 ns a broad positive feature persists, suggesting an underlying state is present. TDM 

analysis (vide supra) shows the exciton generated by the pump laser should localize electron density 

primarily at the bipyridine. In this case the hole density is delocalized, overlapping the bipyridine, imine 

and phenylene fragments. In contrast, r-COF seems to initially populate a rather electronically delocalized 

ES with a broad, featureless ESA profile that returns to GS within the fs-TA time window (Figure 3b). ESA 

in r-COF initially extends across the visible spectrum and shows no prominent peaks, but as time passes a 

peak is dynamically evident; the peak max arises at 525 nm in 2.5 ps, then migrates to 500 nm in 25 ps. 

Peak formation and migration represents exciton self-trapping of carriers, in this case electrons, that cannot 

escape Coulombic attraction to holes in the low dielectric environment of the framework. Thus, the initially 

delocalized state localizes relatively quickly before exciton recombination brings the system back to GS by 

1 ns.  

 

 Theoretical and experimental results are thus in accordance with each other, allowing for 

summarization of the results in Figure 3c. f-COF initially generates a delocalized hole with localized 

electron while r-COF generates the opposite – a localized hole with delocalized electron. Figure 7.4d shows 

the kinetic traces of f-COF (top) and r-COF (bottom) that are fit by a finite three-component exponential 

decay for both COFs. It is difficult to definitively interpret what processes the time components correspond 

to without further study, but they are likely due to some combination of vibrational relaxation, exciton self-

trapping, and recombination. The most distinct result is that the 600 nm probe in r-COF is comprised of a 

significantly higher proportion of the fastest component than the 525 nm probe (τ1=515 fs, A1,600=65.4%, 

Table 7.2 Sequential multiexponential fitting components for f-COF and r-COF at representative wavelengths. 

 IRF (ps) τ1 (ps) A1 (%) τ2 (ps) A2 (%) τ3 (ps) A3 (%) 

f-COF (500 nm) 0.200 1.03 50.2±4.0 96.5 39.2±1.1 4540 10.6±0.4 

f-COF (600 nm) -- -- 64.4±5.0 -- 26.3±1.4 -- 9.29±0.5 

r-COF (525 nm) 0.200 0.515 39.2 ± 3.1 10.9 36.8±3.3 212 24.0 ± 1.1 

r-COF (600 nm) -- -- 65.4±2.7 -- 23.0±1.8 -- 11.6±0.6  
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r-COF (600 nm) -- -- 65.4±2.7 -- 23.0±1.8 -- 11.6±0.6  

 

 

Table 7.2 Sequential multiexponential fitting components for f-COF and r-COF at representative wavelengths. 

 IRF (ps) τ1 (ps) A1 (%) τ2 (ps) A2 (%) τ3 (ps) A3 (%) 

f-COF (500 nm) 0.200 1.03 50.2±4.0 96.5 39.2±1.1 4540 10.6±0.4 

f-COF (600 nm) -- -- 64.4±5.0 -- 26.3±1.4 -- 9.29±0.5 

r-COF (525 nm) 0.200 0.515 39.2 ± 3.1 10.9 36.8±3.3 212 24.0 ± 1.1 
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A1,525=39.2%, Table 7.2), suggesting the component, based on our interpretation, is related to exciton self-

trapping. 

 

 

7.5 Impact of Imine Direction on Ground State Transitions of Re-f-COF and Re-r-COF 

 Reversal of the imine linker affects the ground state energetics and electronic structure of Re-

COFs. The lowest energy transition with appreciable oscillator strength (GS→S4, Table 7.3), which should 

be the main absorbance peak in the visible portion of the DR spectrum for both Re-COFs, is 0.13 eV higher 

 

Figure 7.5 Theoretical electronic structure and experimental 

structural analysis of Re-f-COF and Re-r-COF. (a) NTO 

visualization of the lowest energy allowed singlet transition of 

Re-f-COF (S4, f=1.86) and Re-r-COF (S4, f=1.96) at the S0 

geometry. (b) Frontier orbitals of Re-f-COF and Re-r-COF at 

the S0 geometry.  

 

 

Table 7.3
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in Re-r-COF than Re-f-COF. This absorption energy difference is reflected in the measured DR spectra of 

Re-COFs where Re-r-COF is centered around 450 nm (Figure 7.1d) and Re-f-COF is centered around 475 

nm.90 Natural transition orbitals (NTOs, Figure 7.5a) of this GS→S4 transition shows that Re-f-COF 

possesses a COF centered hole particle and mixed Re/f-COF electron particle. This suggests that a small 

degree of ligand-to-metal charge transfer (LMCT) may take place initially after excitation but is primarily 

intraligand charge transfer (ILCT) in nature. In contrast, the Re-r-COF NTO of the S4 transition shows a 

hole particle with mixed Re/r-COF orbital contributions (Figure 7.5a, bottom), in line with some degree of 

metal-to-ligand charge transfer (MLCT) typically observed in Re(bpy)(CO)3Cl.252 Frontier orbitals (Figure 

7.5b) illustrate the effect of imine reversal on Re/bipyridine energetic overlap in Re-COFs. In Re-r-COF the 

occupied MOs localizing electron density on Re (HOMO, HOMO-1, HOMO-2) and those localized on 

COF (HOMO-3) are energetically separated relative to those of Re-f-COF. This disparity results from a 

relatively electron-rich bipyridine ground state in Re-r-COF, causing energy lowering that prevents Re(dπ) 

and bipyridine(π*) orbitals from mixing and is consistent with stronger Re(dπ)→C≡O (π*) back bonding in 

Re-r-COF (Figure 1e, 1f) and C≡O stretching frequencies predicted by DFT calculation (Table 7.1).  

 

Table 7.3 First ten triplet and first ten singlet transitions of Re-r-COF and Re-f-COF from the S0 

geometry with wB97XD functional. 

Re-r-COF Energy (nm) Osc. Strength (a.u.) Re-f-COF  Energy (nm) Osc. Strength (a.u.) 

T1 484.21 0.0000 T1 510.54 0.0000 

T2 455.08 0.0000 T2 473.15 0.0000 

T3 433.80 0.0000 S1 472.70 0.0002 

T4 419.03 0.0000 T3 470.93 0.0000 

S1 417.32 0.0001 T4 462.14 0.0000 

T5 408.62 0.0000 S2 448.59 0.0343 

S2 397.18 0.0452 T5 414.55 0.0000 

T6 362.27 0.0000 T6 373.54 0.0000 

T7 342.14 0.0000 S3 370.82 0.0075 

S3 338.93 0.1337 T7 370.00 0.0000 

S4 333.28 1.9626 T8 346.37 0.0000 

T8 332.96 0.0000 S4 345.03 1.8623 

T9 329.72 0.0000 T9 344.91 0.0000 

T10 328.50 0.0000 T10 331.32 0.0000 

S5 309.46 0.0234 S5 329.05 0.0177 

S6 303.32 0.0183 S6 324.12 0.0171 

S7 300.46 0.0204 S7 313.31 0.0135 

S8 293.87 0.0002 S8 303.33 0.0451 

S9 293.72 0.0002 S9 301.58 0.0079 

S10 291.59 0.0138 S10 295.64 0.0815 

 

*All calculations are performed using the mixed basis set approach outlined in Section 2.5 

 

Table 7.3 First ten triplet and first ten singlet transitions of Re-r-COF and Re-f-COF from the S0 

geometry with wB97XD functional. 

Re-r-COF Energy (nm) Osc. Strength (a.u.) Re-f-COF  Energy (nm) Osc. Strength (a.u.) 

T1 484.21 0.0000 T1 510.54 0.0000 

T2 455.08 0.0000 T2 473.15 0.0000 
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7.6 Impact of Imine Direction on Excited State Dynamics of Re-f-COF and Re-r-COF 

 Visible TA and synchrotron X-ray TA (XTA) spectroscopies are used to examine the exited state 

(ES) and CS dynamics of Re-f-COF and Re-r-COF. Femtosecond (fs-TA) and nanosecond TA (ns-TA) 

spectroscopies are used to probe the dynamics of these Re-COFs in the visible region, and synchrotron 

XTA spectroscopy is used to probe dynamics of the Re metal center at the L3 edge. Figure 7.6a compares 

the fs-TA spectra of Re-f-COF and Re-r-COF following 400 nm excitation. The fs-TA spectrum of Re-f-

COF (top panel) possesses a ground state bleach (GSB) at ~470 nm, a broad ES absorption (ESA) centered 

at 675 nm, and an isosbestic point at 500 nm. It is interesting to note that before 250 ps the isosbestic point 

shifts by ~25 nm and the GSB broadens, suggesting the system relaxes to form a new intermediate state. 

Re-r-COF has a significantly different initial fs-TA spectra from Re-f-COF, displaying a bimodal ESA 

across the entire spectral window with peaks at 630 nm and 525 nm, and no observable GSB. Spectral 

evolution is minimal, in the form of a red-shifting of the 630 nm peak to 675 nm, suggesting the relaxation 

 

Figure 7.6 fs-TA (a) and ns-TA (b) spectra of Re-f-COF (top) and Re-r-COF (bottom) 

excited by 400 nm and 355 nm pump pulse, respectively. (c) Normalized kinetic traces of 

Re-f-COF and Re-r-COF from ns-TA and from fs-TA (inset). (d) XTA spectra of Re-f-COF 

(top) and Re-r-COF (bottom) after 100 ps and 10 ns. 

 

 

Figure 7.6 fs-TA (a) and ns-TA (b) spectra of Re-f-COF (top) and Re-r-COF (bottom) 
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of an intermediate excited state in Re-r-COF. By the end of the fs-TA time window, the profiles of Re-f-

COF and Re-r-COF somewhat resemble one another, except for the persistent GSB in Re-f-COF. At the 

beginning of the ns-TA window, Re-f-COF (Figure 7.6b, top panel) still exhibits a GSB towards the blue 

and an ESA centered at 600 nm, resembling the signature at the end its fs-TA. Prominent spectral evolution 

takes place where the GSB decays into ESA by 5 μs then the whole ESA persists past 15 μs. After recovery 

of the GSB, the broad ESA appears relatively unchanged, suggesting the recovery or interconversion of an 

intermediate species in Re-f-COF on a ns timescale. In contrast, the ns-TA spectra of Re-r-COF (Figure 

7.6b, bottom panel) has a single broad ESA spectral feature with maximal ΔA at 675 nm that decays 

monotonically back to the ground state within 15 μs.  

The kinetic traces of the visible TA measurements are shown in Figure 7.6c. On a fs timescale the 

decay of the normalized 600 nm signal is comparable between the Re-COFs (inset of Figure 7.6c), 

suggesting the broad ESA corresponds to the population of a similar excited state. The GSB in Re-f-COF 

recovers within 5 μs and the ESA grows, indicating it either overlapped GSB or that a new state is 

populated (Figure 7.6c). Regardless, ES population persisting well after the 15 μs time window of the ns-

TA measurement is evidence of an exceptionally long-lived ES in Re-f-COF. In fact, an attempt to find the 

end of this lifetime was unsuccessful as significant signal remained after 4 ms which is in stark contrast to 

the ESA of Re-r-COF which completely decays within 6 μs. Since the ESA of r-COF is completely 

decayed by the end of the fs-TA time window we can rule out r-COF exciton recombination from possible 

ESA contributions in ns-TA. For more information on the nature of the Re-COF states in the visible TA we 

turn to XTA spectroscopy to probe the dynamics of the Re center. 

Evidence of different Re participation in the excited states of Re-COFs is drawn from XTA 

spectroscopy (Figure 7.6d). Both Re-COFs have nearly identical signatures at 100 ps, but while Re-r-COF 

shows no evolution at 10 ns the spectrum of Re-f-COF does, suggesting the interconversion observed in ns-

TA is related to Re. Ground state XAS of both Re-COFs show a strong white line that arises due to the 

promotion of 2p core electrons to unoccupied 5d orbitals. Since the 5dxy, 5dxz, and 5dyz orbitals are 

occupied in the ground state these unoccupied 5d orbitals correspond to 5dx
2
-y

2 and 5dz
2 orbitals. These 

unoccupied 5d orbitals have σ character and it has been suggested by Chergui et. al. that a shoulder on the 

high energy side of the white line indicates they split into different energy levels due to low molecular 
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symmetry.254
  The 100 ps XTA spectrum of both Re-COFs resembles the 3MLCT state reported in the same 

work by Chergui et. al. which they attribute to depletion of 5dxy, 5dxz, and 5dyz orbitals allowing a new pre-

edge transition (i.e., 2p3/2→5dxy). The corresponding negative feature is attributed to an upwards shift in the 

edge energy due to partial oxidation of the Re center by 3MLCT. A further positive feature may be present 

above 10.546 keV caused by the 3MLCT increasing the Re effective nuclear charge, and hence the edge 

energy, but this is difficult to claim in Re-COFs. At 10 ns the pre-edge and negative features in Re-f-COF 

all decrease in intensity but shift to higher energy. We attribute this shift to relaxation of the Re centered 

hole to the HOMO, and an electron occupying 5dσ orbital. To further develop a hypothesis for Re-f-COF 

having a longer-lived excited state we can turn to TDDFT to help describe differences the Re-COFs have in 

their 3MLCT manifold. 

 

7.7 Modeling Excited State Pathways of Re-f-COF and Re-r-COF 

 
Figure 7.7 (a) TDDFT predicted NTOs of excited states at the S0 geometry (top) and 

optimized geometry (bottom) of Re-f-COF. (b) Excited state potential energy surfaces of 

Re-f-COF as a function of the phenyl-bipyridine dihedral angle assuming parabolic 

surfaces. (c) TDDFT predicted NTOs of excited states at the S0 geometry (top) and 

optimized geometry (bottom) of Re-r-COF. (d) Excited state potential energy surfaces of 

Re-r-COF as a function of the phenyl-bipyridine dihedral angle assuming parabolic 

surfaces. 
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Starting from the GS geometry the transitions predicted by TDDFT can be inspected by generating 

the NTOs (top of Figures 7.7a and 7.7b). Re-f-COF has an optically allowed vertical transition to the S4 

state which has 1ILCT character (f=1.86, vide supra). The optically forbidden (f=0.00) GS→S1 transition 

has 1MLCT character, GS→T2 is 3MLCT, and GS→T1 is mixed 3ML/ILCT. Re-r-COF has a mixed 

1ML/ILCT character for its optically allowed GS→S4 transition (f=1.96), 1MLCT for GS→S1, and 3ILCT 

for GS→T1 and GS→T2.  

TDDFT optimization of excited states is performed under the constraint that the two triazines of 

the edge fragments remain planar to replicate the bulk environment of the COFs. At their respective 

optimized geometries, the S4 state of Re-f-COF takes on mixed 1ML/ILCT character, the S1 state remains 

1MLCT, while T2 and T1 both remain 3MLCT. In Re-r-COF the S4 state becomes 1MLCT, S1 remains 

1MLCT, T2 remains 3ILCT, and T1 becomes mixed 3ML/ILCT. The relationship between state identity and 

dihedral angle is best represented by plotting potential energy surfaces under the assumption they are 

parabolic (Figures 7.7c, 7.7d). In Re-f-COF the small dihedral progressions should allow for a variety of 

pathways through the ES manifold, but the most prominent is outlined by three steps (Figure 7.7c). The 

first step involves relaxation of the S4 state until ISC to T2 occurs; ISC has been suggested by studies on 

Re-bpy complexes to occur quickly.255 Next, the system relaxes along the T2 potential to its energetic 

minima; we infer that crossing to the T1 state can be reasonably well avoided due to the mixed 3ML/ILCT 

character of the latter which would require hole transfer to f-COF. At the T2 minima a thermal equilibrium 

with the T1 state (ΔG‡=0.14 eV under parabolic PES assumption) can be established. Finally, once the T1 

minima has been reached relaxation back to the GS can take place. Re-r-COF has a larger bipyridine-

phenylene dihedral progression than Re-f-COF; but notably, the dihedral progression for the T1 relaxation 

in Re-r-COF is much smaller than its other investigated transitions. The dihedral progression of Re-r-COF 

proceeds towards planarization and is evidently due to delocalization of electron density in the excited 

state, as observed in fs-OTA measurements of r-COF, which may be key to its rapid excited state 

deactivation. The generally large dihedral progression, and energetic isolation of the S4 state offers fewer 

pathways through the ES manifold (Figure 7.7d). The likely pathway would follow relaxation along the S4 

potential until crossing onto the T1 potential where the excitation is resides until relaxation back to the GS 

can occur. 
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Putting the TA and TDDFT results together, we propose an ES relaxation hypothesis that can 

explain the observed experimental data. The pump initially excites Re coordinated sites from GS to 1ILCT  

in Re-f-COF or mixed 1ML/ILCT in Re-r-COF. Conversely, excitons at bare sites underlie 

1MLCT→3MLCT at Re coordinated sites and recombine within 5 ns. Both Re-COFs initially undergo 

intersystem crossing to 3MLCT states, but this lifetime is decreased in Re-r-COF due to more metal-ligand 

mixing in the T1 than Re-f-COF that experiences slow interconversion of T2 state to the T1. This 

interconversion is observable by the recovery of GSB into ESA in ns-TA and in XTA by shifting dσ 

occupation at 10 ns. Re-N bond distances support shifting occupation into dσ orbitals. At T2 the Re-N(1) 

distance is 2.19 Å and the Re-N(2) distance is 2.09 Å while at T1 Re-N(1) is 2.17 Å and Re-N(2) is 2.14 Å. 

This interpretation suggests that the T2 state is being probed at 10 ns before significant interconversion to 

T1 can take place. Unfortunately, the later time XTA scans were obfuscated due to decreasing ES 

concentration from sample movement under jet conditions and could not be resolved.  
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7.8 Impact of Imine Direction on Photocatalytic Performance 

 With fundamental insight about the distinct electronic structure and ICT difference due to imine 

reversal between f-COF and r-COF, and Re-f-COF and Re-r-COF, we proceed to examine their catalytic 

performance for light driven CO2→CO reduction (Figure 7.8a). Control studies were performed without 

catalyst, without CO2, with 13CO2, without light, and with TEA or H2O as electron donors (Figure 7.8b). 

Additionally, model compounds of the Re-COFs were synthesized by performing Schiff base condensation 

between CHO-bpy with aniline, and NH2-bpy with benzaldehyde followed by refluxing with Re(CO)5Cl in 

toluene (Supporting Information). The typical reaction vial was purged with CO2 for 15 minutes then 

exposed to a focused Xe lamp with a cut off filter (>420 nm) and a one-foot water filter to remove IR light 

and simulate solar radiation passing through water vapor in the atmosphere. Percent mass of Re in Re-

 
Figure 7.8 (a) Time profile of CO production from 

CO2 per gram of COF catalyst by Re-f-COF, and Re-

r-COF. Error bars represent 90% CI (n=3). (b) Control 

experiments performed on Re-r-COF. 
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COFs is determined from ICP-MS to be 6.2% Re in Re-f-COF and 7.4% Re in Re-r-COF (Figure 7.9a). As 

shown in Figure 7.8a, under the same experimental conditions, Re-f-COF can generate 6.3±1.2 mmol CO 

per gram Re-f-COF catalyst within 8 hours whereas Re-r-COF can only produce 0.30±0.05 mmol CO per 

gram Re-r-COF catalyst within the same period. Furthermore, no 13CO could be detected by GC-MS 

suggesting the CO detected previously may be due to decomposition of the catalyst or a side reaction with 

TEOA. These findings suggest that imine reversal from Re-f-COF to Re-r-COF significantly or entirely 

reduces catalytic activity for CO2→CO photoreduction. These results were also reflected by model systems 

of Re-f-COF and Re-r-COF which also showed that reversal of the imine linker significantly hinders or 

entirely shuts off CO2 photoreduction (Figure 7.9b). 

 

7.9 Conclusion 

 In summary, we report the design, synthesis, photophysical properties, and photocatalytic 

performance of two constitutional COF isomers with reversed imine connectivity, that demonstrate distinct 

relationships between their structure, properties, and function. Using theoretical predictions to lead our 

investigation by advanced spectroscopic methods, we show that the imine-linker acts as an electron 

mediator and imparts directionality to ICT. Re-f-COF constructed from CHO-bpy and NH2-TTA can drive 

ICT from TTA to bipyridine, which facilitates CS to Re MC, and thus functions as an efficient and 

selective CO2 photoreduction catalyst. In contrast, its sibling Re-r-COF, which is constructed from CHO-

TTA and NH2-bpy (reverse imine direction), favors ICT away from bipyridine which inhibits CS and 

significantly slowing down or altogether shutting down its photocatalytic activity. This finding – that the 

imine linker plays a key role in ICT by mediating the direction of electron donation – is unprecedented and 

 
Figure 7.9 (a) Mass percentage of Re in Re-f-COF and Re-r-COF measured by ICP-MS. 

(b) Control experiments performed on Re-r-COF and Re-f-COF compared with their model 

compounds. 

 

 
Figure 7.9 (a) Mass percentage of Re in Re-f-COF and Re-r-COF measured by ICP-MS. 

(b) Control experiments performed on Re-r-COF and Re-f-COF compared with their model 

compounds. 
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provides a unique approach to design photocatalysts that might be capable of performing both reductive 

and oxidative half reactions in artificial photosynthesis. For example, f-COF can direct electron density 

toward the bipyridine ligand that has an integrated CO2 reduction or H2 evolution MC while of r-COF may 

have the potential, in other systems, to drive hole density toward bpy and to the desired MC to perform the 

OER half-reaction. 
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CHAPTER 8 – CONCLUSIONS & FUTURE DIRECTIONS 

 

 

8.1 Topology, Aggregation, and Charge Transfer Make COFs Unique Photocatalyst Platforms 

 A multitude of approaches are needed to solve Earth’s climate crisis. Artificial photosynthesis is 

one such approach that mimics nature to capture solar energy and uses it to convert greenhouse gases into 

useful products. Over millennia, nature has adapted chloroplasts to absorb photons of visible wavelengths 

to complete photosynthesis in a way that takes advantage of supramolecular arrangements to facilitate 

charge transfer and energy transfer to reaction sites where CO2 and H2O are turned into carbohydrates and 

breathable O2. Taking inspiration from these arrangements, COFs seem to have potential to operate by 

similar principles as chloroplasts due to their regular arrangement of organic repeating units in space. 

However, instead of being supramolecular arrangements of chromophores like Nature’s chloroplasts, COFs 

are covalently linked polymers that lead to important distinctions in their basic photophysical properties. 

One such distinction is the extended macromolecular nature of COFs that affects how electrons and holes 

persist within their photoexcited states. Certain macromolecular arrangements, or topologies, are quite 

suitable for moving charge carriers through the structure and allowing them to potentially reach a reaction 

site. But even within COFs of identical topologies, monomer symmetry can play a significant impact on the 

ability for COFs to separate charges. This effect was shown in Chapter 3 and is the first experimental 

confirmation that monomer symmetry, particularly at the node, can facilitate exciton trapping or 

dissociation in COFs. Another distinction that exists between chloroplasts and COFs is the existence of 

extended π-conjugation and stronger intermolecular interactions between adjacent COF layers than the 

chromophores in chloroplasts. When a fully conjugated C=C bond is formed between COF monomers, 

luminescent excited state decay becomes available as an excitonic recombination pathway that can be 

creatively tuned to generate white light. This was shown in Chapter 5 which also uncovers a clear effect 

that planar monomers allow more intimate intermolecular interactions to partially quench their 

luminescence. Chromophores in chloroplasts are held in very specific arrangements by protein scaffolds, 

but COFs rely on π-π interactions between their aromatic units to maintain long-range order. Because π-π 

interactions can be relatively weak and susceptible to fluctuations, disorder may easily be introduced into 

COFs and this disorder may correlate with the formation of sub-bandgap states that have implications on 

the excited state relaxation dynamics in COFs. In fact, it was found in Chapter 6 that many relaxation 
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pathways exist in COFs in response to various wavelengths of light; and they show signatures of 

thermalized carriers and LE/CT hybridization. Chapter 6 also explores the effect of using a conjugated C=N 

imine bond to form four COFs from monomers with various electron affinities; ICT bands are formed in 

these COFs, but evidence arises that the polarized bond imparts some of its own ICT properties onto the 

visible light absorption and relation dynamics of the different COFs. C=N imine bonds are ubiquitous in 

COF research worldwide, and thus its effect on excited state dynamics becomes an extremely important 

topic. In Chapter 7 this effect is explicitly explored by reversing the imine bond direction which, apart from 

causing structural sensitivity, is found to mediate ICT by increasing the electron donating ability of the 

monomer containing the N. Due to this ICT directing effect, when a well-known CO2 reduction catalyst is 

attached to the forward and reverse imine COFs the forward COF can reduce CO2 to CO, but the reverse 

imine COF cannot. Overall, as synthesis strategies are improved, COFs will become easier to study by 

ultrafast spectroscopy and more of their potential will be unlocked. Already we have shown that the 

aggregation, topology and covalency of COFs separate them from other types of organic polymers and 

impart them with unique characteristics that may lead to their utility in artificial photosynthesis.  

8.2 Future Directions for Covalent Organic Framework Research in Catalysis and Optoelectronics 

 Overall, the most promising feature of COFs is the ability to combine chemical functionality with 

a high degree of mass transport through their porous structure. Size dependent sieving is one such 

application that takes advantage of this mass transport and should theoretically be possible in COFs. 

However, recent research suggests tempering expectations regarding the multitude of reports of membrane 

action in COFs – size exclusive sieving can be quite difficult to achieve because of their propensity to form 

as polycrystalline materials.77 This motivates the need for versatile designs to generate customized 

structures with suitable long-range order, which in turn requires fundamental understanding of why and 

how COFs form the way they do. This also has implications on the utility of COFs in other applications 

where mass transport is important – size selective catalysis or ion conduction, for instance. None of these 

limitations rule out the use of COFs as membranes or sieving materials, but unless long-range order can be 

proven and better understood, COFs should be thought of as disordered materials without columnar pore 

structures. Recent colloidal synthetic approaches seem to be a promising route obtaining such long-range 

order, but it remains to be seen how broadly these approaches are successful in making ordered COFs. 
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 The most probable immediate use for COFs is for use as either thermocatalysts or photocatalysts 

in high-value organic transformations where size selectivity is not required, and active sites can be directly 

attached to the COF backbone. One such area where COF catalysts may be suitable is in flow reactors 

where packed bed catalysts are typically used.256 This is likely limited to cases where using a high-surface 

area, heterogeneous catalyst is preferrable to a homogeneous catalyst. A scenario where packed bed COF 

catalysts may be useful is in organic transformations of pharmaceuticals when use of toxic or precious 

metal catalysts cannot be avoided. Anchoring these catalysts to a COF could prove useful to help separate 

them from products if there are low enough levels of leaching. Since COFs are relatively stable, precious 

metal catalysts could be reused in subsequent reactions, saving resources in the process.  

 There could be distinct possibilities in using COFs for solar fuel production, but for now the 

barriers seem inherent to the material and more challenging to overcome than competing strategies. A 

successful solar fuel cell has the requirement that no sacrificial agents should be used and is a severe 

limitation for COFs. Currently it takes a highly designed system to achieve efficient water oxidation in 

COF catalysts.108 It is then more likely that COFs for solar fuel production would need be integrated as part 

of device that can separately facilitate oxidation half-reactions, but this is hampered by poor adhesion of 

COFs to semiconductor substrates. A potential method to bypass these limitations is to use COF for 

reductive half-reactions (CO2 reduction, hydrogen evolution reaction) and nanoparticle catalysts 

(potentially RuO2,257 Co3O4,258 or CoMnP259) for water oxidation. In this case, the nanoparticles should be 

small enough  to diffuse into COF pores (~1-2 nm diameter), yet still allow mass transport of H2O and CO2. 

Of course, this would again require development of COFs with sufficient long-range order to allow 

diffusion of nanoparticles into the pores. If this challenge were able to be overcome, one could try to 

influence secondary sphere effects to enhance the kinetics of water oxidation. This could exist in the form 

of incorporating appropriate functional groups on the COF backbone to act as a proton relay to help 

facilitate WNA. A promising strategy to achieve this is one-pot imine formation and phosphonylation260 

where the H2PO3 groups can help to provide a proton rich local environment to drive acidic OER which has 

been shown possible with RuO2 nanoparticles.257 Developing COFs that can perform full water splitting or 

artificial photosynthesis redox cycles is nonetheless still a worthy area of research, especially if earth 

abundant elements can be used for water splitting or artificial photosynthesis. 
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 Using COFs in optoelectronics faces some of the same barriers as in solar fuel production. It is 

very challenging to integrate COFs into devices to properly enable their unique advantages particularly 

because of issues with long range order. The unique advantage COFs have is ambipolar charge transport261 

and can result in band transport.262 Many reports indicate oriented COF growth through interfacial 

synthesis,263 but scalable ink depositions usually do not result in orientation of COFs with suitably large 

grain sizes.264 In most cases, it would be more straightforward to use typical polymers, but certain research 

suggests that methoxy groups on the ditopic linker of the COF can help create better orientation of COF 

films,265 and similar motifs in state of the art hole transport layers like spiro-OMeTAD in organic solar cells 

suggest these functional groups are crucial in determining their function.266 

 Overall, there is reason to believe that COFs are on the cusp of finding commercial applications, 

and the next wave in development may be geared towards these end uses. However, to truly unlock benefits 

from COFs there should be more fundamental understanding of their crystallization kinetics to generate 

applicable forms (powders, and films) with long-range order. In the context of this work, it may be the case 

that long-range order could hold interesting photophysical properties in response to photoexcitation and 

photocatalysis. 
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CHAPTER 9 – APPENDICES 

 

 

9.1 Density Functional Tight-Binding 

 Obtaining COF structures which are physically meaningful requires using methods that can model 

their aggregated structure in the bulk phase in a computationally efficient, yet accurate way. The issue that 

arises is that COFs effectively extend infinitely in two- or three-dimensions which would be impossible to 

model with typical DFT or wavefunction methods. The solution to develop reasonable structures which 

agree well with experimental data is twofold – optimize atomic positions within a unit cell that may be 

infinitely translated to form extended structures and utilize an efficient approach that incorporates 

electronic and dispersion forces. In this section a high-level overview of the computational procedures used 

by DFTB is given, followed by the specific parameters. Theoretical concepts are covered in section 2.1.2. 

 In optimizing the atomic positions within a unit cell, a few computational tools need to be 

employed so its translation leads to a realistic extended structure. First, the atoms near the edges of the unit 

cell need to be accounted for such that they connect with their counterpart on the opposite side – this 

accounting is known as enforcing periodic boundary conditions (PBCs). Note that we will not cover the 

theoretical derivation of periodic boundary conditions, but helpful references are provided.267 Second, 

because 2D COF layers are held together through relatively weak ππ interactions, they likely do not form 

perfect eclipsed, highly symmetric unit cells as is often assumed in many literature references. Lowering 

symmetry by dislocation of COF layers from one another will likely lead to the prediction of different 

optical properties later in the computational workflow and is thus a particularly important piece to consider. 

Introducing the possibility for layer dislocation necessitates the incorporation of unit cell parameters 

(lengths and angles) as degrees of freedom into the structure optimization. This is done by optimizing the 

atomic structures within a static unit cell until some convergence criteria is met, then the hydrostatic strain 

can be derived from forces acting on the atoms. Finally, the unit cell parameters can be stepped down the 

strain gradient and the atomic positions are again optimized within the new, static unit cell. This process is 

repeated until a second convergence criteria, some specified strain present in the unit cell, is achieved and 

the resulting structure is output.  
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 For the atomic positions that are optimized within the unit cell the density functional tight-binding 

model employs a self-consistent charge (SCC) correction to interatomic charge transfer. The SCC 

correction can be applied either to nearest-neighbor or nearest-and-next-nearest-neighbor (three-body) 

interactions. Construction of the Kohn-Sham orbitals begins from parameterized values contained within a 

set of Slater-Koster (SK) files.110 To address shortfalls in the DFTB method, parameterized dispersion 

forces111 with appropriate damping112 are also included in the structure optimization. The dispersion forces, 

as well as the SCC correction are applied both on the interactions between atoms within the unit cell but 

also to the implied interactions resulting from the enforcement of PBCs.  

The main discussion about theoretical concepts of DFTB are adapted from the works by 

Hourahine, et. al.109,268 and Elstner et. al.,269 and Koskinen.267 DFT itself forms the basis of DFTB as the 

total energy expression, Etotal, is also initially a functional of the electron density, ρ(r), having a one-to-one 

mapping to the external potential created by the atomic nuclei in the Born-Oppenheimer approximation. 

The total energy expression can be simplified as a Kohn-Sham system of non-interacting electrons, 

𝐸𝑡𝑜𝑡𝑎𝑙[𝜌(𝑟)] = 𝑇𝑠 + 𝐸𝑒𝑥𝑡 + 𝐸𝐻 + 𝐸𝑋𝐶 + 𝐸𝐼𝐼 , 9.1 

accounting for the kinetic energy, Ts, interaction with the external potential, Eext, Hartree energy, EH, the 

exchange-correlation energy, EXC, and the ion-ion interaction, EII. A more expressive form of this equation 

can be used including the occupation, fa, of single-particle states, ψi, 

𝐸𝑡𝑜𝑡𝑎𝑙[𝜌(𝑟)] =∑𝑓𝑎⟨𝜓𝑎| −
1

2
∇2 + 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝐻[𝜌(𝑟)]|𝜓𝑎⟩

𝑎

+ 𝐸𝑋𝐶[𝜌(𝑟)] + 𝐸𝐼𝐼 . 9.2 

 However, when the total energy equation is formed in this manner the density is non-interacting 

and cannot account for charge reorganization based on electronegativities, and thus the density does not 

yield a minimum energy, or energy stationary point. In DFTB the density is then considered as a sum of 

some initial reference density with a density fluctuation, δρ(r), acting as a perturbation,  
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𝜌(𝑟) = 𝜌0(𝑟) + 𝛿𝜌(𝑟). 9.3 

 The density fluctuation can be expanded to an N-order term around the reference density, in our 

case we expand to the quadratic, 

𝐸𝑡𝑜𝑡𝑎𝑙[𝛿𝜌(𝑟)] ≈∑𝑓𝑎⟨𝜓𝑎| −
1

2
∇2 + 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝑋𝐶[𝜌0(𝑟)] + 𝑉𝐻[𝜌0(𝑟)]⏟                            

�̂�0[𝜌0(𝑟)]

|𝜓𝑎⟩

𝑎

+ 
1

2
∬
𝛿2𝐸𝑋𝐶[𝜌0(𝑟)]

𝛿𝜌(𝑟)𝛿𝜌(𝑟′)
+

1

|𝑟 − 𝑟′|
𝛿𝜌(𝑟)𝛿𝜌(𝑟′)

−
1

2
∫𝑉𝐻[𝜌0(𝑟)](𝑟) ∗ 𝜌0(𝑟) 𝑑

3𝑟

+𝐸𝑋𝐶[𝜌0(𝑟)] + 𝐸𝐼𝐼

−∫𝑉𝑋𝐶[𝜌0(𝑟)](𝑟) ∗ 𝜌0[𝑟]𝑑
3𝑟 . 9.4

 

The first line yields the total energy without considering any charge reorganization or electrostatic 

repulsion. In the second line the charge reorganizations are accounted for by including Coulomb and 

exchange-correlation interactions. And the rest of the equation lead to the repulsive energies of the system. 

From this point approximations need to be made to arrive at the total DFTB energy. Firstly, the repulsion 

interactions can be approximated by only considering the atomic number and the interatomic distance for 

all atom-atom pairs. This is justified due to ρ0(r) being spherically symmetric for the non-interacting atoms 

and is similarly accounted for in the ion-ion repulsion term. Next, the Hamiltonian matrix elements, 

⟨𝜓𝑎𝜇|�̂�
0[𝜌0(𝑟)]|𝜓𝑎𝜇⟩, can be expressed in a minimal basis that only utilizes a single radial function for 

each angular momentum state of the valence atomic orbitals. This relationship is shown where μ represents 

the radial function within the atomic basis of atom a, 

 

𝜓𝑎(𝑟) = ∑𝑐𝜇
𝑎𝜙𝜇(𝑟) 

𝜇

. 9.5 

Thus, the Hamiltonian matrix elements 𝐻𝜇𝜈
0  are the free, neutral atoms for the diagonal elements 𝐻𝜇𝜇

0 , and 

the off-diagonal elements are simply calculated within a two-body approximation, 
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𝐻𝜇𝜈
0 = ⟨𝜙𝜇|�̂�𝑠 + (𝑉𝐻 + 𝑉𝑋𝐶 + 𝑉𝑒𝑥𝑡)[𝜌𝑖0(𝑟) + 𝜌𝑗0(𝑟)]|𝜙𝜈⟩. 9.6 

 Formally then, by accepting the parameterized diagonal Hamiltonian matrix elements an 

efficiency gain is enabled since the elements are known a priori, speeding up construction of the 

Hamiltonian. In addition, from the interatomic distances and the overlap integral, Sμν, can be formed as we 

will soon discuss. 

 To introduce charge self-consistency into the calculation such that the adjacent atoms which have 

different electronegativities can transfer charge amongst themselves, the change in electron distribution 

around the atoms needs to be found in the volume occupied by each atom, Vi. The charge redistribution on 

atom i is represented by,  

Δ𝑞𝑖 ≈ ∫ 𝛿𝜌(𝑟)𝑑3𝑟
𝑉

, 9.7 

which can be recast into the atomic contributions of the normalized density perturbation, 

𝛿𝜌(𝑟) =∑Δ𝑞𝑖𝛿𝜌𝑖(𝑟)

𝑖

9.8 

Δ𝑞𝑖 ≈ ∫ 𝛿𝜌(𝑟)𝑑3𝑟
𝑉

= 1. 9.9 

In turn allowing for the Coulombic portion of the energy to be converted from the integral over all space to 

the sum over atom pairs and integrals over their volumes. When I and J share their atomic identity the 

density fluctuation perturbation depends on the quadratic term, 

1

2
Δ𝑞𝑖

2∫ ∫
𝛿2𝐸𝑋𝐶[𝜌0(𝑟)]

𝛿𝜌(𝑟)𝛿𝜌(𝑟′)
+

1

|𝑟 − 𝑟′|
𝛿𝜌𝑖(𝑟)𝛿𝜌𝑖(𝑟

′)
′

𝑉𝑖𝑉𝑖

. 9.10 
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This on-site Coulombic energy is readily available in the form of Hubbard parameters, Ui. On the other 

hang when I and J are different atoms the only interaction is electrostatic, 

𝛾𝑖𝑗(𝑅𝑖𝑗) =
1

2
Δ𝑞𝑖Δ𝑞𝑗∫ ∫

𝛿𝜌𝑖(𝑟)𝛿𝜌𝑗(𝑟
′)

|𝑟 − 𝑟′|

′

𝑉𝑗𝑉𝑖

, 9.11 

and by assuming they maintain their spherical symmetry the integrals can be evaluated, and the extra 

Coulomb energy from the charge redistribution from two interacting Gaussian charge distribution can be 

calculated analytically, 

𝛾𝑖𝑗(𝑅𝑖𝑗) = ∫ ∫
𝛿𝜌𝑖(𝑟)𝛿𝜌𝑗(𝑟

′)

|𝑟 − 𝑟′|

′

𝑉𝑗𝑉𝑖

=
erf(𝐶𝑖𝑗𝑅𝑖𝑗)

𝑅𝑖𝑗
. 9.12 

So, the final energy expression for the DFTB formalism is self-consistent – the energy depends on the 

charges qi,j which are dependent on the orbital coefficients, 

𝐸 =∑𝑓𝑎∑𝑐𝜇
𝑎∗𝑐𝜇𝐻𝜇𝜈

0 +
1

2
∑𝛾𝑖𝑗(𝑅𝑖𝑗)Δ𝑞𝑖Δ𝑞𝑗
𝑖𝑗

+∑𝑉𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑜𝑛
𝑖𝑗

(𝑅𝑖𝑗).

𝑖<𝑗𝜇𝜈𝑎𝑏

9.13 
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9.2 Overview of Theoretical Background of DFT and TDDFT 

 Discussion of the following theoretical concepts behind DFT and TDDFT were made with input 

from the text by Ullrich.270 The total energy operator Hamiltonian for an N-electron system is comprised of 

a kinetic energy term, �̂�, potential energy term, �̂�, and an electron-electron interaction energy term, �̂�, as 

shown by 

�̂� = �̂� + �̂� + �̂� =∑(−
∇𝑖
2

2
+ 𝜐(𝑟𝑖)) +

1

2
∑

1

|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑖,𝑗
𝑖≠𝑗

𝑁

𝑖=1

. 9.14 

 Solving for the total energy of a system requires the assumption that nuclear positions are fixed 

such that the total external potential generated by the nuclei remains constant. According to the Hohenberg-

Kohn theorem the single-particle density of the electronic ground state has a one-to-one mapping with the 

external potential. This arises because the ground state density is obtained from the wavefunction and must 

thereby obey Schrödinger’s equation, making the ground state density a functional of the wavefunction, 

𝜌0[𝑣𝑒𝑥𝑡](𝑟) or 𝑣𝑒𝑥𝑡[𝜌0](𝑟). The proof of this rule will not be detailed herein but relies on the Rayleigh-Ritz 

variational principle to yield a proof through contradiction (reductio ad impossibile). Furthermore, because 

the nuclear positions are fixed and the system is a single-particle density the kinetic energy and electron 

interactions are also fixed, implying that the Hamiltonian is itself a functional of the ground state density, 

�̂�[𝜌0], and its eigenstates. The interpretation of this is that the one-particle ground state density tells us 

everything we need to know about the system at hand. Connecting the ground state wavefunction with its 

density that uniquely maps to an external potential also means that the energy functional, 𝐸𝜐0[𝜌], obeys the 

variational principal, 

𝐸𝜐0[𝜌] > 𝐸0 𝑓𝑜𝑟 𝜌(𝑟) ≠ 𝜌0(𝑟) 9.15 

𝐸𝜐0[𝜌 ] = 𝐸0 𝑓𝑜𝑟 𝜌(𝑟) = 𝜌0(𝑟), 9.16 
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which states that the ground state energy can be found without solving the Schrödinger equation by Euler’s 

equation, 

𝛿

𝛿𝜌(𝑟)
[𝐸𝜐0[𝜌] − 𝜇∫𝑑

3𝑟′𝜌(𝑟′)] = 0. 9.17 

The factor, 𝜇, ensures that all the N electrons are accounted for in the equation. This cannot be solved 

exactly  because the functional, 𝐸𝜐0[𝜌], relies on the unknown universal functional, 𝐹[𝜌]. 

 To solve the one-particle ground state density a practical and iterative approach is taken. This 

approach takes advantage of the Rayleigh-Ritz variational principle to minimize energy until self-

consistency is achieved. Doing this would require an impossible searching of all wavefunctions that yield 

the density (wavefunction to density is not one-to-one, external potential is) and the lowest energy density 

would be the ground state. Instead, a different approach is followed constructing the Kohn-Sham density 

that lends itself to efficient minimization. 

 In the Kohn-Sham equations a non-interacting system is chosen such that the Hamiltonian of this 

system is, 

�̂�𝑠 = �̂� + �̂�𝑠 =∑(−
∇𝑖
2

2
+ 𝜐𝑠(𝑟𝑖))

𝑁

𝑖=1

. 9.18 

The one-to-one correspondence still holds, and the total energy can be solved for. However, the unknown 

universal functional is now expressed in terms of kinetic energy only because the system is non-interacting. 

Casting this to Euler’s equation yields the exact ground state density, 𝜌0𝑠(𝑟), of the non-interacting system, 

𝛿𝐸𝜐𝑠[𝜌(𝑟)]

𝛿𝜌(𝑟)
=
𝛿𝑇𝑠[𝜌]

𝛿𝜌(𝑟)
+ 𝜐𝑠(𝑟) = 𝜇. 9.19 
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This can be solved within a Slater determinant with one-particle orbitals, 𝜙𝑖(𝑟), that can be summed into 

the exact ground state density, 

𝜌𝑠(𝑟) = ∑|𝜙𝑖(𝑟)|
2

𝑁

𝑖=1

. 9.20 

Now the density, when plugged into the Euler equation again, yields 

𝜐𝑠[𝜌(𝑟)](𝑟) = 𝜐(𝑟) + ∫𝑑
3𝑟′

𝜌(𝑟′)

|𝑟 − 𝑟′|
+ 𝜐𝑋𝐶[𝜌(𝑟)](𝑟), 9.21 

and the ground-state density of the interacting system can be solved via the single-particle Schrödinger 

equation, 

(−
∇2

2
+ 𝜐𝑠[𝜌(𝑟)](𝑟))𝜙𝑖(𝑟) = 𝜖𝑖𝜙𝑖(𝑟). 9.22 

Finally, the density is arrived at by summing the squared of the single-particle orbitals, 

𝜌0(𝑟) =∑|𝜙𝑖(𝑟)|
2.

𝑁

𝑖=1

9.23 

 Yielding good results requires an accurate exchange-correlation functional since the rest of the 

solution is exact. Difficulties arise in obtaining accurate exchange-correlation because the interactions are 

all swept into the functional and rely on approximations which trade-off accuracy for speed. Developing 

good solutions to this problem is an entire field of active study that we will not cover here.  

 Within a time-dependent external potential there exists a one-to-one correspondence between the 

potential and time-dependent wavefunction of a system as shown by the time-dependent Schrödinger 

equation, 
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𝑖
𝛿

𝛿𝑡
Ψ(𝑥1..𝑁 , 𝑡) = (�̂� +∑𝜐(𝑟, 𝑡)

𝑁

𝑖=1

+ �̂�) , 9.24 

where, 

𝜐(𝑟, 𝑡) = 𝜐0(𝑟) + 𝜐1(𝑟, 𝑡)𝜃(𝑡 − 𝑡0). 9.25 

 The above equations state that the wavefunction propagates starting at some initial state, Ψ0, to a 

final state at time 𝑡. Instead of using the Hamiltonian operator to solve the time-dependent Schrödinger 

equation, a time evolution operator can be used instead, 

Ψ(𝑡) = �̂�(𝑡, 𝑡0)Ψ0. 9.26 

the properties of this time evolution operator allow for norm conservation and a composition of two or 

more states – implying that the wavefunction can propagate through some intermediate state. These 

properties will not be explored further herein, but the result in the linear approximation to the time 

evolution operator is as follows, 

�̂�(𝑡, 𝑡0) ≈ 𝑒
−𝑖𝐻0(𝑡−𝑡0) [1 − 𝑖 ∫𝑑𝑡′𝐹(𝑡′)�̂�(𝑡′ − 𝑡0)

𝑡

𝑡0

] . 9.27 

�̂� is an observable which is present with 𝐹(𝑡′), an external field that is responsible for the perturbation to 

the static time Hamiltonian operator. This linear approximation will become important in the discussion 

about linear response TDDFT later in this section. Before linear response TDDFT can be covered, the 

basics of TDDFT must be established. From the one-to-one correspondence of a time-dependent external 

potential to the time-dependent wavefunction an extension can be made whereby the external potential also 

corresponds to a time-dependent density, 𝜌(𝑟, 𝑡). This extension was made by Runge-Gross theorem that 

shows two different time-dependent potentials will always yield two different time-dependent potentials. 
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Additionally, the potentials are structured such that they are much larger than the system and can be 

expanded in a Taylor series, 

𝜐(𝑟, 𝑡) = ∑
1

𝑘!
𝜐𝑖(𝑟)(𝑡 − 𝑡0)

𝑘

∞

𝑖=0

. 9.28 

This type of potential is useful to describe monochromatic radiation acting on our system. Thus, the time-

dependent density is a unique functional of the external potential and the case can thereby be reversed such 

that the potential is a unique functional of the time-dependent density, much in a same manner to DFT. 

Unlike DFT, however, another step, known as the van Leeuwen theorem, must be taken so that the 

interacting density can be replaced by a non-interacting, readily solvable density.  

 The van Leeuwen theorem proves that from a different initial state the same time-dependent 

density can be created by a different external potential when the different system has differing particle-

particle interactions. To accomplish this the theorem utilizes the constraint that both potentials, 𝜐(𝑟, 𝑡)and 

𝜐′(𝑟, 𝑡), vanish at infinity and the conditions that the initial states yield the same densities, and the time-

derivative of the densities are equal at 𝑡0. Advantageously, the van Leeuwen theorem thus states that given 

the non-interacting ground state density, 𝜌𝑠0(𝑟, 𝑡) with a suitable time-derivative, a unique time-dependent 

potential, 𝜐𝑠(𝑟, 𝑡) will yield the same density at time t as the interacting ground state density. This allows 

for the solution to the time-dependent Schrödinger equation using the same type of method as the Kohn-

Sham, discussed earlier. 

 Time-dependency in the KS approach expresses the potential as a functional of the density, initial 

state, and non-interacting state, 

𝜐𝑠[𝜌, Ψ0, Φ0](𝑟, 𝑡). 9.29 

From the ground state at time zero the time-dependent potential can be written as a sum of the ground state 

external potential with the time-dependent potential applied, 
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𝜐(𝑟, 𝑡) = 𝜐0(𝑟) + 𝜐1(𝑟, 𝑡). 9.30 

After 𝑡 = 0, the time dependent density changes under the external time-dependent potential as the ground 

state KS orbitals in the time domain, 

𝜌(𝑟, 𝑡) = ∑|𝜙𝑖(𝑟, 𝑡)|
2

𝑁

𝑖=1

9.31 

[−
∇2

2
+ 𝜐𝑠[𝜌(𝑟)](𝑟, 𝑡)] = 𝜙𝑖(𝑟, 𝑡) = 𝑖

𝛿

𝛿𝑡
𝜙𝑖(𝑟, 𝑡) 9.32 

𝜐𝑠[𝜌(𝑟)](𝑟, 𝑡) = 𝜐(𝑟, 𝑡) + ∫𝑑
3𝑟′

𝑛(𝑟′, 𝑡)

|𝑟 − 𝑟′|
+ 𝜐𝑋𝐶[𝜌(𝑟)](𝑟, 𝑡). 9.33 

Now the exchange-correlation must be approximated to yield realistic result for the time-dependent density 

and related energies. Next, we move ahead into linear response TDDFT, the most widely accepted practical 

approach to solving the time-dependent Schrödinger equation for large systems in a relatively accurate 

manner. 

 Linear response TDDFT leads to better performance in the prediction of transition energies 

because it can capture many-body effects and introduce mixing between the KS eigenstates. Much of the 

performance, however, rests in the exchange-correlation functional, 𝑓𝑋𝐶. Linear response theory captures 

the small deviations that arise due to a (relatively) weak electric field as is typically the case in 

spectroscopic experiments. Considering a static, ground state observable and its time-dependent variation, 

the response to the time-dependent perturbation is defined as the difference of the density at a short time 

after the electric field perturbation, t, and the density at time zero, �̂�(𝑡) − �̂�. When the external potential 

field is expanded to N-orders,  

�̂�(𝑡) − �̂� = �̂�1(𝑡) + �̂�2(𝑡) + �̂�3(𝑡) + ⋯ , 9.34 
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where increasing n represents a higher order response to the electric field (e.g. first order is the linear 

response, second is the quadratic response, etc.). These responses each have physical interpretations, like 

the polarizability and hyperpolarizabilities. Then the first-order response is a linear approximation to the 

difference caused by perturbation, and it can serve as a simplification to make the solution tractable. The 

linear response function and the response of the density is respectively, 

�̂�1(𝑡) = ∫ 𝑑𝑡′𝜒𝛼𝛽(𝑡 − 𝑡
′)𝐹(𝑡′) 

∞

−∞

9.35 

𝜌1(𝑟, 𝑡) = ∫ 𝑑𝑡′
∞

−∞

∫𝑑3𝑟′𝜒𝑛𝑛(𝑟, 𝑟
′, 𝑡 − 𝑡′)𝜐1(𝑟

′, 𝑡′) . 9.36 

The variable 𝜒𝑛𝑛 is the density-density response function that links the unperturbed and perturbed states, 

𝜒𝑛𝑛(𝑟, 𝑟
′, 𝑡 − 𝑡′) = −𝑖𝜃(𝑡 − 𝑡′)⟨Ψ|[�̂�(𝑟, 𝑡 − 𝑡′), �̂�(𝑟′)]|Ψ0⟩. 9.37 

and since the linear responses to the time-dependent potential perturbations are all separate from each other 

they can be independently combined. In this manner the Hamiltonian can be perturbed from its ground state 

formulation to yield a time-dependent term that gives a density response to be integrated over all space. 

Because time-dependent potential perturbations are typically envisioned as radiation with energies scaled to 

their frequency, the time domain is changed to frequency via a Fourier transform, 

𝐹(𝑡) = ∫
𝑑𝜔

2𝜋
𝐹(𝜔)𝑒−𝑖𝜔𝑡  

∞

−∞

9.37 

𝐹(𝜔) = ∫ 𝑑𝑡 𝐹(𝑡)𝑒𝑖𝜔𝑡 ,

∞

−∞

9.38 
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where 𝐹(𝑡)𝑎𝑛𝑑 𝐹(𝜔) are the fields perturbing the system under study. This transform yields, through the 

equivalency ∫ 𝑑𝑡′𝑒𝑖𝑡
′(𝜔−𝜔′) = 2𝜋𝛿(𝜔 − 𝜔′)

∞

−∞
 the linear response to the observable, �̂�1 = 𝜒𝑎𝑏(𝜔)𝐹(𝜔).  

The response function, 𝜒𝑎𝑏(𝜔), couples the ground state, 𝑎 (𝛼), to the excited state, 𝑏 (𝛽) through, 

𝜒𝛼𝛽(𝜔) = −𝑖∑ ∫ 𝑑𝜏𝜃(𝜏)𝑒𝑖𝜔𝜏
∞

−∞

∞

𝑛=1

[⟨Ψ0|�̂�|Ψ𝑛⟩⟨Ψ𝑛|�̂�|Ψ0⟩𝑒𝑛
−𝑖Ωτ − ⟨Ψ0|�̂�|Ψ𝑛⟩⟨Ψ𝑛|�̂�|Ψ0⟩𝑒𝑛

𝑖Ωτ]. 9.39 

This response function can then be transformed used within the frequency-dependent density response, 

𝜌1(𝑟, 𝜔) = ∫𝑑
3𝑟′𝜒𝑛𝑛(𝑟, 𝑟

′, 𝜔)𝜐(𝑟′, 𝜔) . 9.40 

From here the observables for the time-dependent system such as oscillator strength and transition energy 

can be calculated. 

 For a noninteracting KS system with the time-dependent external potential, 

𝜐𝑠[𝜌(𝑟)](𝑟, 𝑡) = 𝜐(𝑟, 𝑡) + ∫𝑑
3𝑟′

𝜌(𝑟′, 𝑡)

|𝑟 − 𝑟′|
+ 𝜐𝑋𝐶[𝜌(𝑟)](𝑟, 𝑡), 9.41 

can, by the Runge-Gross theorem, be expressed as the functional of time-dependent density, 

𝜌(𝑟, 𝑡) = 𝜌[𝜐𝑠](𝑟, 𝑡). 9.42 

Like above, the density can be expanded to the first order of the time-dependent external potential, 

𝜌1(𝑟, 𝑡) = ∫𝑑𝑡
′∫𝑑3𝑟′𝜒𝑠(𝑟, 𝑡, 𝑟

′, 𝑡′)𝜐𝑠1(𝑟
′, 𝑡′). 9.43 

And the density-density response in the noninteracting KS lens is, 
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𝜒𝑠(𝑟, 𝑡, 𝑟
′, 𝑡′) =

𝛿𝜌[𝜐𝑠](𝑟, 𝑡)

𝛿𝜐𝑠(𝑟
′, 𝑡′)

]
𝜐𝑠[𝜌0(𝑟)]

. 9.44 

Finally, the time-dependent external potential is, 

𝜐𝑠1[𝜌](𝑟, 𝑡) = 𝜐1(𝑟, 𝑡) + ∫𝑑
3𝑟′
𝜌1(𝑟

′, 𝑡)

|𝑟 − 𝑟′|
+ 𝜐1𝑋𝐶(𝑟, 𝑡) 9.45 

And the exchange-correlation potential term contains the exchange-correlation kernel by expansion, 

𝑓𝑋𝐶(𝑟, 𝑡, 𝑟
′, 𝑡′) =

𝛿𝜐𝑋𝐶[𝜌(𝑟)](𝑟, 𝑡
′)

𝛿𝜌(𝑟′, 𝑡′)
9.46 

 that is crucial to the accuracy of TDDFT calculations calculated by the Casida equation, 

[
𝐴 𝐵
𝐵 𝐴

] [
𝑋
𝑌
] = Ω [

−1 0
0 1

] [
𝑋
𝑌
] . 9.47 

𝐴 and 𝐵 can be broken into their matrix elements in the form,  

𝐴𝑖𝑎𝜎,𝑖′ ,𝑎′,𝜎′(Ω) = 𝛿𝑖𝑖
′ 𝛿𝑎𝑎

′ 𝛿𝜎𝜎′𝜔𝑎′𝑖′𝜎′ + 𝐾𝑖𝑎𝜎,𝑖′𝑎′𝜎′ 9.48 

𝐵𝑖𝑎𝜎,𝑖′𝑎′𝜎′(Ω) = 𝐾𝑖𝑎𝜎,𝑖′𝑎′𝜎′(Ω), 9.49 

And Ω is the excitation frequency. 
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9.3 Orbital Configurations and Natural Transition Orbitals  

Natural Transitions Orbitals (NTOs) were first described by Martin271 to compactly describe 

orbital transitions in terms of their origin before excitation, and destination after excitation. To accomplish 

this succinct description of electron particles and hole particles Martin relies on a principal component 

analysis (PCA) which is an ordering and selection of the principal orthogonal contributions to transition 

density fluctuations found by the decomposition of the transition density matrix (TDM). This 

decomposition breaks the TDM into an eigenvector-eigenvalue pair where the vectors represent a 

relationship between two separate molecular orbitals, and the eigenvalue represents the importance of that 

relationship to the electronic transition.  

The TDM is a rectangular matrix with dimensions, 𝑛 × 𝑚, where n is the number of occupied 

orbitals and m is the number of unoccupied orbitals. These orbitals themselves are described by orthogonal 

vectors of the unperturbed system, 𝑣0 𝑎𝑛𝑑 𝑣𝑢 and their coefficients, 𝑐0 𝑎𝑛𝑑 𝑐𝑢. In his description, Ullrich 

et. al.216 then define the time independent operator that connects occupied orbitals to unoccupied orbitals in 

terms of the one particle densities of two states of the same external (one with perturbation and one 

without, in terms of the single particle densities �̂�(𝑟) and �̂�(𝑟′) as, 

�̂�(𝑟, 𝑟′) = �̂�𝑇(𝑟′)�̂�(𝑟) 9.50 

and dependence on time requires the use of a phase factor to form the TDM, 

   

𝑇(𝑟, 𝑟′, 𝑡) = ⟨Ψ(𝑡)|�̂�(𝑟, 𝑟′)|Ψ0𝑒
−𝑖𝐸0𝑡⟩, 9.51 

that can be written with the eigenstate coefficients, 𝑐𝑘
∗ , based on the superpositioned eigenstates, 𝑘, of the 

steady-state TDM, 𝑇𝑘(𝑟, 𝑟
′), 

𝑇(𝑟, 𝑟′, 𝑡) = ∑ 𝑐𝑘
∗(𝑡)𝑇𝑘(𝑟, 𝑟

′)𝑒𝑖(𝐸𝑘−𝐸0)𝑡
𝑘

. 9.52 
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In this TDM the diagonal elements describe fluctuations in the transition density. It is these elements that 

can be used to form new orbitals by solving the eigenvalue problem, 

𝑇𝑇𝑇𝑢𝑖 = 𝜆𝑖𝑢𝑖 9.52 

𝑇𝑇𝑇𝑣𝑖 = 𝜆𝑖′𝑣𝑖 9.53 

and are ordered by the values of the 𝜆𝑖 and 𝜆𝑖 ′ and the eigenvectors 𝑢𝑖 and 𝑣𝑖 represent the hole particle and 

electron particle densities of a given transition 𝑖. These densities can be visualized and analyzed to assess 

the physical origin of holes and electrons in an electronic transition. 

 In the time-dependent Kohn-Sham formalism the KS orbitals can differ from the many body 

wavefunction considerably. This makes the choice of exchange-correlation functional an important factor, 

particularly those that don’t correct for correlation (like PBE), or range-separation (like B3LYP) can lead to 

results that over delocalize or over separate transitions.    
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9.4 Transition Density Matrix Analysis 

 TDM analysis focuses on the one-electron transition density matrix generated by TDDFT which 

considers the populations of the predominant orbital configurations that contribute to the one electron 

transition.118,133,216 Tracking orbital populations from the GS to the ES allows the movement of electron 

density between orbitals to be represented by an orbital correlation matrix. Summation over blocks – 

representing the orbitals belonging to each atom – in the orbital correlation matrix yields the atom 

correlation matrix for which each index represents the CT number, Ωij, between each pair of atoms. Further 

summation over all atoms yields the total CT number, ΩTot, which in the norm conserved MO basis of 

TDDFT will be a value close to 1. The diagonal elements of the atom correlation matrix represent the CT 

numbers which are completely local to the atom. Conversely, the off-diagonal blocks represent the 

correlation between the GS and ES of separate atoms, respectively; put simply, the movement of electron 

density from one atom to another.  

 

 Because TDM analysis is not simply focused on CT between individual atoms, we consider the 

CT numbers and CTC among groups of atoms termed “fragments”. The fragments are used to group atoms 

 

Figure 9.1 Example of the fragment correlation matrix showing key points to its 

interpretation.  
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from the atom correlation matrix to form a new matrix with blocks defined by the user (fragment 

correlation matrix). From this new block matrix, the CTC and other corresponding TDM statistics can be 

calculated. Fragment selection is highly important to the reliability of the TDM analysis; thus, we carefully 

select fragments which represent the most critical pieces of the structure involved in the CT transition. By 

using logical selections, we gain a clear two-dimensional picture of which portions or layers of the structure 

participate in the CT transition as a donor, acceptor, or spectator. 

 

 From the total sum of the off-diagonal blocks, the total charge transfer character (CTC) is 

determined. This measure is a useful high-level descriptor for the quantity of CT in an electronic transition, 

however, it does not completely encompass the nature of the exciton. For instance, CTC does not consider 

spatial orthogonality,117 or spatial separation between atoms’ orbitals118 and thus may can lead to spurious 

conclusions195 if other measures are not considered.194 To help cover the shortfalls of the CTC statistic, the 

root-mean-squared distance between the electron and hole centroids (RMSeh) can be used.217 Because 

RMSeh is derived from the difference in location of orbitals in the GS (hole centroid) versus the location of 

orbitals in the ES (electron centroid), it provides a statistic which is independent of orbital correlations and 

the orbital correlation matrix. This is useful because, as we soon discuss, RMSeh is also independent of 

fragment selection.  

 

Figure 9.2 Diagram showing the effects of projecting the electronic correlation to the 

atomic and fragment bases. 

 

 

 

 

Figure 9.2 Diagram showing the effects of projecting the electronic correlation to the 

atomic and fragment bases. 
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 CTC and RMSeh describe the amount of CT and the size of the photogenerated exciton, 

respectively. However, even together these two useful characteristics do not offer a complete description of 

the exciton. Perhaps a more informative metric than CTC is the proportion of coherence length (COH) to 

participation ratio (PR), COH:PR. Like CTC, COH:PR depends on the selection of fragments and the CT 

numbers, ΩF, of said fragments. Unlike CTC, COH:PR is a clearer measure of spatial overlap that indicates 

separation of the electron/hole pair.118,133 To start, PR quantifies delocalization calculated as the weighted 

arithmetic mean of the number of fragments involved in the GS (hole), and the number of fragments 

involved in the ES (electron). Especially with conjugated π-systems like the COFs in this work, the PR can 

be quite large and incorporates both local excitation (LE) and CT. Concomitant with PR, COH is also a 

spatial measure but instead of delocalization relates to the separation of the electron/hole pair, that is, the 

number of fragments with off-diagonal correlation. Diagonal elements in this matrix represent local 

transitions of electron density – that is, GS and ES orbitals that reside on the same fragment and off-

diagonal elements represent correlation of electron density between different units. A larger value of COH 

(measured in number of fragments) typically indicates better separation of the exciton but should be 

compared with PR to maintain consistency across systems. In the extreme case, if no diagonal  matrix 

elements are populated, then COH:PR (i.e. COH/PR)=1 and the exciton would be considered completely 

separated. 

9.5 Brunauer-Emmett-Teller Theory 

 The theory for which porosity and surface area measurements are determined is named after the 

founders of the method – Brunauer-Emmett-Teller (BET).272 BET theory relies on data collected from 

adsorption isotherms. In an adsorption isotherm, gas is introduced to the sample at a particular temperature 

such that the amount delivered is dependent on the gas pressure applied. To complete the measurement, the 

pressure is then reduced until the initial pressure is reached. If the pressure swing follows the same 

pathway, then the adsorption isotherm of the porous sample is considered reversible. Depending on the size 

of the pore, and the distribution of pore sizes multiple sharp increases or large plateaus in gas uptake may 

be observed. Figure 9.3 shows the different types of adsorption isotherms illustrating the difference which  

depend on the nature of the sample porosity.273 
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 Once the adsorption isotherm is collected analysis by BET theory yields the surface area starting 

from the linear equation,273 

𝑝
𝑝
°

𝑛 (1 − (
𝑝
𝑝
°))

=
1

𝑛𝑚𝐶
+
𝐶 − 1

𝑛𝑚𝐶
(
𝑝

𝑝
°) (9.54) 

where n is the number of moles of gas adsorbed onto the surface of the COF at a particular relative 

pressure. nm represents the capacity of the COF if an even monolayer forms at the surface and is used to 

calculate the surface area from the equation,274 

𝐴 = 𝑛𝑚𝜎0𝑁𝑎𝑣𝑜 (9.55) 

where Navo is Avogadro’s number, and  σm is the area density of the adsorbate in its liquid phase. For the 

commonly used N2 adsorbate this area density is 16.2Å.  

 

Figure 9.3 Chart showing the types of adsorption isotherms. 

Permanent porosity is confirmed by the swing following the same 

path upon gas uptake (adsorption) and release (desorption).273 
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9.6 Fundamentals of Water Oxidation 

In order to lay out a clear path forward for overall artificial photosynthesis artificial it is essential 

to carefully consider the water oxidation couple. This oxidation reaction is often termed water oxidation 

(WO) by chemists but can often be referred to as the oxygen evolution reaction (OER) in other scientific 

communities; WO will be used for the duration of this work. The overall reaction for WO involves two 

water molecules that overall lose 4 H+ and 4 e- and come together to form an O-O bond (Equation 9.56). 

2 𝐻2𝑂 →  4 𝐻
+ + 4 𝑒− + 𝑂2 (𝐸0 = 1.23 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                                 (9.56) 

WO is by nature a challenging reaction due to the kinetics involved in bringing two water molecules 

together at the same reaction site while removing 2 e- from each and successively dissociating their four 

protons. Indeed, it is a wonder that nature has developed a scheme to do this in quantities that allow for life 

on earth. Yet despite its relevance to artificial photosynthesis, examples of pure photocatalytic WO using 

MC remain rare and limited in scope because of the added difficulty of harnessing and directing photonic 

potential energy (hole, h+) to the oxidative site on the reaction time scale.275–277 As such, most works on 

WO are performed electrochemically which can be used to elicit mechanistic pathways relevant to 

photochemical WO and can help inform design decisions for photochemical WO catalysts. In 

electrochemical WO electrons are removed from the catalyst to the anode via the flow of electrolyte when a 

suitably positive potential is applied; this is mimicked in photochemical WO by removing electrons from 

the catalyst via some sacrificial electron acceptor. These have traditionally been rather strong chemical 

oxidizing agents like Ce(IV), but more recently have been replaced by some like Ru(III) that can itself be 

photogenerated in the presence of another, less harsh oxidizing agent to achieve the same function.278 

Photochemically relevant discussions often start from the basis of electrochemistry and the two techniques 

are quite complementary when used in unison.279  

 When an electron is moved into a higher energy state by a system’s absorption of a photon it 

leaves a vacancy in the ground state, this vacancy is commonly referred to as a hole – a term probably 

originating from Heisenberg280,281 in 1931 but not popularized until work on semiconductors in the late 

1930s and early 1940s by Schottky,282 Mott,283 and Jones284 as a way to rationalize charge movement in 

crystalline lattices. The hole has oxidative potential assumed equal to the ionization potential (IP) of the 

ground state molecule. IP can be accurately measured through advanced techniques like ultraviolet 
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photoemission spectroscopy (UPS) under high vacuum, but oftentimes the value is substituted for the 

oxidation potential measured electrochemically via cyclic voltammetry (CV) against a known standard. 

Since UPS is performed under high vacuum the substrate must either be in the gaseous or solid state. CV, 

on the other hand, imposes the limitation of being conducted in a solution which is acceptable as the 

conditions are more experimentally relevant. 

Water Nucleophilic Attack vs. Two Interacting Metallo-Oxyls 

Generally, in WO the hole is quenched by the first oxidation of bound H2O, releasing H+, e-, and 

leaving hydroxyl (OH-) bound to the oxidative reaction site. To complete WO and generate O2 the system 

must then associate another water molecule, undergo three more oxidations and three proton dissociations, 

and finally form the desired O-O bond before dissociating O2. Mechanistically, the way by which these 

steps occur is the subject of much debate and is likely system dependent.285 Some reports278 outline a 

single-site process known as water nucleophilic attack (WNA) in which the metal-OH- undergoes a second 

oxidation and proton dissociation to form a metal-oxyl radical or a metal-oxo complex. From here the 

system may be oxidized a third time, and in some cases an additional fourth time, before the oxygen atom 

of a second water molecule attacks the electron deficient metal-oxyl or metal-oxo and loses a proton to 

form a metal bound hydroperoxide (M-O-O-H). Finally, the fourth oxidation (if it has not occurred yet) and 

proton dissociation can occur leaving metal-peroxido (M-O2) that can dissociate O2 upon replacement by 

H2O. Catalyst regeneration in this scenario is achieved when two electrons are transferred to the catalytic 

metal site upon WNA, and two more upon O2 dissociation.  

Other reports find an O-O radical coupling between two interacting metallo-oxyl radicals, termed 

I2M. The I2M mechanism can occur either intra- or intermolecularly, but many systems utilizing dual-site 

catalysts have been found to enhance turnover frequency (TOF) due to faster intramolecular kinetics. In 

intermolecular I2M the two-interacting metallo-oxyl originates from concerted oxidization of metal bound 

water and dissociation of the water’s two protons. At this point the resonance between metallo-oxyl radical 

and metallo-oxo helps to stabilize the intermediate state allowing a homologous bimolecular reaction 

forming the peroxido bridged bimetallic intermediate that then decomposes in the presence of water to 

dissociate O2, regenerating the separate catalysts. Intramolecular I2M differs in that the peroxido bridge is 
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cleaved by water to form a terminal peroxido intermediate that instead dissociates O2 in the presence of 

water. 

Kinetic & Thermodynamic Challenges 

Kinetic challenges of electrochemical WO by MC are the same as photochemical WO. 

Understanding the mechanisms by which important WO intermediates form helps face these kinetic 

challenges. For instance, the discovery of the formation of a bimetallic bridging peroxido in I2M suggested 

that ligands can judiciously be designed to pre-organize the catalyst to help rapidly form the desired 

intermediate. An example of this prearrangement is the use of a 3,5-bis-(2-pyridyl)pyrazolate to bind two 

Ru(II) atoms in close proximity.286 H+ dissociation in both WNA and I2M as well as any proton-coupled 

electron transfer (PCET) in these mechanisms are influenced heavily by second coordination sphere effects 

and have been found to be more favorable in the presence of pendant Brønsted basic groups287,288. These 

design schemes will be particularly relevant to the discussion in Chapter 9 – Future Directions and how 

they can be installed and improved in Covalent Organic Frameworks but altogether show the type of design 

schemes that have been used for WO.  

Particularly, the discovery that 2,2’-bipyrdine-6,6’-dicarboxylate (bda) aids I2M by prearranging 

the bimolecular metallo-oxyl intermediates while also facilitating PCET was a breakthrough for WO by 

MC allowing TOF comparable to PSII (300 s-1 vs 100-400 s-1) when isoquinoline is used as the axial 

ligand.288,289 These pendant Brønsted base designs have been furthered by incorporating phosphonate 

groups instead of carboxylate groups,290,291 mixing-and-matching carboxylates and phosphonates,292 and 

substituting 2,2’-bipyridine-6,6’ derivatives for 2,2’:6’,2’’-terpyridine-6,6’ derivatives.287,293 This class of 

polypyridyl groups with pendant Brønsted bases have become known as Flexible Adaptive Multidentate 

Equatorial (FAME) ligands and represent a burgeoning field for further study.294 Of the multitude of 

designs that have been achieved for WO by MC a significant number use Ru(II) as the catalytic center, 

partially due to its ability to expand coordination from 6 to 7 once it reaches the fourth oxidation state, 

Ru(IV).288 The role that 7-coordinate Ru plays in WO, and whether it forms, is still up for debate,294,295 but 

so far it seems likely that FAME ligands can take advantage of this coordination expansion to enhance 

activity. 
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9.7 Fundamentals of CO2 Reduction for Artificial Photosynthesis Using Molecular Catalysts 

For the products that may be harvested from water splitting and CO2 reduction, the combination of 

H2 and O2 can be used within a hydrogen fuel cell to produce clean electricity. Alternatively, CO with H2 

(syn gas) can be converted into a huge array of chemical products through well-known methods like the 

Fischer-Tropsch process,296,297 the Haber process,298 among others.299 Notably, there can be significant 

competition between H2 and CO generation at the cathodic reaction site88  and while this is beneficial to 

produce syn gas, pure CO is seen as a more economically viable alternative.300,301  

Artificial photosynthesis can be designed in two overlapping ways – by using photovoltaics to 

capture solar energy and generate a current that drives an electrochemical reaction, or by absorbing solar 

energy with molecules that directly use it to perform a photochemical reaction. The two most 

environmentally relevant forms of artificial photosynthesis are the oxidation of water (H2O) to oxygen (O2), 

and the reduction of carbon dioxide (CO2) to various products like carbon monoxide (CO), formaldehyde 

(HCOH) methanol (CH3OH), formic acid (HCOOH), and methane (CH4).302–304 Together these half-

reactions form a reduction/oxidation (redox) couple in which electrons from the anodic H2O oxidation can 

be used by the cathodic CO2 reduction .304–306 Each half-reaction, however, poses distinct challenges 

making studies on overall artificial photosynthetic systems difficult, especially for molecular catalysts 

(MC) at high efficiencies. Thus, reports of overall artificial photosynthesis are rare with researchers instead 

focusing on understanding each side of the redox reaction separately. While electrochemical studies have 

provided a huge number of details about the factors controlling the thermodynamics and kinetics of both 

water oxidation (WO) reactions and CO2 reduction reactions (CO2RR), photochemical artificial 

photosynthesis is particularly interesting due to the overall efficiency, and the direct analogy it has with 

natural photosynthesis. Together, however, they provide rich details surrounding the relationship between 

structures and performance, and strategies to improve them are relatively similar. Due to its unique 

challenges photochemical WO titles are sparse, but photochemical CO2RR has a large footprint in the 

literature. Of the redox couple CO2RR bears more relevance to this dissertation, but discussions, examples, 

and future directions of WO will be covered. To gain a fundamental understanding of the factors 

controlling CO2RR the thermodynamics and kinetics of the reaction will be discussed while introducing 
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relevant examples that alter ligand structure and photosensitizer abilities to improve the performance of 

CO2 electro- and photoreduction catalysts.  

As outlined in Equations 9.57-9.62 CO2RR varies from needing 1 e- to form a CO2 radical at E0 = -

1.90V vs. NHE to 8 e- and 8 H+ to form CH4 at -0.24V vs. NHE.  

𝐶𝑂2 + 𝑒
−  →  𝐶𝑂2

∙  (𝐸0 = −1.90 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                                          (9.57) 

𝐶𝑂2 + 2𝑒
− +  2 𝐻+  →  𝐻𝐶𝑂𝑂𝐻 (𝐸0 = −0.61 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                             (9.58) 

𝐶𝑂2 + 2𝑒
− +  2 𝐻+  →  𝐶𝑂 + 𝐻2𝑂 (𝐸0 = −0.53 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                           (9.59) 

𝐶𝑂2 + 4 𝑒
− +  4 𝐻+  →  𝐻𝐶𝑂𝐻 + 𝐻2𝑂 (𝐸0 = −0.48𝑉 𝑣𝑠 𝑁𝐻𝐸)                                      (9.60) 

𝐶𝑂2 + 6 𝑒
− +  6 𝐻+  →  𝐶𝐻3𝑂𝐻 + 𝐻2𝑂 (𝐸0 = −0.38 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                     (9.61) 

𝐶𝑂2 + 8 𝑒
− +  8 𝐻+  →  𝐶𝐻4 + 2 𝐻2𝑂 (𝐸0 = −0.24 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                       (9.62) 

The formation of highly reduced products like CH3OH and CH4 requires a lower overall thermodynamic 

driving force, but as the number of components involved in these reactions increases so does the kinetic 

barrier. Photochemical CO2RR must occur within the lifetime of a photogenerated e-/h+ pair, setting up a 

race between reaction kinetics and photodynamic relaxation that makes achieving highly reduced products 

by photochemical methods challenging. As such, this dissertation will focus primarily on photochemical 

CO production.  

Thermodynamic control of intermediate pathways in CO2RR is especially important because of 

competing reactions that hinder selectivity of the overall reaction. The primary side reaction that occurs in 

lieu of CO2RR is the 2 e- reduction of 2 H+ to H2 at 0.00 V vs NHE (Equation 9.63). 

2 𝐻+ + 2 𝑒−  → 𝐻2 (𝐸0 = 0.0 𝑉 𝑣𝑠 𝑁𝐻𝐸)                                                          (9.63) 

Despite reasonable accessibility of photo- or electrochemical CO2RR to CO, the 2 e-/2 H+ reaction is even 

more favorable thermodynamically. Because of this, mechanisms and intermediates involved in CO/H2 

production are crucial to understanding how selectivity is governed. The energetic landscape of 

intermediates varies depending on their chemical environment, and the stability of each intermediate will 

determine the selectivity and activity of the catalytic cycle overall. So far, the study of selectivity in CO2RR 

has centered around two reaction pathways – known as the protonation-first, and reduction-first 

pathways.307–309  
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Hydride-First Pathway 

The hydride-first pathway is often referred to as the protonation-first pathway, but the latter has 

taken on a distinct meaning and t. First hypothesized based on the requirement that Ni(II) and Co(II) 

tetraazamacrocycles under a CO2 atmosphere would only generate CO and H2 when a protic solvent was 

included in the reaction mixture.310 Conducted under inert atmosphere achieved the same overall Faradaic 

efficiency (FE), but only H2 production took place – illustrating not only that CO2 is the source of CO, but 

also that there is competition between CO and H2 production. This competitive CO/H2 production 

suggested that in a protic solvent a metal hydride intermediate was generated and was necessary to reduce 

both H+ and CO2 substrates. At first, the role of the metal hydride in CO2RR was unknown until it was later 

shown that the hydride intermediate was necessary to lower the free energy of the CO2 adduct by 

facilitating CO2 insertion at the catalytic site. Over time, the necessity of metal hydride for CO2RR to 

proceed became somewhat obfuscated by the possibility of pathways that proceed via proton-coupled 

electron transfer (PCET), and so the definition of “protonation-first” became less clear. Particularly, a study 

on Ni(II) cyclam found that the intermediate formed in CO2RR was likely not a metal hydride since activity 

towards H2 generation was very low.311 Instead, protonation of the cyclam amine helped to facilitate CO2 

binding by serving as a PCET agent and forming an intramolecular hydrogen bond between the CO2 O and 

ammonium H, leading to lowered overpotential and selective CO production. Modern discussions 

involving the protonation-first pathway oftentimes assume some type of PCET takes place after reduction 

of the catalyst. Instead, protonation-first now often refers to protonation of metal bound formate (M-HCO2
-) 

that then dissociates H2O. To distinguish these pathways from one another the one involving hydride will 

be referred to as the hydride-first pathway. 

In the hydride pathway, the first thermodynamic factor to consider is favorability of metal center 

protonation.307 Metal hydride formation free energy is the sum of conjugate base protonation free energy 

with that of metal hydride deprotonation (Equation 9.64).312  

Δ𝐺 (𝑀− + 𝐻𝐴 →  𝑀𝐻 + 𝐴−) = Δ𝐺 ( 𝐴− +𝐻+→  𝐴𝐻) + Δ𝐺 (𝑀𝐻 → 𝑀− + 𝐻+)           (9.64) 

This free energy can be expressed in terms of pKa by Equation 9.68,307 

Δ𝐺 = −2.303 𝑅𝑇 log (
[𝐻𝐴]

[𝐻+][𝐴−]
) − 2.303 𝑅𝑇 log (

[𝑀−][𝐻+]

[𝑀𝐻]
)                                  (9.65) 
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Δ𝐺 = 2.303 𝑅𝑇 log (
[𝐻+][𝐴−]

[𝐻𝐴]
) − 2.303 𝑅𝑇 𝑙𝑜𝑔 (

[𝑀−][𝐻+]

[𝑀𝐻]
)                                  (9.66) 

ΔG =  −2.303 RT pKa
acid + 2.303 RT pKa

metal hydride
                                       (9.67) 

Δ𝐺 = −2.303𝑅𝑇(𝑝𝐾𝑎
𝑎𝑐𝑖𝑑 − 𝑝𝐾𝑎

𝑚𝑒𝑡𝑎𝑙 ℎ𝑦𝑑𝑟𝑖𝑑𝑒
)                                          (9.68) 

and is interpreted to mean that nucleophilicity increases with pKa upon protonation (M-H, stronger 

Brønsted base). Thus, since electron rich metals tend to require more negative potential to reduce, a 

negative linear relationship between pKa and reduction potential is expected. This relationship illustrates 

the link between the reduction potential and the M-H bond dissociation free energy which is helpful to 

explain CO2RR selectivity.313 Modeling the selectivity of the metal hydride towards H2 or intermediate 

formate production in CO2RR one must consider not only the pKa of the metal hydride, but also its two-

electron reduction potential and that of H+/H-. These factors combine to form the measure of hydricity, 

Δ𝐺𝐻− (Equation 9.72).314  

𝑀𝐻 → 𝑀+ + 𝐻−                                                                                    (9.69) 

The change in free energy in the formation of H2 is the sum of the hydricity with the free energy of acid 

deprotonation minus the cleavage energy of H2 (𝐶𝐻2) from the metal center (Equation 9.72). 

Δ𝐺(𝐻2) = Δ𝐺 (𝑀𝐻→ 𝑀
+ + 𝐻−) + Δ𝐺 (𝐻𝐴→𝐻+ + 𝐴−) − Δ𝐺 (𝑀𝐻2→𝑀 + 𝐻2)       (9.70) 

Δ𝐺(𝐻2) = −2.303 RT log (
[𝑀+][𝐻−]

[𝑀𝐻]
) − 2.303 𝑅𝑇 log (

[𝐻+][𝐴−]

[𝐻𝐴]
) + 2.303 𝑅𝑇 log(

[𝐻2][𝑀]

[𝑀𝐻2]
)  (9.71) 

Δ𝐺(𝐻2) = Δ𝐺𝐻− + 2.303 𝑅𝑇 𝑝𝐾𝑎
𝑎𝑐𝑖𝑑 − 𝐶𝐻2                                                  (9.72) 

On the other hand, the formation of formate intermediate is simply the free energy of insertion of CO2 into 

the metal hydride bond (Equation 9.74). 

𝑀𝐻 + 𝐶𝑂2→  𝑀𝐶𝑂2𝐻                                                                              (9.73) 

Δ𝐺(𝑀𝐶𝑂2𝐻) =  −2.303 𝑅𝑇 log (
[𝑀𝐶𝑂2𝐻]

[𝑀𝐻][𝐶𝑂2]
)                                                    (9.74) 

 The binding mode for CO2 insertion depends heavily on the ligand environment. Previous 

examples of structurally similar Ni(II) tetraazamacrocycles and Ni(II) cyclams showed the presence of an 

aliphatic amine enhanced the CO:H2 selectivity.310,311 More will be discussed about binding modes later in 
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this section. Nonetheless, some catalysts favor the binding of CO2 in such a way that promotes formation 

free formate (Equation 9.75), 

𝑀𝐻 + 𝐶𝑂2→𝑀
+ + 𝐻𝐶𝑂2

−                                                                           (9.75) 

and includes a term of formate analogous to hydricity (Equation 9.78). 

Δ𝐺(𝐻𝐶𝑂2
−) = Δ𝐺𝐻− + 2.303 𝑅𝑇 log (

[𝑀+][𝐻𝐶𝑂2
−]

[𝑀𝐻][𝐶𝑂2]
)                                             (9.76) 

Δ𝐺(𝐻𝐶𝑂2
−) = Δ𝐺𝐻− − 2.303 𝑅𝑇 𝑝𝐾𝑎

𝐻𝐶𝑂2
−

                                                          (9.77) 

Δ𝐺(𝐻𝐶𝑂2
−) = Δ𝐺𝐻− − Δ𝐺𝐻−(𝐻𝐶𝑂2

−).                                                                (9.78) 

 While the production of H2 is dependent on the pKa of the acid, the formate intermediate and free 

formate formations are not, thus if the pKa of the acid is less than the pKa of metal hydride then H2 

formation will be favored.307 As such, the reaction of metal hydride with CO2 can be exothermic in suitably 

acidic conditions because it is a 1 H+/2 e- process whereas H2 production requires 2 H+. Finally, if the 

metal-formate adduct is too stable it will resist HCO-
2 release; this will inhibit catalyst turnover of CO2 

even though it may mean that selective CO2RR takes place. Sabatier’s principle then comes into play 

suggesting that a CO2RR MC should be sufficiently electron rich to form hydrides but have a low enough 

formate hydricity to allow catalytic turnover. Overall, the hydride-first pathway is a straightforward way to 

perform CO2RR, but it lacks some distinct advantages of the protonation first pathway. 

Protonation-First Pathway 

There is debate over what follows in the next step;315 some studies make the claim that electron 

transfer to CO2 occurs in sync with proton (H+) transfer by a process known as proton coupled electron 

transfer (PCET);316,317 other studies claim that either a CO2 anion radical is formed, followed by subsequent 

protonation.301,318 Considering the thermodynamic barrier to CO2 radical formation, it seems that since 

PCET is more feasible (-0.53V vs -1.90V vs NHE @ pH 7) and thus should be considered the preferred 

target mechanism for CO2 reduction.319,320  

H+ from the OH- oxidation then either initiates a second PCET step or protonates the carboxylic 

acid radical anion resulting in the dissociation of H2O from the desired CO product. Thermodynamically, 

the complete redox requires a potential of 1.35V at neutral pH, but when considering the complex kinetics 

and/or an unavoidable CO2 anion radical intermediary the reaction does not typically proceed unless an 
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additional overpotential is applied.88,301 Regardless, the populated excited state must have a potential 

energy of -0.53V to catalyze CO2 reduction, and the unpopulated ground state must have a potential energy 

of 0.82V to catalyze H2O oxidation. The redox potentials highlight the need for an appropriate band gap in 

the photocatalyst and the kinetic requirements require intelligent and efficient energy transfer.  
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