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Abstract

Background: Digital breast tomosynthesis (DBT) has gained popularity as
breast imaging modality due to its pseudo-3D reconstruction and improved
accuracy compared to digital mammography. However, DBT faces challenges
in image quality and quantitative accuracy due to scatter radiation. Recent
advancements in deep learning (DL) have shown promise in using fast con-
volutional neural networks for scatter correction, achieving comparable results
to Monte Carlo (MC) simulations.

Purpose: To predict the scatter radiation signal in DBT projections within
clinically-acceptable times and using only clinically-available data, such as
compressed breast thickness and acquisition angle.

Methods: MC simulations to obtain scatter estimates were generated from
two types of digital breast phantoms. One set consisted of 600 realistically-
shaped homogeneous breast phantoms for initial DL training. The other set
was composed of 80 anthropomorphic phantoms, containing realistic internal
tissue texture, aimed at fine tuning the DL model for clinical applications. The
MC simulations generated scatter and primary maps per projection angle for a
wide-angle DBT system. Both datasets were used to train (using 7680 projec-
tions from homogeneous phantoms), validate (using 960 and 192 projections
from the homogeneous and anthropomorphic phantoms, respectively), and test
(using 960 and 48 projections from the homogeneous and anthropomorphic
phantoms, respectively) the DL model. The DL output was compared to the cor-
responding MC ground truth using both quantitative and qualitative metrics, such
as mean relative and mean absolute relative differences (MRD and MARD), and
to previously-published scatter-to-primary (SPR) ratios for similar breast phan-
toms. The scatter corrected DBT reconstructions were evaluated by analyzing
the obtained linear attenuation values and by visual assessment of corrected
projections in a clinical dataset. The time required for training and prediction per
projection, as well as the time it takes to produce scatter-corrected projection
images, were also tracked.

Results: The quantitative comparison between DL scatter predictions and MC
simulations showed a median MRD of 0.05% (interquartile range (IQR), —0.04%
to 0.13%) and a median MARD of 1.32% (IQR, 0.98% to 1.85%) for homoge-
neous phantom projections and a median MRD of —0.21% (IQR, —0.35% to
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—0.07%) and a median MARD of 1.43% (IQR, 1.32% to 1.66%) for the anthro-
pomorphic phantoms. The SPRs for different breast thicknesses and at different
projection angles were within + 15% of the previously-published ranges. The
visual assessment showed good prediction capabilities of the DL model with
a close match between MC and DL scatter estimates, as well as between
DL-based scatter corrected and anti-scatter grid corrected cases. The scatter
correction improved the accuracy of the reconstructed linear attenuation of adi-
pose tissue, reducing the error from —16% and —11% to —2.3% and 4.4% for an
anthropomorphic digital phantom and clinical case with similar breast thickness,
respectively. The DL model training took 40 min and prediction of a single pro-
jection took less than 0.01 s. Generating scatter corrected images took 0.03 s
per projection for clinical exams and 0.16 s for one entire projection set.

Conclusions: This DL-based method for estimating the scatter signal in
DBT projections is fast and accurate, paving the way for future quantitative

applications.

KEYWORDS

1 | INTRODUCTION

Digital breast tomosynthesis (DBT) is a fast-growing
technology that has seen its deployment spreading to
diagnostic and screening settings for breast cancer
care.’3 When compared to digital mammography (DM),
its 2D counterpart, DBT has shown improvements in
breast cancer detection, mainly due to a pseudo-3D
reconstruction of the breast."*® Through a series of
low-dose projection images that are acquired at dif-
ferent x-ray source angles with respect to the breast,
DBT images reduce the superimposition of different
breast structures, offering a superior detection accuracy
for breast cancer. On the other hand, this acquisition
strategy also comes with intrinsic challenges that dete-
riorate its image quality. For instance, while in DM the
number of scattered photons reaching the detector
can be reduced by adding a physical anti-scatter grid
between the breast and the detector, for DBT systems
the use of such a method is impractical. Primarily, due
to its commonly implemented acquisition geometry in
which the detector remains static while the x-ray tube
rotates in an arc. Therefore, scatter radiation is a known
contributing factor to image quality degradation in DBT
exams > impacting lesion conspicuity, possibly con-
tributing to the lower sensitivity of calcifications,'”
creating cupping artifacts, and reducing image
contrast®

For that reason, there has been an interest in devel-
oping scatter correction approaches for DBT Most
commonly, this involves the use of Monte Carlo (MC)
simulations to characterize and define the scatter radia-
tion in DBT projections. However, the computation times
of MC-based techniques are, usually, too long to be clin-
ically feasible. Different approaches have since been
proposed by multiple studies showing alternatives to
shorten these MC calculations 1712

breast tomosynthesis, deep learning, mammography, Monte Carlo, x-ray scatter correction

In the work from Diaz et al. a fast kernel-based method
was developed that can compute scatter field radia-
tion images in approximately 80 min, while taking into
account the scatter radiation from the compression and
breast support plate, and achieving a 10% error across
most of the breast area when compared with direct MC
simulations? Feng et al. created a precomputed library
of various x-ray scatter maps that can be used for the
correction of clinical cases in a matter of seconds."
In the case of Lu et al., their method relies on inter-
polating the measured scatter radiation in a region
outside of the breast into a scatter estimate within the
breast.'? Their approach is patient specific and can be
obtained in about 5 min but can be accelerated to under
a minute. However, either the long times required to
obtain a scatter field image is not appropriate for clini-
cal implementation, or the use of simplistic breast shape
phantoms requires the deformation of the precomputed
scatter maps in order for it to be used on a particular
clinical case. In addition, sensitivity to distortions in the
open field can yield larger errors in scatter estimates.

Current advances in deep-learning (DL) applied to
medical imaging have shown that it is possible to
overcome the trade-off between computation time and
scatter estimate accuracy. Particularly, some studies
have already shown promising results in the imple-
mentation of fast convolutional neural networks for
scatter estimation and correction methods in x-ray
breast imaging techniques,'>'° achieving comparable
performances to that of MC simulations. The present
work focuses thus on the prediction of the scatter radi-
ation signal, within clinically acceptable times and with
only using clinically-available data (such as compressed
breast thickness and acquisition angle), by means of
a DL model that is trained on MC simulations with a
realistic breast model. We demonstrate that the scatter
signal correction can be applied to DBT projections by
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testing our DL model on DBT images created from real-
istic heterogeneous digital breast phantoms, as well as
on clinical DBT cases. The proposed scatter estimation
method can naturally be applied to DM images acquired
without anti-scatter grid as well.

2 | MATERIALS AND METHODS

To estimate the scatter signal for clinical DBT cases,
first,a DL model was trained based on scatter estimates
created through MC simulations. These simulations
involved two types of digital phantoms: one generated
with a realistic breast shape model for the inclusion
of outer breast shape variations into initial DL training,
and a second set of anthropomorphic phantoms, aimed
at fine-tuning the DL model to include different tissue
distributions for clinical application. Both datasets were
pre-processed so that these DL inputs could closely
match the clinical DBT cases and scaled to facilitate
DL model training. Finally, the processed datasets were
input into the DL model for training, validation, and
testing and the output was compared with the corre-
sponding MC ground truth. The final model was then
applied to physical phantoms and clinical cases. A full
description of the breast phantoms, MC simulations, and
DL model is provided here, together with a description of
the metrics used to evaluate the model’s performance
quantitatively and qualitatively.

2.1 | Datasets

2.1.1 | Digital breast phantoms
Realistically-shaped digital breast phantoms were gen-
erated based on a publicly available patient-based
model obtained by scanning the external 3D shape of
the breast during patient DBT CC-view acquisitions with
structured light scanning technology.'® This is a model
that refines and extends previously published work,' "9
and with whichitis possible to generate digital phantoms
with different compressed thicknesses, outer breast cur-
vatures, and at different positions in the detector. Using
this model, we created 600 randomly-shaped homoge-
neous phantoms, with compressed breast thicknesses
uniformly distributed over 6 thickness groups of 10 mm
range each,between 30 and 89 mm. The digital phantom
voxel size was set to 1 mm in all directions.
Additionally, 80 anthropomorphic digital breast phan-
toms were obtained from the work of Garcia et al?° to
be used as an extra dataset of digital phantom cases
with realistic internal glandular and adipose texture to
further fine-tune our model to be applied to a clinical
case. These digital phantoms were generated by virtual
mechanical compression of patient breast computed
tomography scans. The digital phantom voxel size in
this case was 237 um in all directions and the included

breast thicknesses ranged from 35 to 82 mm in varying
proportions among the 6 thickness groups previously
described.

2.1.2 | Clinical dataset

To compare our proposed DL scatter estimation method
to physical measurements, a breast phantom designed
for quality control evaluation (Model 082, CIRS Inc., Nor-
folk, VA, USA) 50 and 80 mm thick was used. In addition,
we retrieved 5 de-identified patient DBT scans, col-
lected for a different study with ethics approval obtained
from our institutional ethics committee, as an additional
independent test set to evaluate our scatter estimation
DL model for clinical cases. The DBT scans had com-
pressed breast thicknesses of 30,40,47,57,and 61 mm
and were reviewed to ensure that they contained no
visible artifacts. All images were obtained with a wide-
angle DBT system (MAMMOMAT Inspiration, Siemens
Healthcare, Forchheim, Germany).

2.2 | Monte Carlo simulations

Primary and scatter DBT projections of the cre-
ated homogeneous and anthropomorphic digital breast
phantoms were generated using a previously validated’
MC simulation program based on the Geant4 toolkit.
The simulations reflected the geometry of a wide-angle
DBT system with 50° of scan angle, x-ray spectrum
with tungsten anode and rhodium filtration 2" typical and
commercially used materials and thicknesses for the
compression paddle and breast support table, detector
housing, and an x-ray detector with an active selenium
layer. The detector dimensions were set to 224 x 176
pixels with 1.36 mm pitch, corresponding to a 16 by
16 binning of the original 85 um pixel pitch to reduce
the computational cost. This down-sampling should not
affect the scatter estimates since we aim to correct for
the low-frequency component of the scatter signal.” The
source to detector distance was set to 655 mm, including
an air gap of 17 mm, with a point source emitting a beam
collimated to the detector and including the heel effect.
The simulated x-ray spectra matched those selected by
the systems automatic exposure control (AEC) for the
different breast thickness groups: tube voltages of 27,
28, 29, 30, 31, and 32 kV were used for the 30-39,
40—49,50-59,60-69,70—79,and 80—89 mm thickness
groups, respectively. The x-ray spectra were modeled
based on the work of Hernandez et al?! to match the
measured first half-value layer. The number of simu-
lated x-rays was set to result in similar detector dose
for all breasts by taking into account the thickness and
glandular composition of each digital phantom case. The
material composition for the randomly shaped digital
phantoms was defined as a homogeneous mix of adi-
pose and glandular tissue, varying randomly between
0% to 60% glandular tissue, by mass.

85U8017 SUOWIWOD BA11E81D) 8|qeotjdde ay) Aq psuIsnob ae sl VO '8sn JO S9Nl Joj Akelq18UIIUQ AB]1/M UO (SUONIPUCO-PUE-SWSIALI0Y A8 | 1M ARed Ul Uo//Sdy) SUORIPUOD pue swis | L) 88S *[£202/80/c2] U0 Akeidi8uliuO A8]iM usluiede soueud aluam L JO AiseAIUN Aq 6859T dwi/Z00T OT/I0p/wW00" A8 1mAiq 1 puljuo’wdee//sdny woj pspeojumod ‘8 ‘€202 ‘60ZVELYE



DEEP LEARNING X-RAY SCATTER ESTIMATION FOR DIGITAL BREAST TOMOSYNTHESIS

These simulations generated estimated scatter and
primary maps per projection angle. The scatter image
contains the energy deposited in the active layer by the
photons that underwent any number of scatter inter-
actions before reaching the detector. Any photons that
might reach the active layer from below were excluded.
The primary image contains the energy deposited in the
active layer of the photons that reached the detector
with no prior interactions. The set of projection angles
simulated per digital phantom always included the 0°
projection angle and additional projection angles ran-
domly selected over a]—-26°, 26°[ range. For each homo-
geneous digital phantom, four zero-degree and twelve
non-zero degree projections were simulated and one
zero-degree and two non-zero degree projections were
generated for each anthropomorphic digital phantom,
since the latter were only used for fine-tuning the model.
Therefore, the final homogeneous and anthropomorphic
digital phantom datasets contained 9600 projections
(600 phantoms x 16 projections) and 240 projections
(80 phantoms x 3 projections), respectively.

2.3 | Data pre-processing

2.3.1 | Projection image

Currently, the reconstructed DBT data is pre-processed
prior to reconstruction by performing a logarithmic trans-
formation. Therefore, to optimize the performance of the
DL model, it was trained to minimize the differences in
the logarithmic domain.

For this reason, pre-processing of these images first
involved flat-field correction of all the MC simulated data,
as is commonly applied to clinical scans, followed by
a further 2 by 2 binning to 112 x 88 pixel images to
reduce the DL computational cost. Next, the pixel values
of all projections were normalized to the median value
measured in a region of interest (ROI) in the projection
background (bg,,;) of the total (scatter + primary) sig-
nal, as illustrated in Figure 1. The bg,,; was obtained by
first thresholding the breast projection image to obtain
a mask, then using the inverse of such binary mask,
excluding the corners of the image, and eroding it (one
iteration using a kernel size of 29 x 29 pixels) to obtain
an ROI large enough that it would not touch the breast
area or the image limits, so that the region only includes
background intensity values.

Each projection was then divided by the median of
the obtained bg,,;, converted to the logarithmic domain,
and divided by —10 to ensure most of the intensity range
present in the image would be between 0 and 1, as per
Equation (1):

N P (xy)
/2orm (xy) = [_ﬁln <W(bgm,) )]+ @

MEDICAL PHYSICS——4

bgroi

FIGURE 1 Binary representation of the breast projection at 15
degrees (left) and the selected ROI (bg,.;, right) used to obtain the
median value in the projection background.

where 6 is the projection angle, /(x, y) is the DBT pro-
jection image and median(bg,,;) is the median value in
the background ROI. Any zero (but not negative) values

were set to 10_5, indicated by the operation [],. Lastly,
all images were zero-padded by 20 pixels before being
given as input to the DL model.

The simulated and processed sets of scatter, primary
and total (primary + scatter) projections from the homo-
geneous digital breast phantoms were split into training
(480 phantoms, eight per mm of breast thickness,
7680 projections), validation (60 phantoms, one per
mm of breast thickness, 960 projections) and test (60
phantoms, one per mm of breast thickness, 960 pro-
jections) sets. On the other hand, the anthropomorphic
digital phantom projections were split into a fine-tuning
(64 phantoms, 192 projections) and test set (16 phan-
toms, 48 projections).

2.3.2 | Thickness and angle maps

Since DBT projection images are also a function of the
compressed breast thickness and the projection angle,
in addition to the breast contents, thickness and angle
maps were generated for each input into the DL model
to provide additional information that can help improve
the accuracy of our model to different breast cases, as
demonstrated in another similar study.'> We expected
that this would create a more robust model that can
better handle variations in breast shape and position-
ing. The maps, having the same size as the processed
projection images, represent the pixel-by-pixel effective
thickness travelled between compression paddle and
breast support, and angle between the source and the
corresponding pixel (see Figure 2). Provided the com-
pressed breast thickness (th) value in millimeters, the
thickness map would then consist of values in the range

[th/100, tn(1oo ], where « is the largest angle found
cosine(a)

between source and one of the detector’s correspon-
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X Side View

Total projection Binary Mask
Thickness Map Angle Map

———— E—— )
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thickness range (mm)  angular range (degrees)

FIGURE 2 Schematic illustration to show how the projection angle («) and effective thickness between compression paddle and breast
support (Th) were calculated and corresponding final maps (with the range displayed in millimeters and degrees) for an 88 mm DBT

homogeneous digital phantom projection at zero-degrees.

dent pixels in degrees, that is, the one found at the
farthest, nipple-side, corner of the support table in a
zero-degree projection, for instance. The angle map val-
ues were expressed in degrees and divided by 100 to
scale them to below 1.

2.4 | Deep learning model for scatter
estimation

For our DL model, we modified a U-Net architecture®?
where the compressed breast thickness map and pro-
jection angle map were input to the bottom layer and
the pre-processed total projection image (i.e., the MC
primary + scatter or later the acquired image) was
input at the top layer (see Figure 3). The network was
implemented using Python 3.8.2 and TensorFlow 2.4.0
backend with Keras (v. 2.4.3) 23

The model’s total loss function (Equation 2) was
defined as the mean absolute relative difference
between ground truth (/g7) and predicted image (/,/eq)
and was calculated as an equally weighted sum
between the losses from the area inside the breast
(index b) and the background (index bg) area:

n Ipred, i—1GT, i E” lored, i—lGT, i
ZI' =1 ] i=1 Jar
leT, i b 6T, i by
loss = +
ny nbg

(2)

where ny, and npg are, respectively, the total number of
pixels inside and outside the breast segmented area of
the projection image (meaning that, n, + n,y = total
number of pixels in the projection image) and i repre-

sents each projection image from a total of n projections.

The mean absolute relative difference was used to avoid

a bias toward thicker breast since these cases normally
occupy larger areas of the projection image and would
present a larger weight during loss minimization, particu-
larly when compared with average to smaller thickness
breasts. On the other hand, the equally weighted sum
of the breast and background area was applied to help
ensure that more accurate estimates of both areas were
obtained. This is because, even though our primary inter-
est is to ensure an accurate scatter prediction inside
the breast segmented area, performing an estimation of
the signal intensity in the whole image directly did not
help to provide the accurate background signal intensity
that is needed to correctly scale the DBT projections for
reconstruction.

For the DL model training we initialized all kernel
weights randomly. We set the batch size to 32 and used

the Adam optimizer?* and a learning rate of 5 x 107*
that dropped in value by a factor of 0.1 after 5 epochs
when the change in the model’s total loss (monitored
using the validation set for better generalization of our

model after training) is smaller than 107°. The number
of epochs was chosen experimentally and then con-
trolled using early stopping to avoid overfitting of the
training set.

We evaluated the stability of our model by applying
a 5-fold cross-validation and selecting the best model.
Fine-tuning of our model was performed by using the
weights obtained from the best model achieved and
further fitting it to the anthropomorphic digital phan-
tom dataset to bring our scatter projection predictions
closer to what would be found in a clinical DBT projec-
tion. Further details of our model, including parameter
choices and illustration of our network’s learning curve
(Figure S1), has been added to the Supplementary
Material of this paper.
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{ Scatter Prediction
128 64 64 1
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% Max Pooling 2x2
o

| Up-Convolution 2x2

% Convolution 1x1

256 256

Modified U-Net architecture used to predict the scatter estimate based on a total projection input image, thickness map and

angle map. Displayed values correspond to the number of feature channels for convolutional layers. Batch normalization layer and a leaky
rectified linear unit activation layer followed each of the 3 x 3 convolution layers.

2.5 | Evaluation

The performance of our model was evaluated by com-
paring the scatter projections predicted by the DL model
(Spr) to the MC simulated scatter projections (Syc)
on our homogeneous digital test set, followed by a fur-
ther assessment of its fine-tuned performance on the
anthropomorphic digital phantom test set. The final sig-
nal intensity obtained by removing the scatter signal
predicted by our DL method was also compared to phys-
ical scatter reduction methods, specifically the use of an
anti-scatter grid in DM, performed with a physical homo-
geneous phantom. For the patient clinical DBT dataset,
scatter-to-primary ratio (SPR) and reconstructed lin-
ear attenuation values were measured and compared
to expected values from literature, and visual assess-
ment of the original and corrected projections was
performed.

251 | Mean relative differences

The mean relative difference (MRD, Equation 3) and the
mean absolute relative difference (MARD, Equation 4)
were measured inside the breast segmented area in

the logarithmic domain for both the homogeneous and
anthropomorphic test sets,

Z” < Smc,i—SpL,i >
i=1 ]
Sw, breast seg. area

MRD (%) = - x 100
(3)
Swci—SpLi
27=1 MZMC,iDL, breast
MARD (%) = reast seg. area %100 (4)

n

where n is once more the total number of pixels inside
the breast segmented area in the projection image and
i is the pixel index.

In this way, besides comparing Sp; to Sy,c, we could
evaluate, if possible, correlations or biases with respect
to the digital phantom thickness or projection angle
existed.

2.5.2 | Experimental evaluation

To assess the performance of our scatter correction
method in physical phantoms of known ground truth, DM
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acquisitions were obtained for the CIRS breast phantom.
Images of the phantom were acquired without any scat-
ter correction or reduction approach and acquired with
the anti-scatter grid (DM + Grid), the commonly used
physical scatter reduction method for DM. After acqui-
sition, our DL scatter estimation method was applied to
the full-field DM acquisitions where no scatter reduction
approach was used.

For each of these conditions, the signal intensity was
measured and compared by placing rectangular ROls
vertically (along the chest-wall) and horizontally (from
chest-wall to nipple) at the mid-plane of both 50 and
80 mm homogeneous semi-circular CIRS phantoms.
These measurements were performed at the center of
the phantom and excluding its borders since our model
was trained on realistic breast shaped phantoms that
present differences in curvature at the border of the
breast.

2.5.3 | Quantitative evaluation

While true scatter is unknown for clinical DBT data,
we can test if the estimated scatter falls within the
range expected from simulations and whether recon-
structed linear attenuation of adipose tissue matches
values reported in literature. Since the scatter signal
has been shown to mainly depend on thickness, angle,
and, to a minor extent, glandular fraction,” the SPRs
from our clinical DBT data were calculated, using the
best model trained on homogeneous digital phantoms,
based on an ROI placed at the center of mass (COM)
of the breast area. Thereafter, these SPR values were
compared to theoretical estimates obtained from previ-
ously fitted equations that computed the SPR for breast
thicknesses ranging from 2 to 8 cm.” The theoretical
estimates were measured at the breasts’ COM and for
any tomosynthesis projection angle between +30° of
homogeneous simulated digital breast phantoms.

To evaluate the quantitative accuracy of the recon-
struction after scatter correction, corrected and uncor-
rected projection data of a 46 mm anthropomorphic
and a 47 mm clinical case with negligible amount
of fibro-glandular structure, and using the fine-tuned
model, were further corrected for beam hardening and
then reconstructed using a model-based iterative recon-
struction with spectral model?®> generating a virtual
monochromatic reconstruction at 20 keV. Linear atten-
uation values were then measured in an ROI located
in the area of constant thickness through all the recon-
structed image planes of the anthropomorphic and
a clinical case and compared to values reported in
literature 2627 Additionally, the processing steps men-
tioned were applied to another ground truth reference for
further comparison: the MC simulated scatter-free (pri-
mary) signal from the anthropomorphic digital phantom
case.

254 |
run time

Visual assessment and prediction

Additionally, a visual assessment was performed to iden-
tify possible artifacts not captured with the quantitative
metrics. In the case of known ground truth (homoge-
neous and anthropomorphic digital breast phantoms),
the scatter predictions from DL and MC were displayed
together and an additional relative difference image was
assessed to evaluate the DL scatter predictions inside
the breast area, all in the logarithmic domain. In addi-
tion, vertical and horizontal profiles inside the breast
were plotted for three similar cases, in terms of thick-
ness and angular range, in each of the homogeneous,
anthropomorphic and clinical DBT datasets.

The time taken to train and predict a single projec-
tion was also evaluated, together with the run times for
generating scatter corrected projection images. The lat-
ter were evaluated as an average of the time taken to
predict and correct a single and all 25 DBT projections
for each of the five collected clinical cases. This was
done on a workstation with 128 GB RAM,an AMD Ryzen
Threadripper 1950 x 16-core processor,and an NVIDIA
RTX A6000 48GB GPU.

3 | RESULTS

3.1 | Mean relative differences

The MRD between the DL scatter predictions and
the MC simulations for all homogeneous test digital
phantom projections had a median of 0.05% with an
interquartile range (IQR) of —0.04% to 0.13%, while
the MARD was 1.32% with an IQR of 0.98% to 1.85%
(Figure 4, blue dots). The descending trend in the MARD
results (Figure 4, bottom left corner) is due to the change
in the number of photons used per MC simulation being
set according to the thickness and glandular composi-
tion of each digital phantom case. However, we found
that the pre-processing applied to normalize our pro-
jection images based on the median value measured
in an ROI of the projection background was imprecise,
resulting in lower noise in large thickness groups while
it was intended to be constant. The MRD and MARD
for the anthropomorphic digital phantoms, obtained an
approximately similar MRD with a median of —0.21%
and an IQR of —0.35% to —0.07%, and a MARD of
1.43% with an IQR of 1.32 to 1.66% (Figure 4, orange
diamonds).

3.2 | Experimental evaluation

The signal intensity in the rectangular ROIs placed on
the CIRS phantom DM images are plotted in Figure 5.
It can be seen that our DL scatter estimation method
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FIGURE 4 MRD and MARD measured in the logarithmic domain between MC and DL predictions for the 60 homogeneous and the 16
anthropomorphic digital breast phantoms of the respective test sets, plotted against their breast thickness (left column) and angular range (right

column).

maintains the signal trend and intensity of the physical
scatter reduction approach available, namely the use of
an anti-scatter grid.

3.3 | Quantitative evaluation

The results of the SPR analysis of the five clinical cases
are plotted in Figure 6. The theoretical SPR values for a
given thickness and angle were calculated taking into
account the possible extremes in breast glandularity
(0% and 100%) that could be present in the ROI placed
at the breast COM.

In the volume reconstructed from uncorrected projec-
tions, the linear attenuation of a 46 mm anthropomorphic
digital phantom was found to be 0.409 cm~", compared
to 0.474 cm~" in the scatter corrected volume, bringing it
closer to its simulated scatter-free reconstruction atten-
uation coefficient of 0.497 cm~". For the 47 mm-thick
clinical case, the linear attenuation coefficient changed
from 0.434 cm~" in the uncorrected reconstruction to
0.511 cm~" in the scatter corrected volume. The scatter
correction brought the linear attenuation values in both
cases closer to its theoretical value of 0.489 cm~",which
is the mean from previously reported values in2%27
when compared to the 16% and 11% linear attenuation
underestimation found in the uncorrected anthropomor-

phic and clinical cases, respectively. The comparison is
shown in Figure 7.

3.4 | Visual assessment and prediction
run time

Figure 8 shows MC and DL scatter predictions for
three homogeneous and anthropomorphic digital phan-
toms, where the overall DL impact on scatter predictions
inside the breast area in the logarithmic domain can be
observed. It can be seen on the top and fourth row of
Figure 8, how the thinner breasts result in higher pos-
itive and negative difference values (flatter histogram)
when comparing the DL to the MC predictions, follow-
ing what was observed in the MARD noise trend of
the bottom left graphic in Figure 4. In addition, it can
be observed how these values, which are all centered
around zero, decrease their variance as the compressed
breast thickness (and number of photons used in our
simulations) increases (third and last row of Figure 8).
It is also important to note that most cases do not
present any particular pattern in the error by the DL
predictions.

When plotting profiles of the scatter predicted by
MC and by DL in Figure 9 for the two digital phan-
toms (left and middle), MC and DL scatter estimates
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FIGURE 5 Physical measurements performed for DM acquisitions in 50 mm (top) and 80 mm (bottom) thick CIRS phantoms. Our proposed

DL scatter correction (SC) method resulted in images comparable to those of the other scatter reduction method, the anti-scatter grid. Note that
the scale of the y-axis in the graphs do not start at zero and that the digital units on the graphics y-axis are offset corrected.

are again closely matched. The trends followed by the
total and primary signal in our MC simulations can
also be observed in the clinical case (Figure 9, right
side), where we present our scatter corrected signal (i.e.,
the primary signal) and the total signal inside of the
breast.

Training of this model took approximately 40 min,
while the prediction of a single projection takes less than
0.01 s. Generating the scatter corrected images took an
average of 0.03 s per projection view for the clinical DBT
exams, while for the entire DBT projection set it took on
average 0.16 s.

85U8017 SUOWIWOD BA11E81D) 8|qeotjdde ay) Aq psuIsnob ae sl VO '8sn JO S9Nl Joj Akelq18UIIUQ AB]1/M UO (SUONIPUCO-PUE-SWSIALI0Y A8 | 1M ARed Ul Uo//Sdy) SUORIPUOD pue swis | L) 88S *[£202/80/c2] U0 Akeidi8uliuO A8]iM usluiede soueud aluam L JO AiseAIUN Aq 6859T dwi/Z00T OT/I0p/wW00" A8 1mAiq 1 puljuo’wdee//sdny woj pspeojumod ‘8 ‘€202 ‘60ZVELYE



DEEP LEARNING X-RAY SCATTER ESTIMATION FOR DIGITAL BREAST TOMOSYNTHESIS

Case 1: 30 mm

MEDICAL PHYSICS——%

Case 2: 40 mm

0.85 4
0.60 0.80 -
0.75 1
0.55 -
» o« 0701
[+ o
71 0.50 - 0 0.65
. ’
N v 0.60
0.45 - - s
~. - 0.55 1
~. -
-~ -
o404 T - 0.50 -
-20 -10 0 10 20

Angle (degrees)

Case 3: 47 mm

Angle (degrees)

Case 4: 57 mm

SPR

Angle (degrees)

Case 5: 61 mm

SPR

T T
-20 -10

Angle (degrees)

Angle (degrees)

SPR measured
—-— SPR for 0% glandularity
—— SPR for 100% glandularity

FIGURE 6 Graphical representation of SPR comparison between measured (dots) and theoretical (0% granularity—dashed lines; 100%
granularity—solid lines) values for five clinical cases. Note that the y-axis scale varies per graph.

Anthropomorphic Phantom Clinical Case Prior Publications

0.550 1

_—

0.525 A

0.500 - )

o o
P &
u ~
o w

L L

Linear attenuation (cm™!
o
iy
N
w

0.400

0.375 4
Uncorrected Corrected

Uncorrected Corrected Tomal®® Fredenberg?’

Prin;ary
FIGURE 7 Measured reconstructed linear attenuation at 20 keV in a 46 mm anthropomorphic digital phantom (dark blue dots) and a

47 mm clinical case (light blue dots) compared to values reported in literature?®27 (orange dots). Error bars represent one standard deviation,
within a single case for our measurements, and between multiple measured cases for the values from literature. Dashed orange line represents
the mean theoretical linear attenuation taken from the values reported in the literature.

85U8017 SUOWIWOD BA11E81D) 8|qeotjdde ay) Aq psuIsnob ae sl VO '8sn JO S9Nl Joj Akelq18UIIUQ AB]1/M UO (SUONIPUCO-PUE-SWSIALI0Y A8 | 1M ARed Ul Uo//Sdy) SUORIPUOD pue swis | L) 88S *[£202/80/c2] U0 Akeidi8uliuO A8]iM usluiede soueud aluam L JO AiseAIUN Aq 6859T dwi/Z00T OT/I0p/wW00" A8 1mAiq 1 puljuo’wdee//sdny woj pspeojumod ‘8 ‘€202 ‘60ZVELYE



% | \MEDICAL PHYSICS

Homogeneous Phantoms

Anthropomorphic Phantoms

DEEP LEARNING X-RAY SCATTER ESTIMATION FOR DIGITAL BREAST TOMOSYNTHESIS

MC GT DL Pred Rel Diff

10%
5.0%
th: 36 mm | \
w19 [ o
-5.0%
’ -10%
10%
5.0%
th: 64 mm 0%
o: 0°
-5.0%
-10%
10%
5.0%
th:76 mm| -
o: —15.7° |
-5.0%
-10%
MC GT DL Pred Rel Diff
— 10%
L 5.0%
th: 36 mm .
a: —19.5° 0%
L -5.0%
L 10%
10%
5.0%
th: 64 mm 0%
o: 0°
-5.0%
-10%
10%
5.0%
th: 76 mm 0%
o: —14.9°
| -5.0%
-10%

FIGURE 8 lllustration of scatter predictions from homogeneous (three first rows) and anthropomorphic (last three rows) digital phantoms
for: MC (first column) and DL (second column) together with the relative difference image (third column) to observe the overall DL impact on
scatter predictions in the logarithmic domain. The histograms plotted alongside the different digital breast phantom cases indicate the relative
difference values found inside the breast segmented area only. Cases are shown from top to bottom going from lower to higher compressed

breast thickness.
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FIGURE 9 \Vertical (dashed) and horizontal (full) profile lines inside of the breast for a 57 mm homogeneous digital phantom at a —21.8°
angle (left), a 58 mm anthropomorphic digital phantom at a —20.9° angle (center) and a 57 mm clinical DBT projection at a —21.05° angle
(right). In each graphic, the primary (black) and total (red) signal are plotted and for the digital phantom cases, the DL (yellow) and MC (blue)

predicted scatter signal is also shown.

4 | DISCUSSION
Recent developments in breast cancer imaging led to
the implementation and use of DBT as a screening
and diagnostic modality. Nonetheless, DBT is still subject
of ongoing research, for instance regarding its image
quality enhancement. In this work, we present our contri-
bution to this field by developing a DL model, trained on
realistic MC simulations, that is capable of predicting the
scatter signal from a DBT projection image without the
need to provide other information than already clinically
available, such as the compressed breast thickness and
projection angle of the DBT projection.

Our model is able to provide a scatter signal predic-
tion similar to those obtained through MC simulations,

with a single prediction being on average 10* times
faster than using MC simulations, comparable to what
has been previously demonstrated by another study.'*
Additionally, unlike the work from Feng et al.,'’ where a
lowpass filter needs to be applied to the original image

to obtain the scatter signal, in our new approach the
scatter signal is directly obtained and no extra empirical
pre-processing step is needed.

A median MRD of approximately 0.05% (IQR, —0.04
to 0.13%) together with a median MARD of 1.32% (IQR,
0.98 to 1.85%) was obtained for the homogeneous digi-
tal phantom cases, while the model fine-tuned on anthro-
pomorphic digital phantoms achieved similar MRD and
MARD ranges of —0.21% (IQR, —0.35 to —0.07%) and
1.43% (IQR, 1.32 to 1.66%), respectively. The negative
error observed for the MRD of the anthropomorphic
digital phantoms indicates that there is a slight overes-
timation in the scatter signal by our DL model for these
digital phantoms up to a maximum of approximately
—1%. However, we believe this is a relatively small devi-
ation from the ground truth scatter signal obtained from
our MC simulations and thus it shows that the DL model
can adapt well to reflect the scatter signal present in
our MC simulations for different digital phantoms and for
further use, even for other x-ray medical applications.
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The results presented in Figures 8 and 9 further exem-
plify the good prediction capabilities of the DL model,
where the introduction of artifacts or major changes in
the breast signal was avoided. The comparison between
MC and DL predictions in Figure 8 shows that diverse
breast segmented areas presented without any distinct
pattern errors and with a low error range within +10%.
This indicates that the DL model correctly predicted the
scatter signal in these digital phantoms without any spe-
cific bias, apart from some subtleties found near the skin
line for some of the anthropomorphic digital phantoms.
These biases, such as the one encountered near the
skin line of the 76 mm anthropomorphic digital phantom
(bottom row case in Figure 8), are likely due to a mis-
match between the breast shape of this digital phantom
and the breast shapes generated based on the patient-
based model, which were used as input for training and
prediction of the scatter signal. In Figure 9, it is shown
that the intensity of the signal in our simulated input data
was different when compared to the clinical cases used
(Figure 9, y-axis values), but yet again the DL proved
to be unaffected and provided a primary signal with the
trend previously observed for the digital phantom cases,
in the correct range of intensity values for the evaluated
clinical case.

Further evaluation of the performance of our model
included its application in the clinical setting. In Figure 5
it could be observed that our DL method provides an
estimate of the scatter signal in the CIRS phantom
comparable to the one obtained with physical reduc-
tion approaches, such as with an anti-scatter grid. The
subsequent application of our model to patient clinical
DBT exams presented comparable to improved results
to previous studies in terms of reported SPR and recon-
structed linear attenuation values, as well as the compu-
tational time required to scatter correct a DBT exam.

SPR values were measured for clinical cases with
different breast thicknesses (as presented in Figure 6)
and at different projection angles and presented val-
ues within +15% of the ranges previously reported from
a simulated framework,” except for projections angles
higher than 21° in the 56 and 61 mm cases. This can
be due to a lack of angle variability in the anthropo-
morphic digital phantoms used to create the fine-tuning
model, but it can also be due to a difference between the
system setup simulated in” compared to ours, since our
validation did not show a bias for large angles (Figure 4).

Quantitative evaluation of linear attenuation values
of adipose tissue (illustrated in Figure 7) for the DBT
projection data of a 46 mm anthropomorphic digital
phantom and a 47 mm clinical case showed an improve-
ment from 16% and 11% underestimation to 2.3%
underestimation and 4.4% overestimation after scat-
ter correction, when compared to previously reported
values from literature.

The run times obtained from predicting scatter maps
through our DL model and correcting a DBT exam were
improved regarding previous work. In our DL approach,

the average time to scatter correct five entire DBT
cases with 25 projections each was less than a second,
with around 0.03 s per projection for prediction and
correction using our previously specified GPU system,
compared to the fastest reported time of 3 s taken to
just predict scatter per projection using a GPU-based
fast Monte Carlo simulation approach?® Of course,
variations in hardware and future improvements in
GPU-based Monte Carlo algorithms could reduce this
difference.

Limitations in our work include the fact that our MC,
and consequently DL, simulations were based on the
geometry of one vendor and used physical parame-
ters dependent on one specific system, which might be
different for other systems depending on manufactur-
ing tolerances. The DL model was tested as well on
one DBT system, and so validation of the model on
other systems would be needed to further strengthen
our conclusions. Nonetheless, we believe that possible
system deviations can be accounted for in the data pre-
processing step, before applying the scatter estimation.
The set of clinical cases used was limited because in
the dataset available, for cases above 61 mm the back-
ground signal intensity was clipped to a constant value
while our approach requires the background information
to pre-process the image before the DL scatter predic-
tion. Finally, we developed and applied this model for
the CC view only and for practical application the MLO
view should be included as well, since standard DM and
DBT exams include both views. Therefore, future work
includes demonstrating it clinically in very large breasts
(70 and 80 mm thickness range), extending this model
to the MLO view, and training and validating a fine-tuned
model for the scatter correction of contrast-enhanced
mammography images.

5 | CONCLUSION

We developed a fast and accurate method to estimate
the scatter signal for breast tomosynthesis that will allow
further development of quantitative applications.
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