
Ed
ito

r:
B.

Ke
nn

ed
y
|T

yp
es

et
te
r:

E.
H
ug

he
s

Su
bm

itt
ed

:2
02

3-
05

-0
9
|A

cc
ep

te
d:

20
23

-0
7-
02

|P
ub

lis
he

d:
20

23
-0
9-
05

Subglacial volcano monitoring with fiber-optic sensing:
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ABSTRACT

We present a distributed acoustic sensing (DAS) experiment at Grímsvötn, Iceland. This is intended to investigate volcano-
microseismicity at Grímsvötn specifically, and to assess the suitability of DAS as a subglacial volcanomonitoring tool in general.
In spring 2021, we trenched a 12 km long fiber-optic cable into the ice sheet around and within the caldera, followed by nearly
one month of continuous recording. An image processing algorithm that exploits spatial coherence in DAS data detects on
average ∼100 events per day, almost 2 orders of magnitude more than in the regional earthquake catalog. A nonlinear Bayesian
inversion reveals the presence of pronounced seismicity clusters, containing events with magnitudes between −3.4 and 1.7.
Their close proximity to surface volcanic features suggests a geothermal origin. In addition to painting a fine-scale picture of
seismic activity at Grímsvötn, this work confirms the potential of DAS in subglacial volcano monitoring.

KEYWORDS: Distributed acoustic sensing; Volcano monitoring; Subglacial volcano; Hamiltonian Monte Carlo
inversion; Magnitudes; Earthquakes.

1 INTRODUCTION

Detailed seismic monitoring of subglacial volcanoes is often
hindered by their location in remote and hazardous environ-
ments, where challenging accessibility prohibits the instal-
lation and maintenance of dense, conventional seismic net-
works. Under such conditions, emerging fiber-optic sensing
technologies may be an attractive alternative, thanks to their
high spatio-temporal sampling. This large data volume, com-
bined with the robustness of the fibers and their low footprint
in deployment and maintenance, leads to the potential of DAS
as a volcano monitoring tool.
Within the growing family of fiber-optic sensing ap-
proaches, Distributed Acoustic Sensing (DAS) of ground de-
formation along a cable has received particular attention in
the geosciences [e.g. Lindsey and Martin 2021]. DAS provides
a network of measurements with meter-scale resolution that
can extend up to several tens of kilometers length, with a sam-
pling rate in the kHz range [Hartog 2017]. The density of this
network, combined with the broadband instrument response
[Jousset et al. 2018; Lindsey et al. 2020; Paitz et al. 2021], have
led to a wide range of applications, for instance, in active and
passive near-surface imaging and monitoring [e.g. Daley et al.
2013; Mateeva et al. 2014; Daley et al. 2016; Dou et al. 2017;
Martin et al. 2017], earthquake wavefield observations [Lind-
sey et al. 2017; Wang et al. 2018; Ajo-Franklin et al. 2019], and
glaciology [e.g. Walter et al. 2020; Hudson et al. 2021; Ficht-
ner et al. 2023]. A series of recent DAS studies on volcanoes
without a large ice cover [e.g. Currenti et al. 2021; Klaasen et
al. 2021; Fichtner et al. 2022; Flóvenz et al. 2022; Jousset et
al. 2022; Thelen et al. 2022] suggest that the technology may
equally contribute to subglacial volcano monitoring.

∗! sara.klaasen@erdw.ethz.ch

Grímsvötn in Iceland is a prominent example of a major
subglacial volcanic system and a comparatively convenient
testing ground for fiber-optic seismology. Located above the
Iceland hotspot and underneath the Vatnajökull ice cap, it pro-
duced one of the largest basaltic lava flows in human his-
toric times; the Laki (Skaftár Fires) eruption from 1783–1784
[Thordarson and Self 1993], which had extensive atmospheric
and environmental effects [Thordarson and Self 2003]. A low-
velocity body underneath Grímsvötn suggests that its magma
chamber extends to ∼3 km below the surface and is flanked by
higher-velocity anomalies underneath the caldera rim [Alfaro
et al. 2007]. Additionally, gravity data indicates the existence
of a more extended magma chamber to depths between 1.5–
4 km [Guðmundsson and Milsom 1997]. This environment
leads to geothermal activity that melts the glacier from below,
and sustains a semi-stable subglacial lake within the central
caldera [Björnsson and Guðmundsson 1993]. Figure 1 shows
the setting of Grímsvötn, including the approximate locations
of its most recent eruptions.
Grímsvötn is Iceland’s most active volcano, with more than
70 eruptions occurring in the last 1000 years. Its most recent
major eruption in 2011 included several ash plumes reach-
ing altitudes up to 15–20 km [Global Volcanism Program
2011]. The area is prone to quasi-periodic jökulhlaups, as the
subglacial lake fills with glacial meltwater until its ice dam
breaches and the lake drains [Reynolds et al. 2018]. Both the
ash clouds and the jökulhlaups form the largest hazards of
Grímsvötn, which can severely affect infrastructure, agricul-
ture, and aviation.
The broad range of Grímsvötn’s natural hazards demands
continuous monitoring and improvements of early-warning
systems that prolong warning times as much as possible. Ex-
perience with Hekla volcano in Iceland has shown that the
densification of seismic stations can increase warning times
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Figure 1: The ~12 km long DAS cable extends along the caldera rim and onto the subglacial lake on top of Grímsvötn. The DAS
interrogator and a seismometer were located at the research huts, while a GPS sensor was placed near the end of the cable above
the subglacial lake. The year numbers indicate approximate locations of previous fissure eruptions [Hreinsdotóttir et al. 2014],
the dashed white line demarcates the caldera boundary, and the inset shows the location of Grímsvötn in Iceland. (Sources:
topography Porter et al. 2018, inset [Imagery ©2023 TerraMetrics, Map data ©2023]).

from ∼30 minutes to nearly 2 hours [Barsotti et al. 2019].
At Grímsvötn, however, the challenging environment com-
plicates the installation and maintenance of extensive conven-
tional seismic networks. Here, we investigate whether DAS
can be an alternative monitoring option, because its operation
requires comparatively low labor and financial costs.

This research focuses on the experimental logistics, the
development of methods and codes for automated event detec-
tion and location, and the exploration of our specific dataset.
The paper is structured around the following themes: 1)
fieldwork logistics, 2) seismic event detection using image pro-
cessing techniques, 3) arrival time estimation based on cross
correlations, and 4) event location by probabilistic inversion
that jointly constrains event locations and velocity structure.

2 EXPERIMENTAL SETUP AND LOGISTICS

We collected the seismological data in spring 2021, which re-
sulted in approximately one month of continuous recordings
[Klaasen et al. 2022]. The installation of the ∼12 km long So-
lifos BRUfield fiber-optic cable took 3 days, including trench-
ing the cable ∼50 cm into the ice with a custom-made ice

plough pulled behind a snowcat, splicing parts of the cable,
and performing tap tests every 200 m along the cable in order
to link DAS channels to their geographic locations. Figure 1
shows the layout of the fiber-optic cable along the caldera.
The area experienced more snowfall after the deployment,
which ensured that the cable was frozen into the ice and well
protected against wind and temperature fluctuations.
We used a Silixa iDAS v2 interrogator that ran continu-
ously on power from a generator and batteries from 13–14
April 2021 and from 6–28 May 2021, with a sampling rate
of 200 Hz, a channel spacing of 8 m, and a gauge length of
10 m. These parameters strike a reasonable balance between
limiting the data volume and recording high-resolution sig-
nals of local seismicity. The total data volume amounts to
1.35 TB. Using only snow scooters, a team from the Icelandic
Meteorological Office (IMO) was able to retrieve the cable, pri-
marily for environmental reasons, during one day in August
2021, when the snow overlying the cable had melted away.
More technical details concerning the experimental setup and
a video∗ with an impression of the fieldwork are given in Sup-
plementary Material 1 and Klaasen [2023].

∗
https://youtu.be/J7cxVZvgyWQ
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Figure 2: This is an example of a waveform in the raw data (the colorbar is clipped), which is visually distinct from the optical
noise. Between kilometers ~9 and ~11.5 along the cable, ice sheet resonance with a dominant frequency of 0.22 Hz is visible,
which is present throughout the data [Fichtner et al. 2022]. The location of this quake is marked in Figure 5 and the local
magnitude of this event is –0.91.

3 EVENT DETECTION

The advantageous coupling conditions of the cable led to a
dataset of unexpectedly high quality. Without the need for
any preprocessing, we can identify numerous quakes recorded
along parts of the cable. A representative example is shown
in Figure 2, superimposed onto low-amplitude background
oscillations near the end of the cable, which are caused by
resonance of the ice sheet floating on top of the subglacial
lake [Fichtner et al. 2022]. The coherent observability of these
oscillations throughout the one-month experiment illustrates
that strain rate amplitudes in the range of 10 nanostrain s−1

could be reliably recorded. Optical noise from the interrogator
appears as horizontal stripes in Figure 2, as it tends to affect
single channels for some period of time, typically several sec-
onds.
While transient events are easily visible in the data without
processing, the size of the data volume prohibits the manual
compilation of an earthquake catalog, thereby requiring an au-
tomated approach. Single-trace detection methods [e.g. Allen
1978; Sleeman and van Eck 1999; Saragiotis et al. 2002], while
being mature and well-understood, are by design unable to
capitalize on the spatial coherence of seismic event recordings
offered by DAS. Algorithms based on artificial neural networks
[e.g. Gentili and Michelini 2006; Zhu and Beroza 2019] have the
added disadvantage of requiring a sufficiently large training
dataset, which is not available for Grímsvötn.
To exploit spatial coherence for event detection and travel-
time estimation, we implement and adapt an algorithm based
on a sequence of image processing techniques, the details of

which are described in Thrastarson et al. [2021]. Here we
limit ourselves to a condensed summary. The algorithm starts
with standard pre-processing steps, such as detrending and
bandpass filtering. Subsequently, every data point in time and
space is treated as the pixel of an image. Each pixel is then
transformed to binary (‘True’ or ‘False’) based on the inten-
sity of the amplitudes. We then select and remove all clusters
of ‘True’ points that form a purely horizontal line, as visible
in Figure 2, as their ‘True’ values are caused by optical noise.
We also eliminate data points that form small clusters of ‘True’
values that only affect few channels for a short period of time.
Finally, we retain signals that are coherent in space and time,
with True values in larger clusters.

The output of the algorithm is a catalog with an approxi-
mate recording window in time and space for each event. In
total, we detect 1828 events during the entire acquisition pe-
riod. This corresponds to around 50–150 events per day, nor-
malized for the recorded time per day, see Figure 3. This level
of seismicity is significantly higher than previously known. In
fact, only ∼1.3 % of these events can be found in the catalog
of the IMO, based on data from the South Iceland Lowland
(SIL) network.

4 ARRIVAL TIME ESTIMATION

To locate the detected events, we require arrival time mea-
surements along the cable. An algorithm for automated ar-
rival time estimation in DAS recordings should harness the
spatial coherence, while being able to handle variable signal-
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Figure 3: The number of events recorded per day with DAS re-
veals 50–150 events per day. The first and last day of record-
ings contain less events as we did not record for the full day.

to-noise ratios (SNR), large data volumes, as well as emerging
(non-impulsive) onsets that are typical for the Grímsvötn data.
To achieve these goals, we propose a fully automated al-
gorithm based on inter-channel cross-correlations. It exploits
spatial coherence while having only weak dependence on ab-
solute amplitudes. Figure 4 illustrates the different steps of the
algorithm.
Prior to the arrival time estimation, only the approximate
space time window of an event, as obtained from the detec-
tion algorithm, is available. A typical example is shown in
Figure 4A. The first step is the determination of the SNR of
each individual channel, using a noise window of 2 s prior to
the event. Subsequently, we cross-correlate all channels with
an SNR above a threshold with their nearest neighbours. Dur-
ing this cross-correlation, we measure the full width at half
maximum (FWHM) of the correlation peak, and use it as a
conservative arrival time error in the later event location. For
the channels with an SNR below the threshold, we linearly in-
terpolate the time shifts and their errors from the surrounding
channels where the SNR is above the threshold. The result
of this procedure is a pattern of relative arrival times. To ob-
tain absolute arrival times, we correlate the arrival times with
the data and determine the best-matching absolute time. The
result, for our example, is shown in Figure 4B.
To refine the arrival time estimates, we define a time win-
dow around these initial estimates, shown with the dashed
gray lines in Figure 4C. We then repeat the previous steps of
cross-correlation, interpolation and the correlation of the rel-
ative arrival-time pattern with the data using only the data
within the time window. The repetition of these steps with
sequentially shortened time windows in Figure 4C–E ensures
that the absolute arrival time estimates converge towards the
first-arrival times in the data, rather than later phases. The
final result, shown in Figure 4E, is repeated in greater detail
in Figure 4F.
The SNR threshold, allowed correlation shift, exact number
of iterations, and the definition of time windows during each

iteration are the most important tuning parameters of the algo-
rithm. We determine useful values for them by trial and error
for a few events, such that the resulting approximate arrival
time estimates seem to fit the data. We use an SNR threshold
for each event of 1.5 during the first iteration, and 1.1 dur-
ing the later iterations. The allowed correlation shift changes
per channel pair, and is determined by the physical distance
between the channels and an assumed minimum velocity of
600m s−1.
The result is a catalog of the first arrival time estimates and
their errors for 1803 events. The arrival times of the remaining
25 events could not be constrained, since they were recorded
at an insufficient number of channels with an SNR above the
threshold.

5 EVENT LOCATION

The location of events based on DAS data from areas with
complex geology suffers from three related classes of difficul-
ties. (1) The seismic velocity structure is poorly known. In the
special case of Grímsvötn, this problem is further exacerbated
by rough topography, the ice cover and the presence of the
subglacial lake, all of which change geometry significantly on
time scales of days to weeks. (2) Seismic phases may not be
unambiguously identified. This issue is caused by the com-
plex geology but also the unidirectionality of DAS recordings,
which precludes phase identification by polarization analysis.
In our data, some of the first observable waves may, for in-
stance, be Rayleigh waves and not lower-amplitude P- or S-
waves that may be below the noise level. (3) The combina-
tion of (1) and (2) leads to a nonlinear inverse problem, where
event location and phase-specific velocity structure must be
constrained jointly. Hence, the application of linearized inver-
sion procedures is excluded.
In the absence of a detailed velocity and geometry model
for Grímsvötn, the joint inversion for 1803 event locations and
a fully 3-D velocity model from scratch is clearly out of scale.
Therefore, we adopt a simplified approach, which provides
useful estimates that may later be refined with the help of full-
waveform modelling and inversion techniques. Specifically,
we model the arrival time τ of an event as

τ =

| |xstation − xevent | |

!effective
+ τ0 , (1)

with the unknown event location xevent, the position of a DAS
channel xstation, and the origin time τ0. The effective seismic
velocity !effective is considered constant for each event, and it
depends on both the a priori unknown nature of the seismic
phase and the propagation paths in the region between source
and the DAS channels where the event was recorded. Hence,
for each event, the model parameter vector is given by m =

[xevent, !effective, τ0]
! .

To properly account for the nonlinearity and trade-offs be-
tween the model parameters, we employ the Hamiltonian
Monte Carlo (HMC) algorithm. Originally developed for quan-
tum chromodynamics simulations [Duane et al. 1987], HMC
can serve as a Bayesian inference tool that largely derives its
efficiency from the use of gradient information [e.g. Neal 2012;
Betancourt 2017]. Recently, HMC has been adapted to seismic
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Figure 4: The arrival time estimates are refined in four iterations [B, C, D, E] with the following steps: [A] approximate space-time
window of the event, [B] the initial arrival times based on the waveforms of the entire event, [C], [D], [E] refinement of the arrival
time estimates using the data window given by the dashed gray line only, and [F] a zoom into the final result with error bars
every 10th channel for visibility. The location of this quake is marked in Figure 5 and the local magnitude of this event is 0.56.

Figure 5: The locations of 726 events in the vicinity of the fiber-optic cable reveal clusters in seismicity. Gray ellipses indicate
the standard deviation of the location error. The size and shading of the dots correspond to the local magnitude of each event.
Events marked in yellow were recorded by our DAS network and are also present in the national catalog of IMO.

event characterization [e.g. Fichtner and Simute 2018; Masfara
et al. 2022; Simute et al. 2023].
Within the Bayesian inference framework, we assume ap-
proximately Gaussian error statistics and define the data space
prior, or the likelihood function, as

"(τobs |m) ∝ exp








−
1

2

"∑

#=1

(
τ#obs − τ#calc (m)

σ#

)2






, (2)

where the summation is over the squared difference between
the # observed arrival times τ#obs and the calculated arrival
times τ#calc (m). The scaling σ# is the observational error stan-
dard deviation estimated in the arrival time measurement pro-
cedure described above. For the prior distribution in model
space, "(m), we use a uniform distribution between 10 and
10 000m s−1 for the effective velocity, with a starting model of
1200m s−1. We choose the least informative velocity prior to
ensure no preference is given for any medium the waves can
travel through, such as the bedrock, ice, snow, water, or air

(due to topography). For the event location, we define a uni-
form prior distribution that is centered around the mean co-
ordinate of the DAS channels and extends 16 km in both hor-
izontal directions and 8 km below the surface. The two priors
are chosen conservatively and combined into the posterior dis-
tribution using Bayes’ theorem, "(m|τobs) ∝ "(τobs |m)"(m)
[e.g. Bayes 1763; Tarantola 2005; Fichtner 2021]. For the
practical implementation of HMC, we use the freely available
HMCLab code package [Zunino et al. 2023].

We initially attempt to constrain the location of all events
for which we estimated arrival times. Subsequently, we ex-
clude events with a location uncertainty exceeding the picking
uncertainty or a location uncertainty above 1500 m, which typ-
ically results from the absence of a clearly defined maximum
in the posterior distribution. The maximum-likelihood loca-
tions plus standard deviations of the remaining 726 events are
displayed in Figure 5. The resulting effective velocities of the
events range from 435 to 8477m s−1. The procedure for mag-
nitude estimation will be described in the following section.
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6 EVENT MAGNITUDE

To enable comparisons with local earthquake magnitudes (Ml)
computed by IMO, we adopt their methodology to estimate
the local magnitudes of all the events detected and located
with our DAS data. The IMO procedure was originally devel-
oped for the SIL network, which started in 1988 to investigate
earthquakes in the South Iceland seismic zone with automated
earthquake analyses [Slunga 1981; Stefánsson et al. 1993; Böð-
varsson et al. 1996; Böðvarsson and Lund 2003]. This network
utilizes data from a few seismic stations near Grímsvötn, with
1 station located near the huts, and 4 other stations within a
radius of 30 km around the cable. Though their procedure
is similar to standard observatory approaches to magnitude
estimation, the application of the method to DAS data is non-
trivial because it is based on displacement velocity and not on
unidirectional strain rate. Hence, a conversion from strain rate
to displacement is often a prerequisite to derive information
about event magnitudes from DAS data [Lellouch et al. 2020;
Lior et al. 2021].
The magnitude estimation starts with a high-pass filter with
a 1.5 Hz cut-off frequency, which eliminates lower-frequency
noise that may corrupt the subsequent integration from the
strain rate to strain. As explained in detail by Paitz et al. [2021],
strain can be converted to velocity using the relation

ε(x, $) ≈
1

%(x, $)
!(x, $) , (3)

where ε is the strain measured in the direction of the cable,
% is the apparent phase velocity along the local cable direc-
tion, and ! is the displacement velocity in the direction of the
cable, that is, the time derivative of the particle displacement
in ms−1. All these quantities depend on the position along
the cable x and time $. Equation 3 uses the plane-wave ap-
proximation. The effective velocity is one of the outcomes
of the HMC algorithm, which yields one distinct velocity for
each event. However, this velocity corresponds to the waves
of the first arrival times, whereas the magnitude estimation is
based on the waves with the largest amplitudes, irrespective
of their phase. Therefore, we rescale the effective velocity for
each channel to correspond to the velocity of the waves with
the largest amplitudes. This results in a distinct scaling veloc-
ity for every channel, which we use to convert the data from
strain to displacement velocity.
The SIL magnitude estimation is based on counts, which
are related to displacement velocity by

counts = α ! , (4)

where several constants, unknown for DAS, are combined in
the α term. We approximate this scalar conversion by cali-
brating our results with the events recorded by both the re-
gional seismometer and our DAS network. The local magni-
tude for the &th station in the network is defined as

'# = log10 ((#) + 2.1 log10 ()#) − 4.8 , (5)

where (# is the maximum peak to peak amplitude in counts,
and )# is the distance between the station and the event in

km. Finally, we obtain the local magnitude ' of the event by
averaging over all '# that fall within ±0.5 of their median.
The combined effect of integrating the data, the velocity
conversion, the count calibration and the assumed proxim-
ity of all events, leads to a local magnitude scale that has to
be interpreted with some care. The results are summarized
in Figure 6A, which shows the cumulative magnitude distri-
bution on a Gutenberg-Richter plot [Gutenberg 1956] that re-
veals a plausible b-value around 1.5. The derived catalog with
earthquake detections, locations, and magnitudes is given in
Supplementary Material 2.

7 DISCUSSION

Our results underline the potentials and challenges of DAS
on subglacial volcanoes. While this pilot experiment pro-
vides new insights into the Grímsvötn volcanic system, it also
suggests improvements that could further develop DAS as a
volcano-monitoring tool.
Despite initial doubts concerning the feasibility of such an
experiment, the logistics were unexpectedly successful, result-
ing in a well-coupled cable and a rich dataset of high quality.
Based on the experience that we gained, the logistic effort of
future experiments may be reduced significantly. For exam-
ple, we employed a snowcat to trench the fiber-optic cable into
the ice, but discovered during the experiment that this may
also have been achieved with a light snow scooter. Another
consideration for experiments with longer duration would be
to avoid areas with rapid glacial flows, as this may damage
the cable. We recorded very noisy data towards the end of
the acquisition period near the steepest section of the cable,
which may be related to the onset of cable failure.
The large number of detected events exceeded our prior ex-
pectations, as the national network does not record this level
of seismicity. This emphasizes the lower detection threshold
of DAS, which reveals microseismicity at magnitudes down
to around −3. The majority of these events are local as
they are recorded only on small sections of the cable with
emergent onsets. This is in contrast to the few larger events
recorded on the entire cable with distinct P- and S-wave ar-
rivals. The largest recorded earthquake is the M7.3 earth-
quake from Southern Qinghai, China, on 21 May 2021. We
did not observe any obvious temporal systematics in the event
detections, as shown in Figure 3, which may require longer
acquisition periods.
The earthquake locations reveal three pronounced clusters
of shallow microseismicity, emphasized in Figure 7A. Major
cauldrons and fumaroles can be found within or near all of
the clusters. Though a glacial origin of these events cannot be
excluded, their spatial association to volcanic features at the
surface suggests a geothermal origin. A definite identification
of the underlying mechanisms would require a more precise
event depth estimation, possibly combined with a moment
tensor inversion. A more detailed structural model would,
however, be a prerequisite for this refinement. Figure 7B
shows the reviewed earthquake catalog of IMO for a period
of 30 years (1991–2021) at Grímsvötn. While it reveals a large
collection of earthquakes, it notably lacks quakes in cluster 1
that we record with DAS. The catalog of IMO has a detection
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Figure 6: [A] The Gutenberg-Richter distribution of all events from DAS reveals a b-value near 1.5 over a range of magnitudes
between –3.4 and 1.7. [B] The distribution of all reviewed events from IMO of 30 years reveals a similar b-value, and a higher
magnitude of completion. The magnitudes are plotted both cumulatively (black dots) and in bins (in gray), while the red dashed
line is fitted through the tail of the cumulative distribution.

Figure 7: [A] The distribution of earthquake locations from DAS reveals the presence of three pronounced clusters, marked by
dark blue ellipses. Major cauldrons, indicated by black squares, can be found near these clusters. Though a glacial origin of
these clustered events cannot be excluded, this correlation hints at a geothermal origin. [B] The earthquake catalog from IMO
of 30 years at Grímsvötn shows a collection of earthquakes extending in the SW-NE direction, which overlaps with cluster 2 and
3 in A. It does not contain a cluster of quakes that would correspond to cluster 1 in A. (Sources: Landsat-8 image courtesy of
the U.S. Geological Survey, cauldron locations are provided by the University of Iceland, and earthquakes in b) are provided by
IMO.)

threshold of −2, and a higher magnitude of completion than
this DAS dataset, see Figure 6. Consequently, the small events
in cluster 1 (e.g. the event in Figure 2) may have been missed
by the national network.
The magnitudes of the local earthquakes range from around

−3.4 to 1.7, with an elevated b-value of 1.5, which is typical
for volcanic environments [Roberts et al. 2015]. Figure 6 shows
that this b-value is comparable to the b-value of the catalog
of reviewed events of IMO between 1991–2021 in the same
area, even though this value is higher than found in previous
studies [Got et al. 2017]. We are able to record this level of

microseismicity, with a lower detection threshold and magni-
tude of completeness, thanks to both the good cable coupling
and the proximity of the cable to the hypocenters. The ability
to deploy a fiber-optic cable near such seismically active and
hazardous regions is one of the major advantages of DAS for
volcano monitoring.
The methods that we developed in this study focus on uti-
lizing the strengths of DAS data and going towards on-the-fly
computing. Whereas the large volume of DAS data and the
possibly lower SNR of individual channels may complicate the
use of single-trace methods, the dense spatial sampling of DAS
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reveals information that can be exploited as well. For longer-
term experiments machine-learning methods may prove use-
ful, assuming that a useful training dataset can be compiled.
The developed methods have the additional benefit of low
computational cost and full automation, which is a necessity
to move towards on-the-fly data analysis. This would enable
DAS to become an operational volcano-monitoring tool, as it
will allow data analysis without the need for extensive storage.
Based on our results, inferences on the seismicity and
subsurface structure of Grímsvötn could be further refined
through the use of full-waveform modelling and inversion
methods [e.g. Komatitsch and Vilotte 1998; Fichtner 2010; Igel
2016] that overcome some of our limiting assumptions, such
as one effective velocity per event and the straight ray approx-
imation. This research focuses on the initial data analysis to
obtain a first glimpse of the fine-scale seismicity of Grímsvötn
with little prior information.

8 CONCLUSIONS

From a logistical perspective, the major conclusions of this
work are (1) the feasibility of a large-scale fiber-optic sens-
ing experiment on a remote subglacial volcano, and (2) the
high data quality, with deformation recorded at the 10 nanos-
train s−1 level.
This data quality combined with the proximity of the cable
to event hypocenters enables the detection of local seismicity
with magnitudes as low as −3.4, that is largely being missed
by the regional seismometer network. Many of the events fall
into a small number of pronounced spatial clusters, typically
located in the vicinity of surface volcanic features.
The low detection threshold of DAS may be one of its main
advantages for subglacial volcano monitoring. This study
aims to provide a basis for systematic future efforts in that
direction.
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