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Abstract: Approximate nearest neighbor (ANN) search has become an essential paradigm for large-
scale image retrieval. Conventional ANN search requires the categories of query images to been seen
in the training set. However, facing the rapid evolution of newly-emerging concepts on the web, it is
too expensive to retrain the model via collecting labeled data with the new (unseen) concepts. Existing
zero-shot hashing methods choose the semantic space or intermediate space as the embedding space,
which ignore the inconsistency of visual space and semantic space and suffer from the hubness problem
on the zero-shot image retrieval task. In this paper, we present an novel deep quantization network with
visual-semantic alignment for efficient zero-shot image retrieval. Specifically, we adopt a multi-task
architecture that is capable of 1) learning discriminative and polymeric image representations for facil-
itating the visual-semantic alignment; 2) learning discriminative semantic embeddings for knowledge
transfer; and 3) learning compact binary codes for aligning the visual space and the semantic space.
We compare the proposed method with several state-of-the-art methods on several benchmark datasets,
and the experimental results validate the superiority of the proposed method.

Keywords: deep quantization; visual-semantic alignment; zero-shot learning; approximate nearest
neighbor search

1. Introduction

Content-based image retrieval (CBIR) has been widely studied in the past decade [1]. Due to com-
putational and memory constraints, these methods are unable to deal with large-scale data. In recent
years, the large-scale of and ever-growing nature of online image data makes approximate nearest
neighbor (ANN) search popular in image semantic retrieval tasks [2–5]. For ANN search, most re-
search efforts have been devoted to developing two promising binarization solutions, such as learning
to hash (L2H) [6–13] and learning to quantization (L2Q) [4,5,14–18]. By encoding real-valued images
into binary codes, hashing based methods or quantization based methods can achieve efficient storage
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and retrieval of image data in a large-scale database.
L2H based methods mainly aim to map high-dimensional data into a low-dimensional Hamming

space while preserving the data similarities or the semantic information. L2Q based methods mainly
aim to approximate feature representation using a quantizer (i.e., sign funciton) [4,5,11,14] or approx-
imate the high-dimensional data with a set of learned quantizers (i.e., different codebooks) [15–18].
Recent studies [5,16–18] indicate that L2Q based methods perform generally better than L2H methods
for image semantic retrieval tasks. The reason may be that L2Q methods can control the quantization
error until the statistically minimized error is arrived. Therefore, L2Q methods can generate higher
quality of binary codes than L2H methods. Generally speaking, the encoding time and retrieval effi-
ciency of quantization methods are slightly more costly than hashing methods [16].
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Figure 1. An illustrative diagram of the comparison of the existing zero-shot hashing frame-
work and the proposed one.

It should be noticed that existing ANN search approaches are based on the hypothesis that the
concepts of both database samples and query samples are seen at the training stage. However, the
hypothesis can be violated with the explosive growth of web data because a fast growing number of
images with the new semantic concepts spring up on the web. For the fast growing new concepts,
it seems almost impossible to annotate sufficient training data timely, and unrealistic to retrain the
model over and over again. Existing ANN search approaches yield poor retrieval performance because
they tend to recognize the images of unseen categories as one of the seen categories. Therefore, the
generalization ability of the model is essential for solving the retrieval problem of the unseen concepts.

To alleviate the problem mentioned above, zero-shot learning (ZSL) techniques [19–21] assume
both seen classes and unseen classes share a common semantic space where all the classes reside. The
shared semantic space can be characterized by attributes [22], word2vec [23] or WordNet [24]. In
the zero-shot classification task, the image classes in the training set and the test set are referred to as
seen classes and unseen classes respectively. During the test phase, the image from the unseen class is
assigned to the nearest class embedding vector in the shared space by a simple nearest neighbor search
strategy. Although ZSL techniques have achieved progress in zero-shot image classification, zero-shot
image retrieval has not yet been well explored.

Recently, zero-shot learning techniques have been introduced into learning to hash to improve the
generalization ability of the hashing model [25]. SitNet [25] incorporates a semantic embedding loss
and a regularized center loss into a multi-task architecture to capture the semantic structure in the se-
mantic space. To facilitate knowledge transferring and reduce the quantization error in the training
process, some quantization based methods [26, 27] propose to simultaneously transfer the semantic

Electronic Research Archive Volume 31, Issue 7, 4232–4247.



4234

information to binary codes and control the quantization error between low-dimensional feature rep-
resentations and learned binary codes. However, a significant disadvantage of these methods is that
the minimization of the quantization error in the training process is still unsatisfactory. Moreover, the
inconsistency of the visual space and semantic space has not been considered sufficiently, which can
increase the risk of the overfitting the seen classes and reduce the expansibility of the training model
to the unseen classes [28]. Last but not least, the works in [26, 27] utilize the semantic space as the
embedding space, which means projecting the visual feature vectors or hash codes into the semantic
space. This will shrink the variance of the projected data points and thus result in higher hubness (i.e.,
the projected data points will be closer to each other on average) [20]. In turn, the hubness problem
in the semantic space can decrease the semantic transfer ability of the visual feature vectors or hash
codes for the zero-shot image retrieval task.

In this paper, we propose a novel deep quantization network with visual-semantic alignment
(VSAQ) for efficient zero-shot image retrieval. Specifically, we design a deep quantization network
architecture which consists of the following components: 1) an image feature network to generate
discriminative and polymeric image representations for facilitating the visual-semantic alignment and
guiding the semantic embedding more easily; 2) a semantic embedding network to maximize the com-
patibility score between the image and semantic vectors for knowledge transfer; 3) a quantization loss
layer to control the quantization error of image representation and generate high quality of binary codes
for visual-semantic alignment and alleviating the hubness problem. We compare the proposed method
with several state-of-the-art methods on several benchmark datasets and the experimental results vali-
date the superiority of the proposed method.

The remainder of this paper is organized as follows: related work is reviewed in Section 2 and we
illustrate the proposed method in Section 3. Evaluation on three commonly used benchmark datasets
is described in Section 4, followed by conclusions in Section 5.
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Figure 2. An overall architecture overview of the proposed VSAQ model. We use the label
information to learn the image representations with discrimination and polymerization via
the image feature network (FNet), and then input the image representations into the image
embedding network (ENet) for improving the compatibility between the visual features and
the semantic vectors. The semantic vectors are mapped to the visual space and aligned with
the corresponding image representations via a collective quantization framework for allevi-
ating the hubness problem.
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2. Related work

2.1. Hashing for retrieval

Due to the ever-growing amount of image data on the internet, hashing has become a popular tech-
nique for image retrieval. Generally, we can divide existing hashing approaches into two categories:
data-independent and data-dependent hashing methods. Data-independent hashing methods map the
data points from the original feature space into a binary code space by using random projections as
hash functions. Representative data-independent hashing methods include Locality Sensitive Hashing
(LSH) [3]. These methods provide theoretical guarantees for mapping the nearby data points into the
same hash codes with high probabilities. However, they need long binary codes to achieve high pre-
cision. Data-dependent hashing methods learn hash functions and compact binary codes from training
data. Typical data-dependent hashing methods include spectral hashing (SH) [6], anchor graph hash-
ing (AGH) [7], supervised hashing with kernels (KSH) [8], supervised discrete hashing (SDH) [9] and
column sampling based discrete supervised hashing (COSDISH) [10]. Recently, benefiting from the
power of deep convolutional networks, deep hashing methods which integrate feature learning and
hash-code learning into the same end-to-end framework have been proposed to further improve the
semantic retrieval performance. Typical deep hashing methods include convolutional neural network
hashing deep pairwise supervised hashing (DPSH) [5], deep supervised discrete hashing (DSDH) [29],
deep supervised hashing (DSH) [13], and deep hashing network (DHN) [12]. Although there has been
success in semantic image retrieval, most existing hashing methods fail on zero-shot image retrieval,
due to the low generalization ability of learned hashing models for unseen concepts.

2.2. Quantization for retrieval

Quantization-based methods attempt to control the quantization error of the feature representations
using a quantizer (i.e., sign funciton) [4, 5, 11, 14, 30] or approximate the high-dimensional data with
a set of learned quantizers (i.e., different codebooks) [15–18]. For example, [4, 5, 14] and [30] try
to minimize the Euclidean distance and the cosine distance between continuous representations and
their signed binary codes respectively. Alternatively, [11] utilizes a sequence of smoothing activation
functions to gradually approach the sign function. Although the quantization error can be controlled
using a single quantizer, it is not statistically minimized for generating high-quality binary codes. To
further reduce the quantization error, [15–18] utilize the vector quantization (VQ) technique [31] to
improve the accuracy and efficiency of the quantification process. Benefiting from the power of VQ,
the retrieval performance has been improved significantly. However, these methods focus on traditional
image retrieval (i.e., the concepts of all samples are seen in the training set), and how to integrate them
into zero-shot image retrieval is still an open problem.

2.3. Zero-shot learning

Zero-shot learning recognizes unseen or novel classes that did not appear in the training stage
[19–21]. The zero-shot learning framework learns a compatible visual-semantic embedding space
and utilizes the learned embedding space as an intermediate to accomplish the zero-shot image clas-
sification task. The method in [20] utilizes a latent space as the visual-semantic embedding space
and introduces the least square loss between the embedded visual features and the embedded seman-
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tic vectors to cope with the hubness problem. The method in [21] utilizes the semantic space as the
visual-semantic embedding space and introduce an image feature structure constraint and a semantic
embedding structure constraint to learn structure-preserving image features and improve the general-
ization ability of the learned embedding space respectively. Recently, some works [25–27] attempt to
utilize the zero-shot learning for solving the zero-shot image retrieval problem. The method in [26]
projects the binary codes to the semantic space with the ridge regression formulation, which can ex-
acerbate the hubness problem. However, the quantization error is not statistically minimized and the
inconsistency of the visual space and semantic space has not been considered sufficiently.

3. Deep quantization network with visual-semantic alignment for zero-shot image retrieval

3.1. Problem definition

We follow the definition of zero-shot image retrieval in [25, 26]. The training set is defined as
S ≡ {xs

i , y
s
i , a

s
i }

ns
i=1. Each image xs

i ∈ XS is associated with a corresponding class label ys
i ∈ YS.

Similarly, the test set is defined as U ≡ {xu
j , y

u
j , a

u
j}

nu
i= j. Each image xu

j ∈ XU is associated with a
corresponding class label yu

j ∈ YU. The side information matrix A ∈ Rr×(|YS |+|YU |) is obtained from
the user-defined attributes or word2vec to transfer knowledge across concepts. The side information
of image xs

i can be denoted as as
i = Ays

i
, which corresponds to the ys

i -th column of A. According to
the setting of zero-shot learning, YS ∩ YU = ∅, i.e., the seen classes are disjoint from the unseen
classes. The goal of zero-shot hashing is to predict the binary codes of images from both seen classes
and unseen classes.

3.2. Network architecture

As illustrated in Figure 2, the proposed architecture mainly consists of three different components:
1) the image feature network (FNet) for learning discriminative and polymeric image representations;
2) the embedding network (Enet) for learning an embedding space to associate the visual information
with the semantic information; and 3) the quantization loss layer for controlling coding quality, aligning
the visual and semantic information and alleviating the hubness problem.

3.2.1. The image feature network (FNet)

The image feature network (FNet) aims to learn the semantic image representations with discrim-
ination and polymerization. We adopt AlexNet [32] as the base network using the layers from conv1
to fc7 and replace fc8 with a q-dimensional fully-connected layer (4096-128). In addition, the tanh(·)
activation function and an L2 Normalization Layer are added to enhance the nonlinear representation
ability and constrain the range of the output features. Inspired by [33], a variant of the softmax loss is
utilized to increase the discrimination of inter-class features and the compactness of intra-class features
as follows:

L f = −
1
n

n∑
i=1

log
exp(γ1⟨ϕ f (xs

i ), ĉk⟩)∑|YS |
j=1 exp(γ1⟨ϕ f (xs

i ), ĉ j⟩)
(3.1)

where ĉ j denotes the centroid of the features associated with the j-th class, and γ1 is set to 10 in all
experiments. The ϕ f (x) refers to the output of the FNet. Under the guidance of the label information
YS of the seen classes, the FNet can learn semantic-preserving image representations. In addition, the
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following image embedding network can learn the visual-semantic embedding space more easily with
the help of such semantic-preserving image representations. Finally, it can assist the visual-semantic
alignment more easily.

3.2.2. The semantic embedding network (ENet)

The embedding network (ENet) aims to learn an embedding space to associate the visual infor-
mation with the semantic information. According to most of previous ZSL methods, we utilize the
semantic space of A as the visual-semantic embedding space, i.e., projecting the outputs of FNet into
the semantic space. Therefore, the ENet is constructed by an r-dimensional fully-connected layer
(128-d) followed by the tanh(·) activation function and an L2 Normalization Layer, where r denotes
the length of the semantic vectors. We use the following inner product to define the compatibility score
between the visual embedding ϕe(x) and the semantic vector ay. Similar to traditional image classifi-
cation tasks, we replace the classification score with the compatibility score in the following softmax
loss:

Le = −
1
n

n∑
i=1

log
exp(γ2⟨ϕe(xs

i ), â
s
k⟩)∑|AS |

j=1 exp(γ2⟨ϕe(xs
i ), â

s
j⟩)

(3.2)

where ϕe(xs
i ) denotes the output of the ENet, âs

j denotes the L2-normalized side information (attribute
or word2vec) associated with the j-th class and γ2 is set to 10 in all experiments.

3.2.3. Deep quantization with visual-semantic alignment

The acquirement of the semantic information is independent of visual samples. Therefore, the class
structures between the visual space and semantic space are usually inconsistent. For example, the
concepts of ‘cat’ and ‘dog’ locate quite close to each other in the semantic space, while the appearance
features of ‘cat’ and ‘dog’ are far away from each other in the visual space. If we only use the semantic
space as the visual-semantic embedding space, the mapped visual embeddings can be collapsed to
hubs [34], i.e., nearest neighbours to many other projected visual feature representation vectors. To
alleviate the hubness problem, we map the semantic information to the visual space and align the
projected semantic vectors with the visual features in the visual space using a collective quantization
framework.

Specifically, we use a matrix W ∈ Rr×q to map the L2-normalized semantic vectors to the visual
space. The semantic image representations ϕ f (xi) and the corresponding mapped semantic vectors
WT â j are quantized using two codebooks C = [C1, · · · ,CM] and D = [D1, · · · ,DM] respectively. Each
sub-codebook Cm (or Dm) consists of K codewords Cm = [Cm1, · · · ,CmK] where the k-th codeword Cmk

corresponds to a q-dimensional vector. The basic idea for visual-semantic alignment is to learn two
codebooks to quantize the visual features and the corresponding mapped semantic vectors into binary
codes and enforce the binary codes to be the same between them. The loss function can be written as:

Lq =
1
n

n∑
i=1

∥ϕ f (xs
i ) −

M∑
m=1

Cmbmi∥
2+

1
n

n∑
i=1

(∥WT Âys
i
−

M∑
m=1

Dmbmi∥
2 + λ∥W∥2),

s.t., ∥bmi∥0 = 1, bmi ∈ {0, 1}K ,

(3.3)
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where λ > 0 is a balancing parameter, and Âys
i

is the L2-normalized semantic vector of i-th image. ∥ · ∥0
refers to the ℓ0-norm which returns the number of the vector’s non-zero values. The constraint indicates
that {bmi}

K
m=1 are the one-of-K encodings which means only one of the codeword per sub-codebook in

codebooks C and D can be activated to approximate the semantic image representations ϕ f (x) and the
corresponding mapped semantic vectors WT â j. Each one-of-K encodings {bmi}

M
m=1 can be compressed

in log2K bits. We can obtain compact binary codes with B = Mlog2K bits by concatenating all M
compressed encodings. The one-of-K encodings {bmi}

M
m=1 play the key role to align the visual space

and the semantic space, thus the consistency of the class structures can be guaranteed in the two spaces.
The final objective function for training the whole network is constructed by aggregating all the loss

functions as follows:
L = L f + αLe + βLq (3.4)

where α and β are two hyperparameters to balance the influence of different terms.
Approximate nearest neighbor search with the inner product distance is a powerful tool for quan-

tization techniques. Given an unseen image query xq and the binary codes of database points
{bn = [b1n; · · · ; bMn]}Nn=1, we first use the trained image feature network to obtain the image repre-
sentations. Following the asymmetric search method in [16–18], we adopt the asymmetric quantizer
distance (AQD) to compute the inner-product similarity between the unseen query xu

q and database
point xn as follows:

AQD(xu
q, xn) =

M∑
m=1

ϕ f (xu
q)T (

M∑
m=1

Cmbmn) (3.5)

where
∑M

m=1 Cmbmn is used to approximate the image representation of the database point xn. Given an
unseen query xu

q, the inner-products between ϕ f (xu
q) and all M codebooks {Cm}

M
m=1 and all K possible

values of bmn can be pre-computed and stored in a M × K lookup table. Therefore, the computation of
AQD between the unseen query and all database points can be speed up. Considering computational
complexity, it is slightly more costly than the Hamming distance, since M table lookups and additions
are involved.

4. Learning algorithm

The optimization problem contains four sets of variables including the network parameters Θ, the
centroid of the features Ĉ = {ĉ1, · · · , ĉ|YS |}, the projection matrix W, the codebooks C and D, and
the binary codes B = [b1, · · · ,bn]. In the following optimization process, we adopt an alternating
optimization strategy that updates one variable while holding fixed all other variables iteratively.

Updating Θ. We adopt the standard back-propagation algorithm with automatic differentiation
techniques in Pytorch [35] to update the network parameters Θ.

Updating Ĉ. We can update {ĉi}
|YS |

i=1 as follows:

ĉ j =
1

|{ys
i ∈ j}ns

i=1|

∑
ys

i ∈ j

ϕ f (xs
i ) (4.1)

where {ys
i ∈ j}ns

i=1 denotes the set of samples from class j.
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Updating W. We can update the projection matrix W by optimizing the following subproblem

min
W

n∑
i=1

∥WT Âys
i
−

M∑
m=1

Dmbmi∥
2 + λ∥W∥2. (4.2)

We can obtain an analytic solution for this unconstrained quadratic problem as follows:

W = (ÂYSYST ÂT
+ λI)−1ÂYSBT DT (4.3)

where YS = [ys
1, · · · , y

s
n] ∈ {0, 1}(|YS |+|YU |)×n is the label matrix of training images with each column

corresponding to a one-hot vector and I is an identity matrix.
Updating C. We rewrite the optimization problem w.r.t. the dictionary C in matrix formulation as

follows:
min

C
∥Φ f − CB∥2 (4.4)

where Φ f = [ϕ f (xs
1), · · · , ϕ f (xs

n)]. We can update C with the following analytic solution

C = Φ f BT (BBT )−1. (4.5)

Updating D. Similarly to the update method for C, we can update D with the following analytic
solution

D =WT ÂYSBT (BBT )−1. (4.6)

Updating B. We can decompose the optimization problem for B into n subproblems, since {bi}
n
i=1

are independent of each other. For bi, the subproblem can be written as

min
bi
∥ϕ f (xs

i ) −
M∑

m=1

Cmbmi∥
2 + ∥WT Âys

i
−

M∑
m=1

Dmbmi∥
2 (4.7)

which can be further simplified as

min
bi
∥

[
ϕ f (xs

i )
WT Âys

i

]
−

M∑
m=1

[
Cm

Dm

]
bmi∥

2. (4.8)

Generally, the above optimization problem is NP-hard. We adopt the iterated conditional modes
(ICM) algorithm [36] to solve M indicators {bmi}

M
m=1 alternatively. Specifically, fixing {bm′i}m′,m, we

check all the elements in
[

Cm

Dm

]
exhaustively and find the element such that the obective function is

minimized. Then, the corresponding entry of bmi is updated to 1 and the rest is updated to 0. The
ICM algorithm is guaranteed to converge until the maximum iterations reached. The algorithm is
summarized in Algorithm 1.
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Algorithm 1 VSAQ algorithm
Input:

Training set S ≡ {xs
i , y

s
i , a

s
i }

ns
i=1;

Output:
Parameter Θ of the deep neural networks.

Initialization:
Initialize network parameter Θ, mini-batch size M, the iteration number T ;

1: for epoch = 1, 2, . . . ,T do
2: Update W according to Eq (4.2);
3: Update C according to Eq (4.5);
4: Update D according to Eq (4.6);
5: Update B according to Eq (4.8);
6: Update the parameter Θ by using backpropagation;
7: end for

5. Experiments

We evaluate and compare the proposed method with state-of-the-art baselines on several benchmark
datasets. The proposed method is implemented with the open-source deep learning toolbox Pytorch
[35]. All the experiments are carried out on a server with an Intel(R) Xeon(R) E5-2620 v4@2.10GHz
CPU, 128GB RAM and two GeForce TITAN X GPUs with 24GB memory.

5.1. Datasets

Three widely used datasets including Animals with Attributes [37], CIFAR10 [32] and ImageNet
[38] are adopted to evaluate the proposed method and other baselines.

Animals with Attributes: contains 30,475 images from 50 animal categories. Each class is pro-
vided with 85 semantic attributes.

CIFAR-10: consists of 60,000 color images. The image size is 32 × 32 pixels. Each image is
associated with one of the ten classes with each class containing 6000 images.

ImageNet: consists of 1.2 million images labeled with 1000 categories/synsets for the Large Scale
Visual Recognition Challenge 2012 (ILSVRC2012).

5.2. Experimental settings

Following the settings in [25, 26], we construct the zero-shot scenario by splitting the benchmark
datasets into seen classes and unseen classes. Specifically, for the Animals with Attributes (AwA)
dataset, we randomly split the 50 animal categories into five groups with each group containing ten
categories. In turn, we use one group as the unseen classes and the remaining groups as the seen
classes. Therefore, we can obtain 5 different seen-unseen splits. We utilize 85-dim attribute vectors
as the semantic vector. For the CIFAR10 dataset, we use one category as the unseen class and the
remaining categories as the seen classes. Consequently, we can obtain 10 different seen-unseen splits.
The 300-dimensional semantic vector is extracted from class names using the word2vec tool. For the
ImageNet dataset, we randomly select a subset of ImageNet with 100 categories, which gives us about
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130,000 images for evaluation. The 100 selected categories have the semantic vector from word2vec.
We use 10 categories as seen classes and the remaining 90 categories as unseen classes, and thus we
can obtain 10 different seen-unseen splits. Similar to CIFAR10, we use the word2vec tool to extract
300-dimensional semantic vectors from class names. For all three datasets, we randomly take 1000
images from the unseen categories as the query set. The remaining images from the remaining unseen
categories images and all the seen categories images are treated as the retrieval database. For training,
we randomly select 10,000 images from the seen categories as the training set.

We use the widely used mean Average Precision (mAP) based on Hamming ranking as the evalu-
ation metric. The final experimental results are averaged over the different seen-unseen splits for all
datasets.

5.3. Baselines

We compare the proposed method with the following state-of-the-art hashing methods. These meth-
ods fall into two categories: 1) Hashing methods for traditional image retrieval: Iterative Quantization
(ITQ) [4], supervised discrete hashing (SDH) [9], deep pairwise supervised hashing (DPSH) [5], deep
supervised discrete hashing (DSDH) [29]; 2) zero-shot hashing methods: zero-shot hashing via trans-
ferring supervised knowledge (TSK) [26] and zero-shot hashing with discrete similarity transfer net-
work (SitNet) [25]. We implement SitNet with Pytorch by ourselves. For the other compared methods,
we adopt the public codes and suggested parameters from the their papers. For the non-CNN hashing
methods, we adopt the pre-trained AlexNet model for extracting the 4096-dimensional CNN features
as image representations for fair comparison.

5.4. Implementation details

We implement the VSAQ model via Pytorch. For the Animals with Attributes and CIFAR-10
datasets, the initial learning rate was set to 0.001. For the ImageNet dataset, the initial learning rate
was set to 0.01. As the last fully connected layers in FNet and ENet are training from scratch, the
learning rates of these layers are set to 10 times the other layers. We set the batch size to 128 and train
the model for 10 epochs. The dimension of image representations q is set to 128 following [17]. The
hyperparameters are set as α = 1, β = 10, λ = 0.01 across all the following experiments.

5.5. Experimental results

5.5.1. Results on AwA

The zero-shot image retrieval performances on AwA in terms of MAP with respect to different code
lengths (i.e., {8, 16, 32, 48}) are shown in Table 1. We find that our VSAQ method outperforms all
other baseline methods by a large margin in terms of MAP, especially from 8 to 32 bits. In addition,
we find that the unsupervised hashing method ITQ achieves comparable results with some supervised
hashing method SDH. This demonstrates that the generalization ability of existing supervised hashing
is limited for unseen concepts. The existing state-of-the-art deep hashing methods, including DPSH
and DSDH, perform poorly on the zero-shot retrieval task over the AwA dataset. The main reason can
be that the trained CNN compatible with the label information can fall into the risk of overfitting the
seen classes, which reduces the expansibility of the training model to the unseen classes. We also find
that TSK performs worse, especially at the lower bits (e.g., 8 and 16 bits). The main reason is that the
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hubness problem is exacerbated by projecting the binary codes to the semantic space with the ridge
regression formulation [20], which will decrease the semantic transfer ability of hash codes in turn.
To alleviate such a problem, the proposed VSAQ model utilizes the visual space as the embedding
space for learning compact binary codes. In addition, we adopt a collective quantization technique for
visual-semantic alignment which can improve the generalization ability of the proposed model.

Table 1. The comparisons of mAP on zero-shot image retrieval over AwA dataset from 12
to 48 bits.

Method
AwA
8 bits 16 bits 32 bits 48 bits

ITQ 0.0886 0.1359 0.1723 0.2024
SDH 0.0966 0.1370 0.1835 0.2122
DPSH 0.0726 0.1080 0.1435 0.1525
DSDH 0.0808 0.1081 0.1320 0.1469
TSK 0.0349 0.0591 0.1320 0.1617
SitNet 0.1036 0.1651 0.1870 0.2121
VSAQ 0.1948 0.2099 0.2187 0.2218

5.5.2. Results on CIFAR-10

The performances of the proposed VSAQ and other baselines on CIFAR-10 with different code
length are illustrated in Table 2. From Table 2, we can find that VSAQ consistently outperforms other
baselines at all bits by a large margin. For example, VSAQ surpasses SitNet with the second best
performance by 3 to 4 percent. Even though the code length is short, VSAQ still achieves superior
retrieval performance compared to the baselines with longer code length. It can be attributed to the
lower quantization error controlled by the quantization technique. The deep hashing methods DPSH
and DSDH perform better than the non-deep hashing methods ITQ and SDH, which demonstrates
that CNNs can utilize the proper supervision to discover the complicated semantic similarity structure.
VSAQ utilizes the label information to learn the semantic image representations with discriminative
and polymeric structure, which can assist the visual-semantic alignment more easily. The unsuper-
vised hashing mehtod ITQ achieves comparable performance with TSK which demonstrates that the
generalization ability degenerates due to the existing hubness problem.

5.5.3. Results on ImageNet

The performances of the proposed VSAQ and other baselines on ImageNet with different code
length are demonstrated in Table 3. As we can see, the proposed VSAQ model outperforms the base-
line approaches by significant margins. For example, VSAQ surpasses SitNet with the second best
performance by 2 to 9 percent. It clearly demonstrates that the VSAQ model generalizes better for
unseen concepts compared with other state-of-the-art methods, which validates the effectiveness of the
proposed method for zero-shot image retrieval.
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Table 2. The comparisons of mAP on zero-shot image retrieval over CIFAR-10 dataset from
12 to 48 bits.

Method
CIFAR-10
8 bits 16 bits 32 bits 48 bits

ITQ 0.1507 0.1736 0.1871 0.1972
SDH 0.1226 0.1331 0.1553 0.2068
DPSH 0.2176 0.2205 0.2280 0.2261
DSDH - - - -
TSK 0.1507 0.1759 0.1740 0.2132
SitNet 0.2208 0.2303 0.2351 0.2471
VSAQ 0.2615 0.2682 0.2670 0.2867

Table 3. The comparisons of mAP on zero-shot image retrieval over ImageNet dataset from
12 to 48 bits.

Method
ImageNet
8 bits 16 bits 32 bits 48 bits

ITQ 0.0507 0.0732 0.1123 0.1357
SDH 0.0400 0.0727 0.1107 0.1312
DPSH 0.0409 0.0524 0.0712 0.0881
DSDH - - - -
TSK 0.0162 0.0206 0.0247 0.0609
SitNet - - - -
VSAQ 0.1472 0.1516 0.1579 0.1614

5.6. Effectiveness of the proposed framework

The proposed VSAQ model consists of three components: an image feature loss layer L f for learn-
ing discriminative and polymeric image representations, a semantic embedding loss layer Le for max-
imizing the compatibility score between the image and semantic vectors for knowledge transfer, and a
quantization loss layer Lq for visual-semantic alignment. The quantization loss layer Lq is an essential
part of generating binary codes. To study the contribution of different components for the zero-shot im-
age retrieval performance, we compare the proposed method with the following submodels: 1)L f +Lq

(VSQA-1); 2) Le + Lq (VSQA-2); 3) L f + Le + L
1
q (VSQA-3), where L1

q refers to the first term in
Eq (3.3), i.e., only considering the visual features for quantization. Table 4 illustrates the experimental
results of different submodels. From Table 4, we can see that the combination of the image feature
loss, the semantic embedding loss and the quantization loss achieves the best performance. The results
demonstrate that the proposed framework improves the zero-shot image retrieval performance indeed.
Comparing the performance of VSQA-3 and VSQA, we can find that the visual-semantic alignment
will help the knowledge transfer from the seen concepts to the unseen concepts. Though the compar-
isons of VSQA-2 and VSQA, we can find that the discriminative and polymeric image representations
will improve the performance a lot, which means that it can assist the visual-semantic alignment and
semantic embedding more easily. Comparing the performance of VSQA-1 and VSQA, we can find
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that the knowledge transfer ability can be significantly improved by the semantic embedding.

Table 4. The impact of different submodels of our VSAQ on mAP for AwA, CIFAR-10 and
ImageNet datasets from 12 to 48 bits.

Method
AwA CIFAR-10 ImageNet
12 bits 24 bits 32 bits 48 bits 12 bits 24 bits 32 bits 48 bits 12 bits 24 bits 32 bits 48 bits

VSAQ 0.1948 0.2099 0.2187 0.2218 0.2615 0.2682 0.2670 0.2867 0.1472 0.1516 0.1579 0.1614
VSAQ-1 0.1830 0.1849 0.1923 0.2012 0.2360 0.2487 0.2538 0.2539 0.1288 0.1319 0.1386 0.1497
VSAQ-2 0.1911 0.1956 0.2026 0.2089 0.2412 0.2533 0.2613 0.2665 0.1296 0.1365 0.1463 0.1495
VSAQ-3 0.1816 0.1736 0.1825 0.1998 0.2278 0.2324 0.2405 0.2487 0.1053 0.1150 0.1194 0.1256

6. Conclusions

In this paper, we propose a novel deep quantization network with visual-semantic alignment for
efficient zero-shot image retrieval. In the proposed deep architecture, we use the label information and
the sematic vector to supervise the image feature extraction and improve the compatibility between
the image representations and the semantic vectors respectively. The semantic vectors are mapped to
the visual space and aligned with the corresponding image representations via a collective quantization
framework for alleviating the hubness problem. The experimental results on three datasets show that
the proposed model outperforms the state-of-the-art methods on zero-shot image retrieval tasks. In
the future work, we will investigate the zero-shot multi-label image (i.e., an image is assigned with
multiple categories) retrieval task.
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