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Abstract. The relevance of the research is due to the acquisition of new knowledge about the features of the applicability 
of the support vector machine, related to machine learning tools, for solving problems of mathematical modeling of 
mining and processing equipment. The purpose of the research is a statistical analysis of the results of semi-industrial 
tests of the Knelson CVD technology on tin raw materials using the support vector machine method and the develop-
ment of mathematical models suitable for further optimization of the technological parameters of the equipment. The 
objects of research were the products obtained as a result of the operation of hydro-cyclones, as well as the technological 
parameters of the operation of centrifugal concentrators. The work uses classical methods of mathematical statistics, 
the least squares method for constructing a linear regression model, the support vector machine implemented on the 
basis of the Scikit-learn library, as well as the method of verifying the resulting models based on the ShuffleSplit 
library. A general description of the process of testing the Knelson concentrator with continuous controlled unloading 
in relation to the enrichment of tin ores is presented. The results obtained were processed using the support vector 
machine. Regression models are obtained in the form of polynomials of the second degree and in the form of radial 
basis functions. A significant non-linearity is shown in the dependence between the content of the valuable component 
in the tailings and the values of the technological parameters of the apparatus. 
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Introduction. Extraction and processing of mineral raw materials have always been key issues 

of national security of our country [1]. Almost all types of minerals have been discovered on the 
territory of the Russian Federation, and for some of them our country is among the world leaders: 
iron ores, nickel, copper, zinc, tungsten, etc. [2, 3]. The key metal that is used in various industries is 
tin. Due to its properties [4], tin is widely used in alloying, tinning, soldering, and, most importantly, 
in the electronic and microelectronic industries. 

In the late 90s – early 2000s tin mining in the Russian Federation was almost completely 
stopped. In 2010 only 100 t of concentrate were produced, although the largest tin reserves in the 
world are concentrated on the territory of Russia – more than 2 million tons, of which more than 
three-quarters were calculated in categories A + B + C1. Leading positions in the tin-mining indus-
try are traditionally occupied by China, which since the mid-1990s provides at least 30 % of the 
world’s metal production (about 900 deposits), and Indonesia (20 %). In the Russian Federation, 
there are currently more than 250 tin deposits on the state register (Fig.1)*.1 

                                                   
*1Tin of Russia. State report “On the state and use of mineral resources of the Russian Federation in 2016 and 2017”.  

URL: https://nedradv.ru/nedradv/ru/resources?obj=ab05b068239ede80d3dd35cf4058c0a8 (accessed 11.05.2022). 
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Materials and methods. The metal is mainly obtained from the processing of cassiterite, which, 
as a rule, is enriched using gravity methods and flotation enrichment. To achieve the highest reco-
very efficiency at the stage of flotation enrichment, new reagent modes are used [5-7], new equip-
ment is being designed, for example, the use of high-speed flotation in the grinding circuit deve-
loped by Metso Outotec. The proposed technology makes it possible to minimize the regrinding of 
a valuable component, increase the productivity of extraction and reduce the watering of the en-
richment circuit [8]. 

To extract large metal particles, gravitational enrichment is used, in particular, centrifugal concen-
tration [9-11]. However, due to the peculiarities of the mineralogical composition [12] and the imper-
fection of the technologies used, a significant amount of a valuable component is lost with the tailings, 
which, with the right approach, can be extracted and processed.  

There are various technologies for processing such materials, which are constantly updated 
[13, 14]. However, gravity and flotation enrichment remain the most common methods. 

The use of centrifugal concentrators [15, 16] in gravitational methods for processing tin ores and 
products of their enrichment is an indicator of the modernity and efficiency of the raw material de-
velopment scheme [17]. 

Manual tuning (technological parameters of centrifugal condensers, bowl rotation speed, the in-
fluence of the characteristics of the feedstock, valve operation, etc.) requires significant financial and 
time costs, therefore, when setting them up, mathematical modeling methods are most often used. 
The authors [18-20] attempted to develop a model for the operation of centrifugal concentrates 
based on classical regression approaches. However, the proposed solutions are not always suitable 
for obtaining a reliable model on enrichment tailings, since essentially non-linear dependencies 
when using classical methods do not allow taking into account the hidden relationships between 
the parameters of the concentrator. The purpose of this work is to describe the application of the 
support vector machine (related to machine learning methods) to the problem of constructing non-
linear models of the operation of a centrifugal concentrator based on polynomial radial basis func-
tions of the kernel. 
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Fig.1. The state of the raw material base of tin in the Russian Federation 
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The Knelson Continuous Variable Discharge 
(CVD) Concentrator is a centrifugal gravity 
separator designed to recover large masses of 
useful mineral that uses FLSmidth Knelson’s 
patented fluidization technology and pneumatic 
pinch valve system to ensure continuous 
concentrate output while fresh feed is added 
(Fig.2). CVD technology is mainly used for the 
extraction of base metals and industrial minerals 
(native copper, mercury, tantalite, cassiterite, 
chromite and scheelite [21-23], as well as 
precious metals [24, 25]). 

The objects of research in this work were the 
products obtained as a result of the operation of 
hydrocyclones (hydraulic classifiers), as well as 
the technological parameters of the operation of 
centrifugal concentrators. The work used classical 
methods of mathematical statistics, the least 

squares method to build a linear regression model, the support vector method implemented on the 
basis of the Scikit-learn library, as well as the method of verification of the resulting models based 
on the ShuffleSplit library. 

Methodology. Technological studies were carried out on three technological streams of the pro-
cessing plant, namely, on the unloading of several spigots of a hydraulic classifier. After power was 
supplied to the semi-industrial plant, intermediate parameters were set, after which the preparatory 
stage was completed. 

Unloading the first and second spigot of the hydraulic classifier. The combined product was 
fed by gravity to the plant. The solid content in this flow was about 40-50 %, the maximum particle 
size was 4 mm. In order to meet the requirements for the feed flow to the semi-commercial plant, 
follow-up water was added to the power supply pipeline and part of the flow was diverted through 
the plant bypass. 

Stage 1. G-acceleration. The tests were carried out at different rotor speeds – 60, 70, 80 and 
90 G; productivity for solids was 1.73 t/h; average volume flow 1.44 m3/h; the content of tin in the 
diet is 1.24 %; the valve closing time was stopped for 8 s. On the basis of the set of tests carried out, 
the optimal rotor speed was established, which was 80 G, and the minimum value of the Sn content 
in the concentration tailings was fixed – 0.31 %. The maximum content of Sn in the tailings was 
established at a rate of 90 G – 0.44 %. 

Stage 2. Fluidization water consumption. Tests with different fluidized water flow setpoints 
during the enrichment cycle of the concentrator were carried out at a rotor speed of 80 G, a valve 
closing time of 12 s, a valve opening time of 0.32 s. The solid content in the food was 25 %, tin – 
1.24 %. The flow rate of fluidization water varied from 25 to 45 l/min. 

The best results were recorded at a water flow rate of 35 and 45 l/min – recovery was 75.75 and 
88.45 %, respectively. However, the content in the concentrate of more than 2 % was achieved only 
at a flow rate of 45 l/min. For further tests, it was customary to use a fluidized water flow rate of 
45 l/min. 

Stage 3: Pinch valve opening frequency. The next step was to establish the optimal value for the 
frequency of opening the pinch valves of the concentrator. Opening time 0.32 s; valve closing time – 
18, 24, 32, 48, 64 s; the content of Sn in the diet is 1.24 %. 

 

Fig.2. Concentrator Knelson KC-CVD64 
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As a result of the experiment, it was found that with an increase in the valve closing time setting, 
the tin content in the concentrate increases linearly. Maximum content value in concentrate 3.23 % 
recorded at a valve closing time setpoint of 64 s. However, with increasing time, an increase in the 
concentration of the valuable component in the tailings is observed. Based on the data obtained,  
a graph of the dependence of the extraction of tin on the yield of the product was plotted (Fig.3, a). 
As a result of semi-industrial tests, the concentration coefficient varied from 1.7 to 3, the extraction 
of tin was 60-83 %. 

Unloading the third spigot of the hydraulic classifier. On this process flow, a stable supply of 
material to the concentrator was ensured with an average solid content in the flow of 20-21 % with  
a particle size of –1+0 mm. Extraction did not fall below 80 % at a concentration of 1.51-1.76 and  
a tin content in the concentrate of 1.12-1.31 %. The best recovery rates in the concentrate were 
recorded at a rotor speed of 70 G and amounted to 87.84 %. 

Based on the results of this test, the setpoint of the fluidized water flow rate was chosen to be 
35 l/min. The extraction of tin into the concentrate was 88.93 %. The lowest recovery of the valuable 
component (80.55 %) was recorded at a flow rate of 40 l/min. 

With an increase in the closing time of the pinch valves, the extraction of tin into the concen-
trate decreases from 82.6 to 42.35 %, while the concentrate yield decreases significantly – from 44 
to 9 %. 

It has been established that the technological performance of the concentrator is significantly 
affected by the size of the feed. For effective enrichment of the presented raw materials with a de-
crease in fineness, it is necessary to reduce the rotor speed and fluidization water consumption.  

Unloading the fourth spigot of the hydraulic classifier. A similar set of studies was carried out 
on the unloading of the fourth spigot of the hydraulic classifier (Fig.3, b). On various technological 
streams a change in the concentration coefficient from 1.5 to 2.7 was established, while the recovery 
was fixed in the range of 34-70 %; the tin content in the concentrate varied from 2.78 to 3.65 g/t.  

Discussion. As a result of the tests a data array of 33 experiments was obtained (see Table). The 
independent variables are the speed of rotation of the rotor х1, the flow rate of fluidization water х2, 
the time during which the valve is open х3 and the content of the valuable component in the feed х4. 
The content of the valuable component in the concentrate у1 and tailings у2 is taken as output 
variables. 
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Fig.3. Dependences of extraction of Sn into concentrate on the output of concentrate during unloading of the first and second (а) 
and fourth (b) spigot hydraulic classifier 

1 – dependence of Sn recovery on output; 2 – logarithmic dependence of Sn extraction into concentrate on the output 
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The results of testing after applying the normalization procedure 

Rotor speed х1 Fluid consumption 
water х2 Time х3 Input (Sn) х4, % Concentrate (Sn) у1, % Tails (Sn) у2, % 

–1.90502 –1.20829 –0.73582 0.449332 –0.85767 –0.10721 
–0.64771 –1.20829 –0.73582 1.326049 –0.43093 –0.2532 
0.609607 –1.20829 –0.73582 0.830513 –0.49494 –0.69117 
1.866921 –1.20829 –0.73582 1.402285 –0.69764 0.257765 
0.609607 –0.69045 –0.47726 –0.92292 –0.18556 0.841728 
0.609607 –0.17261 –0.47726 1.859703 –0.50561 0.038779 
0.609607 0.345225 –0.47726 1.211695 0.35852 –0.54518 
0.609607 0.863064 –0.47726 –0.80857 0.145154 –0.39919 
0.609607 1.380902 –0.47726 0.373096 1.094632 –0.2532 
0.609607 1.380902 0.292669 1.135458 0.134485 0.33076 
0.609607 1.380902 0.805954 2.317121 0.582554 1.133709 
0.609607 1.380902 1.832523 –0.54174 1.382676 2.812602 
0.609607 1.380902 2.859092 1.09734 1.553369 1.790667 
0.609607 0.863064 0.804671 –0.84668 0.347851 1.644676 
–1.90502 –0.69045 –0.47854 –0.84668 –0.49494 –1.05615 
–0.64771 –0.69045 –0.47854 –0.69421 –0.54829 –1.34813 
0.609607 –0.69045 –0.47854 –0.92292 –0.69764 –1.20214 
1.866921 –0.69045 –0.47854 –1.07539 –0.58029 –1.20214 
–0.64771 –1.20829 –0.47854 0.296859 –0.10022 –0.39919 
–0.64771 –0.17261 –0.47854 0.525568 –0.14289 –0.10721 
–0.64771 0.345225 –0.47854 0.525568 –0.12155 –0.69117 
–0.64771 0.863064 –0.47854 –0.80857 –0.6123 –0.69117 
–0.64771 1.380902 –0.47854 –0.73233 –0.6123 –0.98316 
–0.64771 0.345225 –0.09358 0.030032 0.070475 –0.69117 
–0.64771 0.345225 0.291386 –0.35115 –0.53762 –2.95403 
–0.64771 0.345225 0.804671 –0.35115 0.742578 0.257765 
–0.64771 0.345225 1.83124 –0.12244 2.438838 0.841728 
–0.64771 0.345225 2.857809 0.220623 3.238961 1.863662 
–1.90502 –1.20829 –0.47854 –0.80857 –0.85767 –0.39919 
–0.64771 –1.20829 –0.47854 –1.15163 –1.02836 –0.2532 
0.609607 –1.20829 –0.47854 –1.53281 –1.18838 –0.2532 
1.866921 –1.20829 –0.47854 –1.45657 –1.07103 –0.83717 
0.609607 1.380902 –0.73582 0.373096 –0.32425 0.549746 

 
Processing of the obtained results to search for the most adequate model linking the input х1, х2, 

х3, х4 and the output у1, у2 process parameters, was carried out using the two most common metrics: 
the coefficient of determination R2 and the explained variance EV. The use of such a metric implies 
the division of the original data set into two parts – training and test sets: 
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where m is the number of vectors in the testing set; уi – true values of the parameter; iy  – value 
calculated on the basis of the model;  iy  – the average value of the parameter in the calculation for 
the testing sample; D is the dispersion. 

To eliminate the influence of the content of the samples (training and test) on the estimates of 
the models, cross-validation is used [26], when two subsets without repetitions are randomly selected 
from the initial sample k times. In this case the calculation of estimates is also carried out k times, 
and, thus, it is possible to obtain an estimate of the effectiveness of the model that is independent of 
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the input data. Due to the small amount of initial data, we will divide the initial sample in the ratio of 
80:20 for the training and testing parts, respectively, and take k equal to five. 

When using such models, the most appropriate is the use of regression equations. First, consider 
a simple linear model for the variable y1 (determination coefficient R2 = 0.74 on the training set): 

1 1 2 3 40.038 0.023 0.16 0.698 0.139 ,y x x x x       

while the p-values of the regression coefficients calculated on the basis of t-statistics are equal to 
0.69; 0.8; 0.14; 1.34·10–6; 0.15. Since all the coefficients, except for the coefficient at х3, are signifi-
cantly greater than 0.05, then, despite the fact that there is a relationship between the variables under 
study, it is impossible to evaluate its quantitative characteristics using this equation. 

Therefore, to search for a regression dependence between the variables under study, we pro-
pose to use other methods that allow us to establish not only a qualitative, but also a quantitative 
relationship between the factors [27]. So, along with the classical least squares method, one of the 
machine learning algorithms called the support vector machine (SVM) is used to solve regression 
analysis problems and construct complex nonlinear models. This approach is widely used to solve 
the classification problem; however, in the works [28-30], its applicability to solving regression 
problems is shown.   

The support vector machine is used to map the original space R4x = (х1, х2, х3, х4)T into some 
hyperspace H. In this hyperspace, two parallel planes are built, the positions of which differ by the 
value of the parameter b. However, in order to build these hyperplanes, starting from some approxi-
mation, vectors are selected from the training set and added to the set of support SVs. After that, the 
objective function of the optimization problem being solved is determined – minimizing the deviation 
for all vectors that do not fall into the “gap” between the constructed hyperplanes, and the dual prob-
lem for this direct problem is also determined [30, 31]. 

The final regression equation looks like this: 

 ,  ,  i i
i SV

y D K x x b


                                                                (1) 

where Di are the coefficients of the dual problem (with respect to the straight line, which consists in 
finding the coefficients of the hyperplane minimizing the penalty function); SV is the set of indices 
of support vectors;  ,  iK x x  – the kernel used in the construction of hyperspace. 

Consider the functions  ,  iK x x  used in this algorithm as kernels. Thus, any function used as a 
kernel must satisfy the conditions of Mercer’s theorem [32], which requires non-negative definiteness 
and symmetry of the function  ,  iK x x  in the space Rn. There are several standard functions 

 ,  iK x x  used in software libraries that implement the support vector machine. Since it was found 
that linear regression did not bring a satisfactory result, two types of nonlinear kernels are used: 

• polynomial kernel    ,  , 1
p

i iK x x x x  , where ,ix x  is the scalar product of vectors ix  

and  x ; p is the maximum degree of the polynomial; 
• radial basis kernel   2γ,  ix x

iK x x e  , where  ix x  is the distance metric between vectors; 
γ – parameter. 

When using a polynomial kernel and the dimension of the feature space n = 4 with the opening 
of brackets, the kernel function appears in the following form: 

    1 1 2 2 3 3 4 4,  1 ,
p

i i i i iK x x x x x x x x x x      

where x1i … x4i are the coordinates of the i-th support vector.  
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Since we have only 33 observations, the use of the degree p > 2 will not be justified due to the 
fact that already at p = 3 the number of coefficients in the regression equation will be 33, so p = 2 is 
used for our problem. Then, when opening the brackets and inserting the kernel into expression (1) 
we get the regression equation for the polynomial kernel of the second degree 

2 2 2 2
1 1 2 2 3 3 4 4(α α α αi

i SV
y D x x x х



     5 1 2 6 1 3 7 1 4 8 2 3 9 2 4α + α + α + α + αx x x x x x x x x x + 

10 3 4 11 1 12 2 13 3 14 4+ α + α + α + α + α + 1) + x x x x x x b , 

where 1 … 14 are the coefficients obtained from the coordinates of the i-th support vector. 
For the radial basis kernel, the function is written in the following form: 

          2 2 2 2
1 1 1 1 1 1 1 1γ

,  .i i i ix x x x x x x x

iK x x e
       

  

Substituting the regression equations into expression (1), we obtain: 

 2 2 2 2
1 1 1 1 1 1 1 1γ ( ) ( ) ( ) ( )i i i ix x x x x x x x

i
i SV

y D e b       



  
2 2 2 2
1 2 3 4 1 1 2 2 3 3 4 4 5α α α α αi i i i ix x x x x x x x

i
i SV

e De b      



 
 

 
 ,        (2) 

where ij are the coefficients obtained from the coordinates of the i-th support vector. 
The resulting regression function does not contain separate coefficients for the squares of the 

variables x1, x2, x3, x4, which makes it difficult to identify the impact on the output of each parameter 
separately; however, such a function can take into account a significant non-linear relationship be-
tween the inputs and outputs of the process. 

 For the software implementation of the support vector machine for the task of processing the 
test results of the CVD6 technology in the enrichment of tin ores, we will use the Scikit-learn library 
for the Python programming language. The ShuffleSplit method was used as a splitting strategy into 
training and testing samples, and the Numpy library was used to process data arrays. 

Data obtained as a result of the program: with linear regression R2 = 0.614, EV = 0.722; with 
polynomial kernel SVM R2 = 0.693, EV = 0.781; with a radial-basic nucleus SVM R2 = 0.742,  
EV = 0.781. For the R2 and EV metrics the average results obtained after five runs are shown. 

The use of both metrics of the SVM method showed the best results relative to simple linear 
regression, while for the R2 metric the radial basis kernel showed a slightly better result. 

A feature of the support vector machine is the presence of the regularization hyperparameter C, 
the definition of which is individual both for each applied kernel function and for each problem being 
solved [30, 33, 34]. To find the best value of C we use a regular search over the segment C ∈ [ 0.0001; 
10.0001] with a step of 0.0001 (Fig.4). 

The final regression equations obtained with the best values of the hyperparameter C of the SVM 
method: for the polynomial kernel of the second degree the value corresponding to the maximum 
value of the EV metric, C = 0.0401, for the radial basis C = 2.943. Thus, the regression equation with 
a polynomial kernel is represented by the expression: 

1
2 2 2 2 

1 1 2 3 4 1 42 1 3 00 .0077 = –0.0276  – 0.085 + 0.1936  – 0. 65 + 0.19 54  – 0.293y x x x x x x x xx x   

32 2 4 3 4 1 2 3 4– 0.0345  – 0.0469  – 0.136 + 0.0171  + 0.123  + 0.196 + 0.0774  – 0.023x x x x x x x xх x .         (3) 

The value of the R2 metric calculated on the testing sample for this equation is 0.858, which is a 
high result. 

After applying the support vector machine with a radial basis kernel to the problem being solved, 
the number of support vectors turned out to be 20 and, accordingly, equation (2) contains 20 terms, 
so we will present it in a general form: 
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2 2 2 2
1 2 3 4 1 1 2 2 3 3 4 4 5α α α α α

1 0 ..05;  i i i i ix x x x x x x x
i i i

i SV

y e B e B D e     



 
    

 
                                (4) 

Let us represent in the form of an array the values of the coefficients Bi = (–0.24; –0.13; –0.9; 
–2.19; –1.81; 2.45, 2.43; –1.17; 0.62; 1.39; –1.82; –0.53; –2.41; –5.96; 1.93; 3.47; –2.08; 3.36;  
0.1; 2.81). 

Since the total number of coefficients i1; i2; i3; i4 is equal to 80, they should not be given in 
the article. The value of the R2 metric calculated on the testing sample for this equation is 0.923, 
which corresponds to the high predictive ability of the model. 

Let us present similar studies for tails. When using the polynomial kernel, the following regres-
sion equation was obtained: 

2 2 2 2
2 1 2 3 4 1 2 1 3 4

2 3 2 4 3 4 1 2 3 40.069 .
0.0016 0.026 0.126 0.046 0.067 0.05 0.04

0.096 0.047 0.0023 0.042 0.011 0.066
y x x x x x x x x x

x x x x x x x x xx
        

     
 

The coefficient of determination R2, calculated on the testing sample, is 0.59, which is a low 
result. 

For the radial basis kernel, the general form of the equation coincides with expression (4), and 
Bi has the following set of coefficients: Bi = (–0.33; 0.03; 0.54; 0.41; 0.64; 0.56; –0.75; –0.25; –0.49; 
1.36; 0.19; 0.78; –1.51; –1.43; 0.14; –2.11; –2.23; –0.40; 0.05; 1.29; 1.11; –0.24; –0.58). 

The value of the free coefficient b = 0.296, while R2 = 0.846. 
The results obtained are in good agreement with the results obtained when working at processing 

plants with a different valuable component [18-20]. Therefore, models (3), (4) for the concentrate 1y  
showed very good predictive ability on test samples (R2 > 0.85), while the use of a polynomial kernel 
is preferable, since it allows you to explore the resulting equation to find extreme points. 

As a result, a stationary point M0 (–2.8; –3.47; – 1.83; 0.23) was found, the Hessian matrix cor-
responding to this point is sign-alternating. In this case the determinant of the largest minor is not 
equal to zero, which means that the found point M0 is a saddle point, i.e. the maximum values in the 
concentrate should be sought taking into account the restrictions imposed on the values of the varia-
bles х1, х2, х3, х4. 

When using a polynomial kernel in the model for tails, unsatisfactory results are obtained, how-
ever, the model obtained on the basis of the radial basis kernel confirmed the thesis about the non-
linear dependence of the content of the valuable component in the tails on the adjustable parameters. 
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Fig.4. Graphs of fitting the hyperparameter C of the SVM method for the polynomial (a) and radial basic (b) kernels 
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Conclusion. It has been established that the support vector machine is applicable to the problem 
of processing the results of enrichment tests and shows quite interesting results. In particular, the 
tailings model obtained using the radial basis kernel convincingly indicates a significant non-linearity 
of the relationship between the content of the valuable component and the adjustable parameters, 
which will impose additional restrictions in the case of parametric optimization of the operation of 
the installation. Using the SVR support vector method with the radial basis kernel RBF we managed 
to obtain a model, which predictive ability has a fairly high result (R2 = 0.846). 

The use of a polynomial kernel to find the relationship between the content of a valuable com-
ponent in the concentrate and the adjustable parameters made it possible to obtain a high predictive 
ability R2 = 0.858 independent of the input data. At the same time, the use of a polynomial kernel 
made it possible to carry out a standard procedure for finding the extremum of a function of many 
variables with the resulting equation. The obtained values of the regression coefficients allow us to 
state that the most influential factor on the concentrate output is the time, during which the pinch 
valve is open, since the obtained coefficients of equation (3) have the highest absolute values of the 
terms, in which the variable х3 is present. 
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