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Reading is a crucial aspect of the extended reality (XR) experience across various
professional and recreational contexts. Legibility, which is defined as the ease with
which a character can be recognized, is an essential determinant of readability. As
legibility on a specific device cannot be deduced from technical specifications
alone, an efficient perceptual method for measuring legibility is needed to
measure the legibility of text presented in XR. In this study, we present a
method for comparing the legibility limits of XR devices, where single letter
legibility is measured with fast and precise psychophysical methods. We
applied the method to compare the legibility in three commercial XR headsets
(Varjo VR-2, HTC Vive Pro Eye, Oculus Quest 2) in experiments with human
observers. Our results show that the single letter legibility methods presented here
provide an effect size approximately ten times higher compared to thewidely used
method of reading speed. This allows for the use of fewer observers and the
detection of smaller differences, making it a more efficient and effective approach
for comparing the legibility limits of XR devices.
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1 Introduction

Extended reality devices (XR) are increasingly common in professional and recreational
settings, where reading text is a relevant part of the user experience (Burova et al., 2020; Kim
et al., 2020; Osorto Carrasco and Chen, 2021). However, a major limitation of XR headsets is
that reading with them is slower (Baceviciute et al., 2021; Rau et al., 2021), requires more
mental effort (Baceviciute et al., 2021), and causes more eye strain (Pölönen et al., 2012) than
reading from direct view displays or paper.

The readability of text can be affected by various factors, including text size (Paterson
and Tinker, 1929), contrast (Ginsburg, 1978; Legge et al., 1987), line spacing (Paterson and
Tinker, 1932; Chung, 2004), line length (Luckiesh andMoss, 1939; Nanavati and Bias, 2005),
text complexity (Just and Carpenter, 1980), and even the emotional valence of the text (Arfé
et al., 2022). Legibility, which is defined as the ease with which a character can be recognized
(Sheedy et al., 2005), is an especially important determinant of readability, and is
experimentally measured by determining the recognition threshold for a letter. In
previous studies, it has been found that letter size is an important determinant of
legibility, but typeface and letter spacing also play a role (Attneave and Arnoult, 1956;
Pelli et al., 2006; Legge and Bigelow, 2011; Bigelow, 2019). The benefit of serifs in the typeface
has been researched extensively, but the results have been somewhat inconclusive (Tarasov
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et al., 2015). Other factors affecting legibility are contrast (Luckiesh
and Moss, 1939), viewing distance (Sanford, 1888), viewing time
(Cattell, 1885), and sharpness of the letters (Weiss, 1917).

Although the legibility of text on digital displays is to a great
extent determined by the same factors as printed text, there are some
additional factors that need to be considered. The resolution of
digital displays can be limited, which can impede letter recognition
because the sampling frequency of the display cannot convey all the
relevant information. This results in pixelation, broken letters, and
lost letter parts, which may lead to reduced reading speed (Ziefle,
1998) and legibility thresholds that are higher than with paper. For
example, Hoffmann et al. (2019) showed that the legibility threshold
for high contrast letters on a 13.8 ppd display was 45 arc minutes
and comfort limit of 70.2 arc minutes (see also Erdmann and Neal,
1968; Wright et al., 1999). That is substantially higher than the
thresholds measured under conditions where the display resolution
closely resembles that of print on paper (Arditi and Cho, 2005; Legge
and Bigelow, 2011). Subpixels can also significantly affect legibility
even when the resolution remains the same. This means that
nominal resolution is not necessarily equivalent to the effective
resolution (Hoffman et al., 2019), further complicating the situation.

Displaying text in XR devices leads to further complexities that
need to be considered. One factor that can contribute to reduced
legibility is world-referencing. This technique stabilizes text relative
to the real world and re-renders it for each frame based on the user’s
head movements. As a result, the text moves along the pixel grid,
causing the sampling artifacts to change over time. Consequently,
the effective resolution of the display is lower than the nominal
resolution, requiring oversampling to achieve sufficient legibility
(Hoffman et al., 2019). Moreover, the text is rarely frontoparallel in
XR, which further complicates letter identification (Solum, 2019;
Büttner et al., 2020). The recommended text sizes for comfortable
reading in XR have been larger than with conventional displays, with
values such as 1.375° suggested (Designing Screen Interfaces for VR,
Google I/O ’17, 2017). Solum (2019) recommends 21–23 dmm
(1.2–1.3 deg) for comfortable reading and 14–16 (0.8–0.92 deg)
for minimum size, while Dingler et al. (2018) recommend 1.8°

for comfortable reading.
In summary, the legibility of text presented on displays,

particularly XR displays, can be degraded by various technical
factors, such as pixelation, motion, and subpixel arrangement. As
a result, it is not possible to accurately predict the legibility based
solely on display specifications such as spatial resolution or contrast
ratio. Additionally, content creators often use various typefaces,
colors, and orientations, which further complicates legibility.
Therefore, testing with human observers specific to the device
and use context is necessary.

Several methods have been proposed for evaluating reading in
XR. One of the most reasonable ways is to measure reading rate,
i.e., how many words can be read per minute (Sheedy and
Bergstrom, 2002). However, it is also important to consider
individual differences in reading ability and the strategies the
observer adopts during experiments (Brysbaert, 2019), as these
can increase the variability of the results. This necessitates the
use of large participant groups, screening for any reading or
learning difficulties, and establishing a baseline reading rate
before testing any device. These procedures may complicate the
experiment and increase the required experimentation time.

Hoffmann et al. (2019) proposed a tuning method in which
participants gradually increase the size of letters until they perceive
the text as barely legible and then further until it becomes
comfortable to read. The method appears fast and intuitive, but
introduces the possibility of subjective criteria, which may increase
variation in the results (Dingler et al., 2018). For instance, Solum
(2019), reported that some experiment participants gave feedback
that they were unsure about what the text being legible meant when
asked to subjectively evaluate the legibility of the text. Similarly,
Pastoor (1990) and van Nes (1984) have noted that preference and
legibility are not always correlated.

In this study, we present an efficient method for measuring
legibility in XR devices and test it by comparing the legibility of text
displayed on three VR headsets (Varjo VR-2, VIVE Pro Eye, and
Oculus Quest 2). Our method is based on the findings of Pelli et al.
(2003), who showed that letter identification is limited by the
amount of contrast energy present in the stimulus. This means
that legibility is a critical factor in reading, as it determines how
much visual information is available to the reader. Pelli et al. (2003)
also showed that word identification is not more efficient than letter
identification, and that words cannot be recognized as holistic units,
but rather are recognized by identifying the component letters.
Therefore, legibility and the ability to identify individual letters
are crucial for efficient reading, and a legibility experiment can be
used to determine letter recognition thresholds that can be
generalized to readability.

Our results show that the method for determining legibility is
reliable, providing consistent results with a small number of
observers within a short experimental session. The results are in
agreement with reading speed measurements, but with a vastly
superior effect size. Overall, these findings suggest that the
proposed method can be a valuable tool for assessing legibility in
XR devices and in making readability-related design choices with
different display types.

2 Materials and methods

2.1 The single letter legibility method

In this study we suggest that the measurement of single letter
legibility is a viable methodological framework for comparing
legibility across XR settings. As an example case, we demonstrate
its effectiveness by comparing legibility allowed by three different
VR headsets. The main components of the methodological
framework are the following.

Firstly, we present the use of single letters as a proxy of word
legibility. This suggestion is based on the finding of Pelli et al. (2003),
that word recognition on conventional displays can be very well
predicted by the recognition of its single letter components. The
main benefit of this approach is that it simplifies the stimulus set,
thus reducing measurement noise due to stimulus set variability and
observer literacy level, for example.

Secondly, we measure the legibility thresholds with a highly
objective forced choice procedure. When the observer has to choose
a response alternative in every trial, they cannot shift their decision
criterion from trial to trial, which reduces measurement noise
caused by speed–accuracy tradeoffs and other decision criterion
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fluctuations (Vaegan and Halliday, 1982). In their legibility study,
Pelli et al. (2003) had the observer choose the correct answer from all
possible letters of the alphabet. We modified the task such that the
observer chose from only four alternatives, making the task more
suitable to an observer wearing a VR headset. Pilot experiments
revealed that it is quite easy for observers to keep fingers on four
response keys without seeing the keys (see Section 2.5 Procedure for
details).

Thirdly, we combine the forced choice task with an adaptive
staircase method (Cornsweet, 1962; Wetherill and Levitt, 1965). In
comparison to the method of constant stimuli (MOCS), where
predetermined stimulus levels are repeated multiple times, the
adaptive staircase is usually more time efficient. This is because
the stimulus intensities that are always or never identified are rarely
shown and the presented stimulus levels converge near the stimulus
threshold values (see Figure 2B). As a result, the method is
particularly useful when dealing with a large number of
inexperienced participants, which is often the case in XR
research. Out of the many adaptive methods, we here chose the
simple staircase method, as it involves minimal assumptions
regarding the expected stimulus to perception function (see Leek,
2001). Further, both the measurement and the data analysis are very
straightforward, facilitating the use of the method for users with little
previous experience with psychophysical methods. In our
experiments the stimulus level was decreased by Δ after a correct
response and increased by 2Δ after an incorrect response. This has
been shown to lead to more stable results than a symmetric up-down
rule (García-Perez, 2011). This does not make the experiments or
analysis more complex, and can readily be changed by the
experimenter using our implementation.

We implemented the above-described methodology in the
extremely popular Unity environment, which had not (to our
knowledge) been previously done. The Unity project with all the
code is available in an OSF repository: https://osf.io/8ekta/. A user
can get started with the staircase experiments simply by pressing the
Play mode button. The main parameters (type of experiment,
starting stimulus level, step size etc.,) can easily be changed in
the graphical user mode. Instructions for creating a trial table
necessary for the MOCS experiments are also provided in the
repository.

2.2 Observers

A total of 29 observers (age 19–40 years (mean 23.9 years),
16 women, 13 men) were included in the study. The observers
received vouchers for cultural or sport activities for their
participation. The study adhered to the principles of the
Declaration of Helsinki and was considered ethically acceptable
by the Ethics Review Board in the Humanities and Social and
Behavioural Sciences of the University of Helsinki. Observers
signed written informed consent forms prior to participation.
Before the VR experiments, the observers’ visual acuity and
stereoacuity were tested. Visual acuity was tested with the Lea
numbers acuity test and required to be at least 0.5 (20/40) in
each eye. Screening for stereovision was done by requiring that
the observers correctly pass the first two plates of the TNO test for
stereoscopic vision. Our pilot experiments suggested that the

legibility experiments’ results are significant within individual
observers. Thus, we expected effect size to be high. We therefore
conducted power analysis (with R WebPower package) with values
f = 0.4, α = 0.05, and power = 0.8, which indicated a required sample
size of 21.

2.3 Stimuli

The stimuli were created and presented using Unity 2019.3.14
(Unity Technologies, San Francisco, CA). Text was created using the
TextMeshPro 2.0.1 package. Verdana font was used in all
experiments. The font size in visual angle was determined by
matching the height of different-sized letters to squares, for
which the size was known in the same units as the distance of
the observer from the letters. To calculate the angular subtense, we
used the formula α � 2atan (H/2

D ), where α is visual angle, H is letter
height and D is distance from observer to letters.

In the legibility experiment, the stimulus was a single uppercase
letter. The letter could be any letter from the standard English
alphabet, except I or J. To avoid a floor effect in observer thresholds,
a general increase in thresholds was introduced by embedding the
target letters in a white noise background (see Figure 1). The white
noise patterns had a nominal RMS contrast of 0.32. The noise
patterns were generated with Matlab 2021b (MathWorks, Natick,
MA) and saved as jpg-files to be applied as material on the
background wall.

In the reading speed experiment, the stimuli were short stories
from the IDEST database (Kaakinen et al., 2022), presented in the
Finnish language. We chose 30 stories, ranging in valence from
neutral to positive. Those 30 stories were divided into two sets, with
15 stories presented using each of the two devices with eye tracking
capabilities (Varjo VR-2 and VIVE Pro Eye). The stories were
uniquely divided between the devices for all observers. However,
the average valence rating, comprehensibility index (of the English
version), and number of characters were always closely matched
between the two sets. Finally, the presentation order of the stories
was randomized within each observer and device.

2.4 Apparatus

Three different VR headsets were used. The headsets and their
main specifications are provided in Table 1. Each headset was linked
to a computer with a GPU that clearly surpassed the headset’s
performance requirements. The order of wearing the headsets was
interleaved and counterbalanced across observers.

2.5 Procedure

In all experiments, the observers saw a short section of a wall in
front of them (see Figure 1), on which stimuli were presented. In the
legibility experiment, the wall was covered with a white noise pattern
(which changed from trial to trial). In the reading speed experiment,
the wall was homogeneously gray. Head tracking was on, so that
head movements led to changes in the visual scene, but observers’
head motion was minimized with a chin rest. Eye tracker calibration
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was conducted for the Varjo and HTC devices at the beginning of
each experiment (legibility or reading), as well as after device change.

The legibility experiment began with two cross-hairs appearing
centrally on the wall. When ready to begin, the observer started the
experiment by pressing space. Upon their doing so, a single
uppercase letter was presented between the cross-hairs for a
duration of 200 ms. After that, four alternatives (one of them the
correct one) appeared near the bottom of the wall and the observers’
task was to indicate with a key press which of the letters they had
seen. There was a direct spatial mapping between the alternatives on
the screen and the keys. For example, if the observer wanted to
choose the leftmost alternative (“E” in the example of Figure 1), they
pressed the leftmost of the four response keys. The task was thus very
easy to perform without seeing the response keys. The response
initiated the next trial.

Three versions of the legibility experiments were conducted,
with the first two involving changes to the size of the letter and the
third involving changes to the contrast of the letter. In the method of

constant stimuli (MOCS) version of the legibility experiment,
stimulus levels (font size) changed pseudorandomly between
trials. Each block of trials consisted of 70 trials, with
10 repetitions of 7 different intensity levels. In the staircase
version of the font size experiment, correct responses led to a 1-
unit decrease in font size, and incorrect responses led to a 2-unit
increase. In the staircase contrast experiment, corresponding
changes were made to letter contrast, keeping font size constant.
The block of trials ended after 12 staircase reversals, i.e., reversals of
stimulus change direction (generally after about 30 trials). Font size
thresholds were always measured before contrast thresholds. The
font size used in the contrast measurements was set at 1.5 x each
observer’s font size threshold. Contrast was varied by changing the
opacity value of the letter object.

The reading speed experiment began with two cross-hairs
appearing on the wall, indicating the top left and bottom right
corners of the area where the text sections would be displayed.When
the observer was ready to begin, they pressed the space bar. The first

FIGURE 1
Example of the stimulus view. The main image represents the view seen by the observer. The target letter (L) appears between the cross-hairs.
Observe that in the experiments, the four response alternatives always appeared after the target letter had disappeared. See also Supplementary Video S1.
The inset shows a single text display shown in the reading experiment.

TABLE 1 Technical specifications of the devices compared.

Varjo VR-2 HTC vive pro eye Oculus quest 2

Spatial resolution per eye (pixels) 1920 × 1,0801 1,440 × 1,600 1832 × 19202

Field of view 87° × 87° 110° × 110° 89° × 89°

Pixels per degree 601 13.1 20.6

Refresh rate 60 Hz1 90 Hz 72 Hz2

Eye tracking X x -

GPU Nvidia Quadro RTX 6000 Nvidia Quadro RTX 6000 Nvidia GeForce GTX 1080

1Settings in the table are for the central focus area, within which all stimuli were presented in this study. For visual field outside the focus area, the values are 1,440 × 1,600 pix, 16.6 ppd, and

90 Hz.
2Recommended settings. Higher resolutions and refresh rates are possible.
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section of text then appeared and the observer began reading (inset
in Figure 1). Each section consisted of 1-2 sentences. The observer
was instructed to read as quickly as possible, while also ensuring
comprehension, and to press the space bar immediately upon
reaching the end of each section. This triggered the appearance
of the next text section, until 5–8 such sections had been read and the
story reached its end. At that point, the observer could take a short
break, while remaining seated with their head on the chin rest,
before proceeding to the next story. Each observer read 2-3 stories
before the device was changed. The font size used in the experiment
was equal to the observer’s font size threshold, but as there was no
noise background, the font was quite easily legible.

2.6 Eye tracking

The reading speed experiment relied partly on eye tracking. Both
the Varjo VR-2 and the VIVE Pro Eye have integrated eye trackers
and automated calibration procedures. We used the standard
calibration procedures for the actual calibration of the eye
trackers. However, since the standard calibration procedures do
not offer any estimate of tracking precision, we always conducted
our own precision test after the standard calibration. First, nine
circular target stimuli were shown, one at a time, in random order,
and the observer was instructed to carefully fixate each, and press
space while doing so. Upon the pressing of the space bar, the target
started fading, but observers were instructed to keep fixating the
target until it had completely disappeared (in 333 ms). The average
gaze direction (over 100 ms after space bar pressing), as reported by
the tracker, was saved. The procedure was then repeated (with the
same target locations, but appearing in a different order), and the
difference between the gaze directions in the nine target locations
provided the estimate of eye tracker precision. We required an
average error smaller than 0.7° and maximum error smaller than 1.3°

to allow the actual experiment to continue, but we saved all
calibration results and have included them in the analysis here.
Each observer’s average precision was calculated as an average of the
mean errors over several (mean 12.6) repetitions of the precision
test. Test runs with a very large maximum error (>5 deg) were not
included, as they are likely to indicate something other than tracker
precision (e.g., suboptimal headset placement or observer
inattention).

Figure 2A shows the average precision with Vive and Varjo devices
for 27 observers. The data points in Figure 2A show that the average
precision is generally higher with the Varjo VR-2 device, as most points
lie above the diagonal line. This difference in precision is statistically
significant (Wilcoxon test: z = 3.58, p < 0.001). Because the precision of
the two devices is clearly dissimilar, we did not rely on traditional eye
tracking measures for our reading speed experiment analysis. Instead,
we analysed the average reading time per section of text (1-2 sentences),
which relied only on determining the time that the gaze moved to the
first line of each text section.

While our precision test was similar to the calibration-validation
procedures used by many research-grade video eye trackers, we did
not use it for eye tracker calibration. It is still worth noting that
requiring a mean calibration error below 0.5° is common practice in
eye tracking research with conventional eye trackers. We found that
5 out of 27 observers would have reached that limit on average with

the VIVE Pro Eye’s eye tracking, while 12 out of 27 would have
reached it with the Varjo VR-2’s eye tracking.

2.7 Data analysis

Custom unity scripts were used to save observers’ responses and
the eye-tracking data into text files, which were subsequently
processed with Matlab. The legibility experiment data was
processed and analysed in the following steps. First, threshold
estimates were extracted. For the staircase experiments, the
threshold value for a single staircase run was calculated as the
mean over the last 10 staircase reversal points (the stimulus
values of trials where stimulus change direction reversed), with
the first two reversal points considered practice and excluded (see
dashed line in Figure 2B). The estimated threshold for each observer
was then calculated as the mean over five such single staircase
threshold values. For the MOCS experiments, data from the five
stimulus blocks for each observer was pooled, resulting in 50 trials
per font size. A psychometric function was constructed by
calculating percent correct for each stimulus level and plotting
the percent correct values as a function of font size (Figure 2C).
The data was then fitted with a cumulative normal distribution
function, with location and slope as free parameters, and the
threshold estimate was given by the font size, with which the
fitted function crossed a criterion percent correct value (dashed
lines in Figure 2C). The maximum likelihood fitting was performed
using the Palamedes toolbox for Matlab (Prins and Kingdom, 2018).

The study utilized a within-observer design, meaning that every
observer repeated the experiments with all devices. Therefore, the
statistical significance of device differences in the legibility
experiments was analysed with a repeated measures ANOVA,
which was conducted with Matlab’s ranova function. Normality
was tested with one-sample Kolmogorov-Smirnov tests and
sphericity with Mauchly’s test (both were satisfied). Tukey-
Kramer correction was applied in the pairwise comparisons
following the ANOVAs.

The statistical significance of device differences in font size
thresholds were also tested on the level of each individual
observer. For the staircase method data, a one-way ANOVA was
conducted with device as the independent variable, and the five
staircase results per device were treated as independent observations
of a given observer’s font size threshold. Regarding data from
MOCS, a model fitting approach to statistical testing was
adopted. We tested the null hypothesis that a single function
fitted (see details above) to the data from all three devices is as
good a model for the data as three functions with different mean
parameters (i.e., thresholds), while allowing the slope of the
psychometric function to vary freely in both cases.

Reading speed was determined by calculating the reading time for
each text display. This was measured as the time between the gaze
moving to the starting point in the first line of the text and the observer
reporting that they had finished reading the text by pressing a key. For
each device, the observer read 15 of the 30 stories, and we calculated the
average of the single display reading times, provided that we successfully
measured the reading time for at least 2 text displays in each story.

The reading speed data was analysed with mixed models to
accommodate its more complex structure, including multiple
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reading time measurements from each observer (within observer
design), as well as both fixed factors (like the device) and random
factors (like the story). With a linear mixedmodel, we observed that the
residuals were not normally distributed. Consequently, we conducted a
generalized linear mixed model using a gamma distribution
assumption. Both models provided very similar results. We report
both models, as a linear mixed model allows for an effect size estimate
(η2p) comparable to that reported for the legibility experiments. The
analyses were conducted using R (R Core Team, 2021) and RStudio
(RStudio Team, 2022) with the following R-packages: lme4 (Bates et al.,
2015), lmerTest (Kuznetsova et al., 2017), emmeans (Lenth, 2022),
effectsize (Ben-Shachar et al., 2020), and afex (Singmann et al., 2021).
To mitigate potential errors in eye tracking data, we required each story
to have successful eye tracking recordings for at least two text sections
before including the reading time estimates of that story in our data
analysis. As a result, not every story had a reading time estimate for
every observer, with approximately 5% of cases missing. Nevertheless,
mixed models are robust in analysing such data.

To compare the efficiency of the different measurement methods
(MOCS, staircase, and reading speed) on a population level, we
conducted bootstrap simulations. New datasets were resampled with
replacements from the observed data. The appropriate analysis, either a
repeated measures ANOVA or mixed model, was then performed on
the simulated datasets. We also conducted simulations where the
datasets included fewer observers than the current study, and where
the effect size was smaller than in the current study. The latter was
achieved by reducing the difference in threshold or reading time
between different devices. For each condition, 500 bootstrap samples
were produced.

Most observers had data available for each experiment, but for
some, data for a specific experiment had to be excluded due to two
main reasons. Firstly, for some observers, the interpolation function
could not be fitted to their MOCS data. Secondly, the quality of eye
tracking data was insufficient for the reading time analysis to be
performed based on it.

The error bars in the data plots represent 95% confidence intervals
that have been calculated to remove irrelevant differences in the overall

average performance levels between observers. This approach ensures
that the error bars align better with the within-observer design of the
experiments and the statistical analyses.

The Unity code for all experimental procedures described above,
as well as the Matlab code for processing data, are available at
https://osf.io/8ekta/.

3 Results

3.1 Single letter legibility thresholds

The results were extremely clear for all the single letter legibility
experiments. The Varjo VR-2 performed the best in all legibility
thresholds measurements, the difference being especially pronounced
compared to the VIVE Pro eye (Figure 3). We first report the results of
the staircase measurements. In a repeated measures ANOVA with the
size thresholds as the dependent variable, the effect of the device was
statistically significant: F (2,50) = 76.53, p < 0.001, η2 = 0.75. Similarly,
when contrast threshold was the dependent variable, the result was also
statistically significant: F (2,50) = 101.7, p> 0.001, η2 = 0.80. All pairwise
comparisons were also significant (p < 0.001).

In addition to the staircase procedure, font size thresholds were
also measured with a method of constant stimuli (MOCS)
procedure. In a repeated measures ANOVA with size thresholds
as dependent variable, the effect of the device was statistically
significant: F (2,48) = 113.23, p < 0.001, η2 = 0.83, although in
this case the pairwise difference between Varjo and Oculus was
somewhat less pronounced (p = 0.045, see Figure 3).

Font size thresholds obtained with the staircase procedure and
the method of constant stimuli (MOCS) procedure yielded highly
similar results. Specifically, for the 24 observers for whom size
thresholds could reliably be determined for all three devices, the
staircase thresholds and the MOCS thresholds were highly
correlated (Spearman’s rho = 0.665, p < .001).

The legibility results were found to have no correlation with
visual acuity in the better or worse eye, or with interocular

FIGURE 2
(A) Average precision (in degrees of visual angle) of the VIVE Pro Eye against that of the Varjo VR-2. Each data point represents average precision for
one observer (N = 27). Data points above the diagonal indicate cases where a better precision (smaller error) was achieved with the Varjo device. (B)
Example of a single staircase run, where font size increased after wrong answers, and decreased after correct answers. The threshold font size (in this case
10.6) was calculated as an average of the last 10 reversal points (diamonds). (C) An example of fitting the psychometric function to the MOCS data
and extracting the threshold. The threshold was the font size with which the fitted function reached 75% correct level (dashed lines), in this case 10.5.
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differences in acuity, with p-values greater than 0.2 in all cases. This
suggests that legibility was primarily limited by the device used for
the experiments, rather than by the observers’ visual acuity.
Therefore, visual acuity was not included in further analyses.

3.2 Measurement efficiency with different
measurement methods

TheMOCS procedure has traditionally been considered a highly
reliable and robust psychophysical method, but also somewhat
inefficient. Since we measured the font size thresholds with both
the MOCS and the staircase procedures, it is possible to use the data
to compare the efficiency of the two methods directly. Regarding
time investment, the time to measure one block of trials was clearly
shorter with the staircase method (mean 117 s, CI ± 5.5 s) compared
to the MOCS method (mean 231 s ± 8.8 s). Considering that it is
usually necessary to run at least one block of trials to determine a
suitable stimulus range for the MOCS, the MOCS method is thus
about twice as time-consuming as the staircase method.

We then investigated whether the extra time investment yielded
greater statistical power. We first considered the power on an
individual observer level. We found no considerable difference
between the two methods when comparing font size thresholds
for the three devices using one-way ANOVA within each individual
observer. The ANOVA resulted in a p-value lower than 0.05 in all
25 observers with the MOCS method, and 24/25 observers with the
staircase method. However, the effect size (η2) was slightly larger
with the MOCS method (0.80 ± 0.054 vs.0.68 ± 0.060).

Another way of comparing the efficiency of the different
methods is to estimate how the population-level analyses would
have turned out if the effect size were smaller, there were fewer
observers, or both. To this end, we ran bootstrap simulations with
24 and 12 observers, and varied the effect strength by rescaling the

inter-device differences while keeping standard deviations
unchanged. Figure 4 shows the proportion of simulations
resulting in p-values smaller than 0.05 for different effect
strengths and numbers of observers. In agreement with the
individual observer level results, the statistical power of the
MOCS method is somewhat larger on the population level as well.

We conclude that, based on statistical power comparisons, the
MOCS method seems preferable, but not very dramatically so. Further,
it is important to note that all of the legibility measurement methods
show very high statistical power, and other factors regarding
experimental practice may often dictate which method to choose. In
the Discussion section, we will consider some of these factors.

FIGURE 3
Average size and contrast thresholds for each device and measurement method. The X-axis shows the devices used in the experiment, while the
panel titles indicate the measurement methods employed. Error bars represent 95% confidence intervals.

FIGURE 4
Statistical power for different sample sizes and effect strengths,
based on bootstrap simulations. The curves andmarkers represent the
probability of an experiment producing a p-value below 0.05 as a
function of effect strength. The curves andmarkers represent the
legibility and reading experiments, respectively. Shaded regions and
error bars represent 95% CI.
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3.3 Reading speed experiment

We compared reading times between the Varjo VR-2 and VIVE Pro
Eye devices, which have eye tracking capabilities, and found that reading
times (per a 1-2 sentence display) were longer with the VIVE Pro Eye
(EMMEAN±95CI 6478ms ± 623ms) than the Varjo VR-2 (EMMEAN
6063 ± 624ms), as shown in Figure 5. To investigate the difference in
reading times between the two devices, we used a linear mixed model
with reading time per text display as the dependent variable, device as a
within-observer fixed factor, and device order (i.e., whether the observer
started the reading task with the particular device) as a between-observers
fixed factor, with observer and story as random factors. The effect of the
device was significant [F(1, 626.4) = 41.37, p < 0.001, η2p = 0.06], as was
the effect of device order [F(1, 626.5) = 18.164, p < 0.001, η2p = 0.03. The
interaction was not significant (p = 0.194). Since the residuals were not
strictly normally distributed, we also conducted a generalized linear
model with a gamma distribution assumption, which yielded similar
results (device: χ2 = 45.29, p < 0.001, order: χ2 = 25.06, p < 0.001,
interaction: p = 0.317). The intraclass correlations of the random effects
observer and story were 0.593 and 0.144, respectively, suggesting that
both are considerable nuisance factors in this type of experiment.

The current setup appears to be well-powered, even in the
context of the reading speed experiment. To further evaluate the
statistical power, we conducted simulations similar to those
performed for single-letter legibility (see Figure 4). The results
showed that reductions in sample size and effect strength had a
greater impact on the reading speed experiment results. While
reducing effect strength to half left the percentage of p-values
below 0.05 at an acceptable level (94%), as did reducing the
sample size from 24 to 12 (95%), halving both the effect strength
and sample size led to a clearly lower level (70%). This level of
statistical power is clearly unsatisfactory, and poor in comparison to
the nearly 100% observed for the same conditions in the simulations
based on the single letter legibility study (see diamonds in Figure 4).

Device order, i.e., which device the observers used as the first
device in the reading experiment, had a pronounced effect on the
reading experiment (see Figure 5). With either device, reading speed
was slower for those observers who started the experiment with that
device, than for those who did not (Figure 5). On an individual
observer level, this caused the reading speed to appear slower with
the Varjo device for 5/24 observers, all of whom started the reading
experiment with the Varjo device. Due to this strong but irrelevant
order effect, testing statistical significance on the level of individual
observers is not meaningful for the reading speed experiment.

4 Discussion

In our experiments, we tested the efficiency of four legibility
measurement methods across three VR headsets. Three of the
methods were derived from the psychophysics tradition and
measured single letter legibility, and the fourth method was a
simple measurement of reading speed, which has earlier been
widely used in legibility measurements. We found that the single
letter legibility methods were less noisy and yielded a much larger
effect size compared to reading speed.

4.1 The single letter legibility method
compared to other methods

Reading is becoming an increasingly necessary part of XR use.
As the legibility of text displayed with XR systems is determined by
multiple factors, and legibility cannot be predicted from the nominal
resolution of the display, a fast and accurate way of measuring
legibility is needed. Perhaps the most intuitively appealing method is
to simply ask observers to judge the legibility of the text presented to
them. For example, in some studies, legibility has been studied with a
method where observers increase the font size until it is legible or
observers increase text until it is comfortable to read (Hoffman et al.,
2019; Büttner et al., 2020). The problem with such methods is that
they rely on a subjective criterion of legibility, which often does not
correspond to actual performance. In the current study, we did not
compare a subjective method to the objective ones, but a large body
of literature has established that objective (e.g., forced choice)
methods are preferable in terms of accuracy and precision
(Vaegan and Halliday, 1982; Higgins et al., 1988; Laming, 2013).

Another straightforward and widely used method is the
measurement of reading speed. This method can be considered
reasonably objective, especially if conducted with eye tracking
(Franken et al., 2015). It is also arguably quite ecologically valid, as
fluent reading is certainly a key goal of designing display technology and
text presentation guidelines. However, this method is relatively noisy,
mainly due to large individual differences in reading speed (Roufs and
Boschman, 1997). In the current study, differences between observers
explained approximately 59% of all reading time variance. To address
this, we adopted a within-observer experimental design. However, when
conducting a comparison study, matching stimuli across the compared
conditions can be a challenge, as the same stories cannot be repeated. To
mitigate this, we matched stories based on readability indices and
emotional valence, but even so, differences between stories explained
about 14% of reading time variance.

FIGURE 5
Average reading times with Varjo VR-2 and VIVE Pro Eye. Black
markers indicate cases in which the device was the observer’s first
device used in the reading experiment, while white markers indicate
cases where it was not. The connecting lines are included to
emphasize the lack of interaction (not a continuous relationship
between the connected datapoints). The difference between the
devices is practically the samewhen bothwere used as the first device,
and when both were used as the second device.
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There have been attempts to eliminate sources of text variation
by creating a pseudotext task, in which participants search through
rows of meaningless text for target letters (Roufs and Boschman,
1997). Although the resulting eye movement patterns resemble
reading, the search task suffers from individual differences in
capacity and strategy as well as from a long learning period,
which means that the task performance gets better even after
78 screens of text (Besuijen and Spenkelink, 1998).

The method utilized in the current study, the measurement of
single letter identification thresholds with a four-alternative forced
choice task, addresses many of the problems associated with the
previously described methods. Firstly, the observers’ subjective
legibility criteria do not affect the results. The thresholds
measured with, for example, different devices or different
typefaces represent the best performance level that the observer
can achieve under those conditions. The thresholds are thus certain
to be on the same comparable scale. Secondly, unlike in reading
speed experiments, the level of measurement noise is usually low,
and the use of within-observer design unproblematic. As a result,
quite a small number of observers will usually suffice.

The current study unequivocally found that the legibility and
readability performance of observers was better with the Varjo VR-2
than the VIVE Pro Eye. However, a closer inspection of the data
revealed that the legibility methods were significantly more reliable in
measuring this difference. Firstly, the effect size, essentially a measure of
signal-to-noise ratio, was approximately 10 times higher in the legibility
experiment. Further, in the legibility experiments the difference between
the two devices was in the same direction and statistically significant
within each individual observer. Analysing the within observer statistical
significance of the reading speed differences, in contrast, was precluded
by the strong device order effect. Whereas such an effect can be
reasonably well controlled on the group level by experimental
counterbalancing and statistical methods, neither is possible on the
level of an individual observer’s results. Finally, when the number of
observers and the effect size were both halved, the statistical power of
the legibility methods remained approximately 100%, while the power
of the reading speed method experiment dropped to an unsatisfactory
70%. In conclusion, applying rigorous psychophysical methods to the
study of XR legibility is advisable as it can distinguish between smaller
differences and allows for smaller observer groups.

4.2 Different variants of the single letter
legibility method

All three variants of the single letter legibility method provided a
superior effect size compared to the reading speed experiment.
However, the question arises: how do we choose among the
variants? In this study, we used the (adaptive) staircase method
to measure both font size and contrast thresholds, as well as the
method of constant stimuli (MOCS) to measure size thresholds. The
choice between these three methods depends on the task-specific
requirements, as well as the use case and context. In addition, the
amount of time available for testing may also be a factor to consider.
We suggest that the staircase size threshold measurement is
probably a reasonable choice in many cases. Firstly, it is usually
the quickest method, while either measuring a contrast threshold or
using MOCS both require additional steps that make them less

efficient. Specifically, measuring contrast requires a preliminary
experiment to find a suitable font size for every observer, unless
a specific size is predetermined based on the use case. Additionally,
using MOCS requires at least one preliminary block of trials to
determine a suitable stimulus range, and is generally considered
somewhat less efficient (Watson and Fitzhugh, 1990). Secondly, the
measurement of font size thresholds is oftenmore directly applicable
to the goal of a legibility measurement, which is to find a suitable
font size for optimal legibility, rather than finding the lowest visible
contrast. Thirdly, the staircase measurement is easy to analyse, as
MOCS involves the additional step of fitting a function to the data.

Despite its longer duration and somewhat more complex analysis,
MOCS may very well be worthwhile in some cases. Firstly, in the
current study the MOCS measurement consistently provided a slightly
better effect size. Thus, if time is not a critical constraint, one can
probably be somewhat more confident of finding an effect with MOCS,
if the effect exists. Secondly, in its simple form, the analysis of the
staircase data yields only a single threshold estimate, which corresponds
to a predetermined percentage correct level. The measurement of the
entire psychometric function with MOCS, in contrast, allows one to
extract a threshold estimate corresponding to any percentage correct
level of interest. For example, in some cases it might be necessary to find
font sizes corresponding both to raremisidentification (e.g., 75% correct
in 4AFC task) and to virtually no misidentification (e.g., 95% correct).
Both could be determined from the same MOCS data set, but would
need to bemeasured separately with the staircasemethod. In addition, it
is possible to estimate and analyse parameters beyond the threshold,
including the slope, guess rate and lapse rate. For example, two
conditions (e.g., two background patterns) might lead to roughly the
same font size threshold, but for one the identification performance
would improve much more gradually as a function of font size. The
slope parameters from the MOCS measurement would reveal such a
difference, whereas the staircase data would not.

Since the MOCS requires a preliminary experiment to estimate the
suitable stimulus range, theMOCS experiment was always conducted in
a later session than the staircase in the current study. We can thus not
completely rule out the role of a learning effect in the better signal to
noise ratio with the MOCS method, although we did not observe any
diminishing intersubject variance during the first session of
measurements, when the learning effects should be largest.

An additional drawback of the contrast threshold measurement is
that determining the physical contrast is much more difficult than
determining the angular size of the letters. This is because determining
the physical contrast requires, at least, the measurement of the gamma
function of the display, which is not currently trivial in XR devices
(Penczek et al., 2017). The staircase andMOCSmethods can be used to
measure not only size and contrast thresholds, but also other types of
thresholds. In some research setups where the aim is tomeasure RGB or
alpha value thresholds, the difficulty in determining physical contrast
may not pose a problem.

Once the legibility threshold has been measured with one of the
methods, it is important to note that it is the lowest value that can be
used for reliable letter recognition, and that the comfortable reading
threshold is higher than the legibility threshold. Kochurova et al.
(2015) suggest that comfortable text size is twice the legibility
threshold value for young persons with a normally functioning
visual system, and three times the threshold for older persons, or
persons with visual abnormalities.
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4.3 On the device differences

The differences between the devices were not the primary focus of
this study, but have been measured and analysed nevertheless, and thus
warrant some consideration. The observed differences are reasonably
predictable and qualitatively sensible. Across all measurements, the
device with the highest nominal resolution (Varjo VR-2) performed the
best. However, the difference in contrast thresholds between the Varjo
VR-2 and the Oculus Quest 2 was surprisingly small, considering that
there is a very large difference in resolution (see Table 1). Nevertheless,
one can draw the conclusion that higher spatial resolution of the device
improves legibility quite significantly.

The Oculus Quest 2 showed the largest variance between
observers, which may be attributed to its comparably worse fit
and smaller eye box. Despite the use of the elite strap accessory,
observers frequently reported difficulties in achieving best optical
quality with this device. Furthermore, unlike the other two devices,
the Oculus Quest 2 lacks an interpupillary distance (IPD)
measurement and only has a crude manual IPD setting adjustment.

5 Conclusion

We conclude that the legibility measurement method presented in
this paper is a robust and objective tool for determining text legibility in
various different XR use cases. Although the results related to legibility
in our VR experiments should not be directly extrapolated to any other
device types, it is technically straightforward to adapt the
methodological approach to a broader range of XR devices,
including augmented and mixed reality environments. However,
case-specific pilot experiments are likely to be necessary in many
instances to confirm the applicability of the method to the particular
use case and to determine whether modifications are needed.
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