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Abstract

Enhancers are non-coding DNA elements that play crucial roles in transcriptional con-
trol, particularly in development. Patterns of histone modifications at enhancers are com-
monly used to infer their activity states and, poised enhancers (PEs) in particular dis-
play a ’bivalent’ chromatin state: the "active’ H3K4mel and the 'repressive’, Polycomb-
associated H3K27me3. Typically observed in pluripotent stem cells (PSCs), it was shown
that PEs are required for gene activation later during differentiation. However, the func-

tion of the poised state of enhancers remains largely unknown.

To trace the emergence of PEs in early development, I have extensively optimized a
recently developed low-cell number Capture Hi-C protocol to perform Poised Enhancer
Capture Hi-C (PECHi-C) in PSCs, in time course upon the naive-to-primed transition,
which is known to associate with a major shift in the localisation of Polycomb proteins,
from a broader to a highly focal pattern. PECHi-C revealed that the PE-mediated regu-
latory circuitry undergoes significant reorganization between the two states. In particu-
lar, I detected three predominant patterns of PE-mediated interactions: the UP, DOWN
and CONSTANT interaction classes. Integrating these results with Cut&Tag data on hi-
stone modifications revealed an interplay between the acquisition of the poised state at
enhancers and their interaction dynamics whereby, at least in some cases, the acquisition
of the bivalent signature occurs in parallel to the acquisition of their contacts. Moreover,
the analyses suggested that day 3 of the transition is a pivotal point of the naive-to-primed

transition for the emergence of PEs.

Overall, this thesis provided further insights into the emergence of PE-mediated reg-
ulatory circuitry during early embryogenesis. The different patterns of PE connectivity
suggest the presence of diverse regulatory mechanisms of PEs, further suggesting that
PEs might play a role at earlier stages of embryogenesis, by ensuring the correct transi-

tion from the ground state of pluripotency to the primed state.
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1 Introduction

1.1 CHROMATIN STRUCTURE OF THE GENOME

The term chromatin was first introduced in 1882 by Walther Flemming to define the gran-
ular matter he could observe in the nucleus of the cells [[1]]. Today, chromatin is generally
defined as DNA that is associated with proteins and RNA molecules tightly packaged in

the nucleus of eukaryotic cells.

1.1.1 Chromatin structure and function

Initial in vitro assays suggested the existence of two main types of chromatin fibers that
could be observed in the nucleus: the 30nm the 10nm structures. The 10nm conforma-
tion, commonly referred to as “beads on a string”, consists of 147bp of DNA wrapped
around nucleosomes [2,3]. Nucleosomes typically consist of a core, or nucleosome core
particle (NCP), containing histone octamers formed by four highly conserved histone pro-
teins: H2A, H2B, H3, H4, which are flanked by strings of DNA, known as linker DNA.
Specifically, histone octamers consist of a dimer formed by H2A /H2B that interacts with
a tetramer formed by H3/H4 [4} 5, 6]]. The nucleosome structure is intrinsically very dy-
namic and can adopt many alternative conformations allowing dynamic folding and un-
folding of the nucleosomal DNA (Figure 1.1). Indeed, Transverse Relaxation Optimized
SpectroscopY (TROSY)-NMR (Nuclear Magnetic Resonance) based studies, a method-
ology that allows the study of large molecules and complexes providing insights of the
structure, dynamics, reaction state and chemical environment of such molecules and com-
plexes, allowed to probe the role of histone proteins and their assembly in determining
the plasticity of the NCP and in mediating the supercoiling of the DNA in the nucleus [[Z].
The precise mechanism with which nucleosomes can coil into the 30nm chromatin fibers
still remains an area of active studies, although two main models have been proposed.

The solenoid model proposes that nucleosomes are arranged linearly, in a solenoid-type
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helix, whereby adjacent nucleosomes are connected by a bent DNA linker. Alternatively,
the zig-zag model suggests that nucleosomes are stacked by going back and forth and
are connected by a straight linker DNA [8, 9} [10]. In vitro chromatin reconstruction ex-
periments have provided evidence that nucleosomes are more likely to display a zig-zag
disposition which appears to be mainly dependent on the presence of the histone linker
H1, suggesting a possible role for H1 in the formation of the more compacted 30nm fiber
[111].

However, the evidence that supports the existence of the 30nm chromatin fibers is
controversial. Studies using electron microscopy approaches have shown that the 30nm
fibers are not a common feature of eukaryotic chromatin [12} [13]], with the exception of
chicken erythrocytes [[14] and starfish sperm [[15]]. Chromatin fibers measured by electron
microscopy appear mostly irregular, with most of them with a diameter ranging between
10nm and 30nm. Over the past two decades, chromosome conformation capture (3C-)
based assays (described in more details in section 1.1.5) failed to provide precise infor-
mation on the presence of 30nm fibers in vivo [[16, 17, [18} [19]. However, recent studies
based of the newly developed Micro-C (described in section 1.1.5) have mapped local
chromatin folding at nucleosome resolution, providing evidence of the 30nm in yeast as
well as in mammalian cells [20, 21]].

Recently, the development of chromEMT (electron microscopy tomography) allowed
visualisation of the chromatin ultra-structure and the 3D organization of the nucleus at
multiple scales. Studies employing chromEMT found that only a minority of the chro-
matin is actually found in the 30nm structure (< 20%), with most of it being in the “beads
on a string” conformation. This suggests that the 10nm is the preferred conformation of
chromatin under more physiological conditions [22]].

Nevertheless, it is clear that one of the main roles of chromatin is to allow the necessary
degree of compaction needed to store the DNA in the relatively small volume of the nu-
cleus. However, DNA also needs to remain accessible for processes like DNA replication,
DNA repair and transcription. Therefore, chromatin structure has to remain sufficiently

dynamic to ensure prompt accessibility of the underlying DNA molecule.

Nucleosomes act as highly dynamic units that can be re-positioned along the DNA
molecule allowing chromatin to change its shape and degree of compaction to rapidly
move between different conformations with different degree of accessibility. Conven-

tionally, we can distinguish two main types of chromatin: euchromatin and heterochro-
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matin. Euchromatin usually refers to an open conformation, typically associated with
actively transcribed regions. Heterochromatin, on the contrary, represents a more con-
densed state typically associated with gene-poor regions and low transcriptional activity
[23]]. We can further divide heterochromatin in constitutive and facultative. The former
is mainly found over repetitive regions in the genome (such as telomeres, centromeres,
etc.) and transposons while the latter typically encompasses genomic regions that need
to be repressed in a cell-type specific manner [24)] 25, 26| 27]].

In general, the chromatin structure is highly complex and the development of novel
technologies has allowed for greater characterisation of chromatin composition and spa-
tial folding and how this ultimately impacts on gene regulation and other DNA-associated

processes, which will be the focus of the following sections.

H2A or H2B D

H3 &
H4 &

Histone PTMs § §

10nm fiber
"beads on a string"

Nucleosome

Figure 1.1: Schematic of chromatin structure. Schematic of the different levels of chromatin
structure. Within the nucleus, DNA is wrapped around a histone octamer core, or nucleosome
core particle (NCP), consisting of two copies of each histone: H2A, H2B, H3, H4. Two main types
of chromatin can be observed: 10nm fiber, or “beads-on-a-string”, and the 30nm fiber. Figure

adapted from Rosa, S. & Shaw, P, 2013 [28]].
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1.1.2 Histone proteins and post-translational modifications (PTMs)

As previously mentioned, histone proteins form the NCP and they represent the most
fundamental level of chromatin organization [29]. All histones share a similar structure,
with a globular core domain and N-terminal “tails”. The histone core domain forms the
reel around which the DNA is wrapped and it represents approximately 75% of the his-
tone protein mass. It is generally highly conserved from yeast to human and plays a key
role in the maintenance of the genetic material. The remainder of the histone’s mass is
represented by their “tail” domain which, although structurally undefined, is highly con-
served across evolution [30}4/]. Histone tails play a key role in the regulation of chromatin
compaction. Indeed, in vitro studies show that their removal results in nucleosome arrays
that are unable to condense into the 30nm fiber 31,32, 33]].

Histone N-terminal tails can undergo a series of different types of post-translational
modifications (PTMs) that can mediate the regulation of different functional aspects of
the chromatin [32]]. In eukaryotes, one of the main role of PTMs is the regulation of DNA
transcription [134, 35]. Typically, PTMs involve the addition of small groups such as the
acetyl group (typically on lysine residues of histone tails), the methyl group (on lysine,
arginine and glycine residues) and the phosphoryl group (typically found on serine and
threonine), but, in some cases, they can also involve the addition of larger group such as
ubiquitin or SUMO (Small Ubiquitin-like MOdifier) [30} 132} 136} 137, 138]]. PTMs of histone
tails, alone or in combination, can affect the interaction between histones and DNA and

they can represent docking sites for numerous nuclear proteins [39]].

In particular, histone acetylation and methylation of different lysines of histones H3
and H4 are among the most characterized PTMs and they play a crucial role in the regu-
lation of transcriptional activation and repression.

Acetylation was initially associated with active gene transcription in the 1990s, with
the purification of the histone acetyltranferase (HAT), HAT A, from Tetrahymena macronu-
clei [40, 32, 41]]. HATSs catalyze the transfer of an acetyl group to the e-ammino group of
histone tails lysine (K) residues and it is usually associated with chromatin accessibility
and transcriptional activity (discussed in more details in section 1.2) [42] 43]. Histone
deacetylases (HDACs) counteract HATs and are typically associated with decreased or
absent levels of histone acetylation and transcriptional inactivity [44]]. In general, histone

acetylation has a central role in mediating a shift from a repressive to a permissive chro-
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matin state through either promoting changes in the nucleosome structure or by creating
docking sites for proteins involved in transcriptional regulation [43]].

Methylation of histones involves the transfer of a methyl group to lysine, arginine or
histidine residues of N-terminal tails. In particular, K can be methylated by one, two or
three methyl groups (mel, me2, me3) [45} 46 and, depending on the specific K residue,
methylation can be associated with transcriptional activity (e.g. H3K4, H3K36) or tran-
scriptional repression and heterochromatin (e.g. H3K27, H3K9) [147, /48 49]].

Genome-wide studies to profile the main histone marks allowed to associate specific
PTMs with a specific chromatin context [50]]. These studies also identified a large cohort
of domains where PTMs with seemingly opposite roles coexist and define regions char-
acterized by either a bivalent or, is some cases, a trivalent signature. In both cases, it is
thought that these more complex pattern of PTMs enable a rapid transition from an open
to a closed chromatin state for a more precise regulation of transcription (bivalency will

be described in more details in section 1.3.4) [51}52]].

In general, methylation of H3K4 and H3K27 are amongst the best characterized exam-
ples of methylation -associated transcriptional regulation [53]. Two major complexes have
been identified to be responsible for the deposition of these marks. The Trithorax group
(TrxG) is mainly responsible for the methylation of H3K4 and is more generally associated
with transcriptional activation. Amongst the TrxG complexes, SWI/SNF (Switch Sucrose
Non-Fermentable) acts mainly as chromatin remodeler and the COMPASS complex (a
complex of protein associated with Setl) is the main responsible for the methylation of
H3K4 [54]. On the opposite end, the Polycomb group proteins (PcGs) are responsible for
the deposition of H3K27me3, typically associated with chromatin silencing and transcrip-
tional repression. PcGs proteins form two main complexes: Polycomb Repressive complex
1 (PRC1) and PRC2 (described in more details in section 1.1.3) [55]. Both PcGs and TrxG
are known to be highly conserved. Indeed, mutations in genes coding for both complexes
are responsible for homeotic transformations in Drosophila, in support of their key role in
coordinating proper gene expression patterns. Furthermore, both complexes have been

well characterized for their role in the modification and modulation of chromatin [|56}/57]].

The next section will focus on PcGs and their role in mediating transcriptional repres-

sion.
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1.1.3 Polycomb Repressive Complexes

Described in Drosophila, the Polycomb (Pc) gene was initially identified from the mutant
phenotype associated with it, whereby heterozygous mutant male flies displayed addi-
tional sex comb teeth, hence the name Polycomb. It was then found that the effects given
by the deletion of Pc were due to the aberrant regulation of homeotic genes [58, 59, [60]].
In particular, it was observed that the Pc gene was responsible for the repression of the
Hox cluster [58] 59]]. Additional screening studies for suppressors of the nos phenotype,
involved in the abdominal segmentation process in Drosophila, then highlighted the in-
volvement of a specific component of the Polycomb group proteins (PcGs), enhancer of
zeste 2 (EZH2), as a negative regulator of the abdomen-specific gap genes, kni and gnt.
These studies showed that EZH2 was particularly involved in the maintenance of the an-
terior boundaries of both the kni and the gnt expression profiles, once their initial expres-
sion domains were set by the concentration gradient of the repressor Hunchback (Hb, the
prime gap gene of the segmentation regulatory network in Drosophila) [60, 61]]. It is now
known that PcGs form highly conserved transcriptional repressive complexes known as
PRCs. Two main complexes can be distinguished: PRC1 and PRC2 [i62]].

In mammals, PRC1 complexes can be further subdivided into canonical PRC1 (cPRC1)
and non-canonical PRC1 (ncPRC1). They all share a highly conserved core made by
RING1 (Really Interesting New Gene) proteins (i.e. RING1A and RING1B), mainly re-
sponsible for the ubiquitylation of lysine 119 of histone H2A (H2AK119Ub) through their
E3 ubiquitin ligase activity. RING1 proteins are usually coupled with one of the Polycomb
group ring-finger domain proteins (PCGF1-PCGF6). Specifically, cPRC1 complexes are
assembled around: PCGF2 and PCGF4, one of the chromobox proteins (CBX2, CBX4,
CBX6-CBX8) that recognize and bind to H3K27me3 and/or H3K9me3 repressive marks
and one of the Polyhomeotic (Ph) homologous proteins (PHC1-PHC3) characterized by a
sterile alpha motif (SAM) domain that allows the formation of homo- or hetero-polymers
of PcGs and is essential to achieve transcriptional repression [63]]. ncPRC1 contains a
zinc-finger domain, instead of CBX proteins, and a YY1-binding protein (RYBP or its par-
alog YAF2) which can associate with PCGF1/PCGF3, PCGF1/PCGF5 or PCGF6 to form,
respectively, ncPRC1.1, ncPRC1.3, PRC1.5 or ncPRC1.6 [I64] (Figure 1.2, top blue panel).

PRC2 mediates methyltransferase activity and the deposition of H3K27me3 [I62]]. Its
main components are: SET-domain containing histone methylatransferases enhancer of

zeste (EZH2 or EZH1), embryonic ectoderm development (EED), suppressor of zeste
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(SUZ12) and the CAF1 histone binding proteins RBBP4 and RBBP7. Recent proteomic
approaches in human revealed that the PRC2 core complex can itself be found in two
main alternative assemblies: PRC2.1 and PRC2.2 [65]. In the PRC2.1 complex, the main
core is bound to one of the three Polycomb-like homologs (PCLs), PHF1, PHF19 or MTE2,
coupled with either EPOP (Elonging B/C and PRC2-associated protein) or PAL1/2 (PRC2
Associated LCOR Isoform 1/2) [66] 67]]. Here, PHF1 (PHD finger protein 1) stimulates
efficient trimethylation activity of EZH2 using as a substrate H3K27me2 that is recog-
nized by its TUDOR domain [68]]. It has also been shown that PHF1 and MTF2 mediate
the recruitment of PRC2 at unmethylated CpGs [69, 70, [71} [72]]. Moreover, the associa-
tion of EPOP with several regions in mESCs led to speculate that it counteracts canonical
PRC2 and transciptional silencing, maintaining sub-optimal transcription levels at biva-
lent genes (described in section 1.3.4) [73,[74,[75]. Meanwhile, PRC2.2 is defined by the
presence of the zinc-finger proteins AEBP2 (Adipocyte Enhancer-Binding Protein 2) and
JARID2 (Jumonji, AT Rich Interactive Domain 2) [I65] 76, 77]]. Both AEBP2 and JARID2
show preferential binding to CpGs (high CpG density regions in the genome) and they
recognize the H2AK119Ub mark deposited by PRC1, potentially representing a functional

link between the two main complexes [[77,[78,179,/80] (Figure 1.2, bottom red panel).
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Figure 1.2: Polycomb group protein complexes. Polycomb group proteins (PcGs) constitute
highly conserved transcriptional repressive complexes known as PRCs. Two main complexes can
be distinguished: the PRC1 (blue panel) and the PRC2 complexes (red panel). The core PRC1
complex can associate with different PCGF proteins, PCGF1-PCGF6, forming the canonical PRC1
complexes (cPRC1) and non-canonical (ncPRC1) PRC1 complexes. The core of the PRC2 complex

can associate with different accessory proteins to define the PRC2.1 and PRC2.2 complexes. Figure

adapted from Schuettengruber, B., et al., 2017 [56]].

Despite PcG proteins and their target genes being overall conserved during evolution
[81]], the number of PcG genes varies greatly across species and the study of the func-

tional roles of the different PcGs complexes is still an area of active research. Nevertheless,
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numerous studies have provided evidence that different PcG complexes are involved in
different biochemical reactions and can target a variety of different genes, especially in em-
bryonic stem cells (ESCs) [182},183]. The requirements underlying the recruitment of PcGs
can also diverge significantly. Early evidence in Drosophila showed that specific DNA reg-
ulatory elements, namely PREs (Polycomb Response Elements), can recruit PcGs factors
and mediate the inheritance of silenced chromatin throughout development (84, 85, 86]].
PREs were shown to contain transcription factor specific binding motifs and an initial
model proposed that TFs recruited PRC2 in the first instance, which in turn recruited
PRC1 by depositing H3K27me3 [87]]. But while PREs play a crucial role in the recruit-
ment of PcGs in Drosophila, they don’t seem to be sufficient on their own. In fact, a more
universal feature for PcGs recruitment in mammals is their preferential affinity to un-
methylated CpG islands (CGls). CGIs are usually defined as stretches of DNA, between
500bp-2000bp, with a CG content higher than 50% and an observed versus expected CpG
ratio greater than 0.6. According to their methylation status, they can be associated with
transcription repression (methylated CGIs) or activity (hypo- or un- methylated CGlIs)
188,189, O0I].

In the context of PcGs recruitment, in particular, research has focused on KDM2B
that binds to unmethylated CGIs through its CxxC-DNA binding domain playing an ac-
tive role in the recruitment of PRC1.1 to the chromatin of ESCs. These findings led to
the hypothesis that PRC1 tethers to chromatin first, leading to deposition of H3K119Ub.
H3K119UDb then mediates the recruitment of PRC2 (perhaps through AEBP2 and JARID)
which is responsible for the deposition of H3K27me3 [91} 92} 93]].

Genome-wide mapping studies in mammals revealed that some of the PcG-bound
CGlIs correspond, indeed, to repressed promoters and absence of transcription can in-
duce the recruitment of PcG proteins to these regions [92]]. This supports the so called
“chromatin sampling” model according to which PcG proteins weakly interact with all
the potential binding sites present, but their binding is unstable if they encounter active
transcription [94]]. However, if transcription levels are low or absent, PcG proteins re-
main stably bound to CGIs. Although the “chromatin sampling” model seems plausible
for most cases, PcG proteins can be also targeted to sites of active transcription, arguing
for an alternative interrelated mechanism. Nevertheless, this implies that the cross-talk
between PRC2 and PRC1 in the establishment of a repressive chromatin environment is

more cooperative, rather than hierarchical, and highly context-dependent [56]].
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PcGs can mediate transcriptional repression through multiple mechanisms. One of
the main and best characterized one is chromatin compaction. By inhibiting the chromatin-
remodeling mediated by the SWI/SNF complex, PRC1 and PRC2 cooperatively render the
chromatin inaccessible to the transcriptional machinery. It has recently been shown that
a continuous competition between SWN/SNF and PcGs could be key in the switching
between a repressed and an active chromatin state [95]. In addition to chromatin com-
paction, Polycomb can lead to transcriptional repression by inhibiting H3K27 acetylation.
CBX proteins can, indeed, directly inhibit the HAT activity of CBD, therefore tipping the
balance in favor of the repressive H3K27me3 [96]].

Additionally, Polycomb activity can be regulated through its interaction with RNA
[97, 198, 99]]. Indeed, several studies have shown that PRC2 can promiscuously interact
with different types of RNA: long non-coding RNAs (IncRNAs), short RNAs, transcribed
by paused RNA polymerase II at the 5" end of Polycomb-bound genes, or mRNAs of ac-
tively transcribed genes. The functional role of the Polycomb-RNA interaction has been
an area of active research and several mechanisms have been explored. For example, it has
been shown that RNA can inhibit the catalytic function of PRC2, particularly at regions
devoid of H3K27me3, but less so at regions with pre-existing H3K27me3, playing a role in
mediating the deposition and/or propagation of H3K27me3 [1100, 101} 102,103} 104, 105]].
An alternative mechanisms of Polycomb-mediated silencing has been explored whereby
the rixosome complex (involved in RNA processing and degradation) plays a role in
the Polycomb-mediated gene repression through the interaction with PRC1. Specifically,
RING1B recruits the rixosome complex at Polycomb-bound regions where RNA poly-
merase II is paused downstream of the promoter, and it promotes the degradation of
nascent RNAs. This suggests that Polycomb-rixosome interaction might hinder produc-
tive transcriptional elongation by RNA polymerase II (section 1.2.2), ultimately leading
to gene silencing [106), [107]]. Overall, it has been suggested that RNA can have both a
positive or a negative role in the regulation of Polycomb activity. It can either fine tune
PRC2-mediated deposition of H3K27me3 or it can participate in mediating gene repres-
sion by the recrutiment of the rixosome RNA degradation complex through PRC1 and
lead to impairment of transcriptional elongation [[106].

High resolution profiles of both PRC1 and PRC2 and their respective histone marks
H2AK119Ub and H3K27me3, particularly in ESCs, revealed that they can associate with
large, inactive genomic loci, referred to as "PcG bodies” or "PcG clusters”. The first exam-

ple of this was observed in Drosophila where the Bithorax complex (BX-C) gave evidence
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that PREs physically interact with each other and with promoters [[108} 109, [110]. Since
then, multiple studies further confirmed the presence of PcG bodies, leading to the hy-
pothesis that repression mediated by PcG occurs within nuclear substructures created by

the folding of PcG-occupied chromatin [[111]].

1.1.4 3D spatial organization of the genome

Starting from a larger scale, 3D genome conformation studies highlighted the tendency
of chromosomes within the nucleus to fold into two main compartments: a mostly active
one, normally associated with a more open chromatin conformation, the A compartment,
and a mainly inactive one which typically appears as more compacted chromatin, the B
compartment [112]]. A/B compartments are present on a scale of several megabases and,
in general, regions within the same compartment tend to interact with one another [112]]
(Figure 1.3). While it is known that these compartments can be cell-type specific and can
rearrange during development or in response to different gene expression patterns, they
do not describe cell types in a comprehensive manner [[18,113]].

While active genomic regions associate with one other at the center of the nucleus,
inactive chromatin is usually located at the periphery of the nucleus and it is associated
with the nuclear lamina (NL) through LADs (Lamina-Associated Domains, Figure 1.3).
LADs are regions rich in heterochromatin and PTMs associated with gene repression.
Similarly to heterochromatin, two types of LADs have been described: constitutive LADs
and facultative LADs. The former are typically A-T rich and remain associated with the
NL during differentiation, while the latter disengage when a gene becomes active [114,
115 [116) [117]. Although LADs associate with gene-poor regions or genes that are not
being expressed, the mechanisms underlying the establishment of contacts between LADs
and how this leads to gene repression still remain an area of active study [113]].

On a 100kb to 800kb scale (and in some cases up to several megabases), genomic re-
gions tend to interact with each other with higher frequency, within semi-confined clus-
ters of chromatin interactions also known as Topologically Associated Domains or TADs
(Figure 1.3). TADs represent a feature of the whole genome, they have been identi-
fied across different cell types and are conserved across species in the animal kingdom
(118,119,120, 121}, 113]]. Although the mechanisms through which TADs are formed are
not fully understood, it has been established that chromatin loop extrusion is involved in
the formation of these structures. Loop extrusion is a process mediated predominantly by

CCCTC-binding factor (CTCF). According to this model, chromatin loops are extruded
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through cohesin rings until they encounter CTCF, which defines the boundaries of TADs
(122, [123, [113]] (Figure 1.3). The architectural role of TADs has been abundantly estab-
lished, as well as their functional role in facilitating the regulation of precise transcrip-
tional regulation (the role of TADs in the regulation of gene transcription will be explored

further in section 1.2.6).
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Figure 1.3: Hierarchical organization of the 3D genome. In the nucleus, chromosomes fold into
two main compartments: the A compartment, usually located at the center of the nucleus and as-
sociated with active euchromatin. The B compartment, usually located at the periphery of the nu-
cleus and associated with inactive heterochromatin. Lamina-associated domains (LADs)are tran-
scriptionally inactive regions located close to the nuclear lamina. Chromatin regions that tend to
interact with one another with higher frequency form topologically associating domains (TADs),
separated by TAD boundaries enriched in structural proteins such as CTCF (CCCTC-binding fac-
tor) and cohesin. Based on the loop extrusion model, loop-extruding factors like cohesin actively
extrude loops until they reach the boundary elements (i.e. CTCF-binding sites) and loop inter-
actions can be stabilized by additional structural proteins such as CTCF, cohesin and YY1. The
different levels of genome organization play a role in the fine regulation of gene expression. Fig-

ure adapted from Wang H. & Han M., et al., 2021 [[124]].

Over the last decade overwhelming evidence has shown that PcGs also play an im-
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portant role in spatial folding of chromatin, forming repressive chromatin loops in the
nucleus. The Hox cluster is a well known example of PcGs regulated regions displaying a
looping structure [[108]125]]. It has been hypothesized that H3K27me3 itself can stabilize
PcGs-mediated 3D chromatin conformation contributing, therefore, to the fine regulation
of their target genes [92} 111]].

The role of PcGs in the 3D folding of the genome has been established in both flies
and mammals. Especially in ESCs, several studies have led to hypothesize that CBX and
PHC1/2 may contribute to the establishment of long-range interactions between PcG-
bound loci and that PRC1 in cooperation with PRC2 may be involved [[111]]. 3D chro-
mosome conformation studies in ESCs suggest that PcG bodies tend to localize in the A
compartment where the chromatin is generally found in a more accessible state. A sce-
nario that appears reversed in “terminally” differentiated cells, where PcG bodies shift
toward the more inactive B compartment. This led to speculate that in ESCs Polycomb-
bound chromatin places itself in a more permissive environment to be accessible to other
TFs, co-activators and transcriptional machinery, therefore more responsive to activation
cues [[126}[127]]. Moreover, it has recently been shown that the establishment of Polycomb-
mediated long-range interactions is counteracted by cohesin through a mechanism that
appears independent from CTCF and insulation. The regulation of the interaction be-
tween PcG-bound regions by cohesin ultimately affects the expression patterns of Poly-
comb target genes [128]].

Overall, PcGs play an unequivocal role in the 3D genome organization and in medi-
ating the establishment of long-range interactions. Accumulating evidence suggests that
functional role of Polycomb can be highly context-dependent, providing either a repres-
sive or a permissive chromatin environment to regulate gene expression, particularly in
the context of ESCs (for example in the context of bivalent domains, discussed in more

detailed in section 1.3.4) [129, 111} [130]].

1.1.5 Methods for profiling 3D genome architecture

The existence of euchromatin, heterochromatin and, more in general, of a highly orga-
nized chromatin structure within the nucleus in chromosome territories were first pro-
posed in the nineteenth and twentieth centuries [[1}[131},132]]. But it was only in the 1980s
that the presence of chromosome territories was identified through fluorescence in-situ
hybridization (FISH). FISH-based experiments confirmed that not only different chromo-

somes occupy a specific region within the nucleus, but also that highly actively transcribed
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regions tend to associate together towards the center of the nucleus, while less transcrip-
tionally active regions associated with the nuclear periphery [133,[134,[135]]. A major leap
forward in the understanding of chromatin organisation in 3D space occurred due to the
establishment of chromosome conformation capture techniques (3C) and its derivatives,
referred to as C-based techniques [[136} [16]] (Figure 1.4).

3C was first developed in the early 2000s and it allows analysis of the interactions be-
tween two chosen genomic loci through chromatin cross-linking (which captures protein-
mediated or RNA-mediated interactions) and proximity ligation [16} 137]]. In conven-
tional 3C, existing contacts between two regions of interest (”one versus one” approach)
are then identified by quantitative polymerase chain reaction (PCR) (Figure 1.4). 3C ex-
periments, however, do have limitations: they require prior knowledge of the regions of
interest and they are limited in the detection of longer range contacts [[138, [139]. The
need to overcome these limitations sparked the establishment of improved methodolo-
gies. Based on the same principles of 3C, other methods were developed shortly after in
order to investigate the 3D conformation of regions of interest at a higher scale (defined
as C-based techniques): circular chromosome conformation capture (4C) and 3C carbon
copy (5C) [113].

4C, like 3C, is based on proximity ligation where interacting DNA fragments generate
a circular DNA molecule. Here, the use of primers for a specific region of interest allows
the identification of all the genome-wide contacts of the chosen viewpoint (”one versus
many”). 4C, unlike 3C, does not require prior knowledge and allows the detection of
contacts in cis (i.e. on the same chromosome) or in trans (i.e. on different chromosomes)
(Figure 1.4). 4C was later combined with whole genome sequencing and it was applied to
describe the dynamics of chromatin compartments during development for the first time.
Furthermore, studies based on 4C methods gained first insights on the compartmental-
ization of the genome into active and inactive compartments [[140]].

5C allows the analysis of the spatial 3D conformation of larger genomic regions (“many
versus many” approach). Using a forward and reverse primers, it makes use of a 3C li-
brary to amplify large genomic regions (in some cases they can be up to megabases long)
offering greater resolution (Figure 1.4). However, the resolution is highly dependent on
the design and availability of suitable primers for the region of interest. Nevertheless,
5C enabled the investigation of complex interactions of a given locus of interest and their
cis-trans interaction networks, (for example, 5C-based studies helped uncover the organi-

zation of the Hox clusters, both in mouse and human [141]]) and it provided first evidence
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for the existence of TADs on the X chromosome [142]). However, it still doesn’t allow the
study of interactions on a genome-wide scale.

The development of Hi-C made it possible to identify contacts genome-wide (”all ver-
sus all”), both in cis and trans, simultaneously. Hi-C is based on the same principles of the
other C-based techniques described above, but ligation is preceded by the biotin tagging
of the DNA overhangs resulting from the digestion with restriction enzymes. Exploiting
the streptavidin-biotin affinity, the final sample is enriched with ligation products contain-
ing fragments in close proximity in the nucleus. The final library is then sequenced via
[llumina paired-end sequencing [[18]. The newest development in recent years, Micro-C,
sees the substitution of restriction enzyme digestion with micrococcal-nuclease (MNase),

obtaining nucleosome-resolution level of chromatin folding [20] (Figure 1.4).
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Figure 1.4: Chromosome conformation capture (3C)-based methodologies. All 3C-derived
techniques involve isolation of nuclei and DNA, followed by formaldehyde cross-linking of
the chromatin. For Hi-C, restriction enzyme fragments are labelled with biotin and, through
streptavidin-biotin pulldown, the final library is enriched for fragments that are in close 3D prox-
imity in the nucleus. In Micro-C restriction enzyme digestion is replaced by the digestion of chro-
matin using micrococcal nuclease (MNase) digestion, obtaining nucleosome-resolution levels. For
3C, ligation of restriction enzyme fragments is followed by Polymerase Chain Reaction across the
junction while in 4C, restriction digestion and ligation are followed by a second restriction diges-
tion to circularize the genetic material followed by PCR amplification using primer for the restric-
tion fragment of interest. In 5C, reverse cross-linking is followed by the ligation of oligos across
the junction which are then used as template for PCR-based amplification with a common primer.

Figure adapted from Mohanta, TK., et al., 2021 [[113]].

C-based techniques, particularly Hi-C/Micro-C, have driven most of the exploration
of the 3D genome organization over the past decade and have allowed major advancement
in our understanding of the genome hierarchical organization within the nucleus and its
function [[143]. In addition, the development of Hi-C has been key for elucidating the
functional role of 3D organization of the genome in the fine regulation of transcription,

which will be described in more details in section 1.2.
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1.2 REGULATION OF TRANSCRIPTION

The DNA contains the genetic information necessary for the development of highly com-
plex organisms. This includes protein-coding genes and non-coding regulatory elements
that largely determine accurate gene transcription that is fundamental to determine cell

identity and function [[144]].

1.2.1 DNA transcription: a brief overview

Transcription is mediated by RNA polymerases that use DNA as a template for the syn-
thesis of RNA molecules. Three different RNA polymerases have been characterized in
eukaryotes [145]], which were later found to drive the transcription of different classes
of genes: RNA polymerase I (RNAPoll), RNAPolIl and RNAPolIII responsible for the
transcription of large ribosomal RNA precursors, messanger RNAs (mRNAs) and long

non-coding RNAs, transfer RNAs and small ribosomal RNAs, respectively [146].

In order for transcription to initiate, the RNA polymerase needs to gain access to the
promoter region [147]. A promoter is usually defined as a DNA sequence typically lo-
cated near the transcription start site (TSS) of a gene (i.e. in the proximity of the 5" region)
that is able to drive transcription through the binding of various factors (Figure 1.5). Ac-
tive promoters are usually found in nucleosome depleted regions (NDRs) and they can
be distinguished in different classes based on the DNA underlying sequence, the class of
the gene transcribed and the type of RNAPol recruited. In the case of RNAPolll, bound
promoters can contain CGIs or display the presence of a TATA element upstream of the
TSS [1148),[149, 150}, 151}, 152]].

In general, RNA polymerases can not directly bind to promoters, instead their recog-
nition depends on the binding of DNA-sequence specific transcription factors (TFs). TFs
can act as a "bridge” to mediate the connection between polymerases and promoters and
form specific pre-initiation complexes (PICs) on the promoter DNA [153, 154, 155, 156,
157]] (Figure 1.5). In particular, in the case of RNAPolII the PIC is typically formed by
TATA-box binding protein (TBP) and TFIIB which recruits the RNAPoIII-TFIIF complex,
forming a link between the polymerase enzyme and the promoter region [158} 159 160,
161]]. Typically, the main role of the PIC is to make the promoter DNA accessible. In the
case of RNAPolII, this requires the recruitment of an additional factor, the DNA translo-

case XPB, a subunit of TFIIB that usually binds the DNA region downstream of RNAPolIl
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[162]1163].
The formation, stability and function of the PIC in mediating transcriptional initiation

and progression are tightly regulated and will be the focus of the next section.

1.2.2 Transcription initiation, pausing and elongation

Transcription initiation by RNAPolII is mediated by its association with a co-activator
complex known as Medjiator [[164]] and with TFIIH complex which, through its helicase-
associated activity, translocates the DNA towards RNAPollII and contributes to the forma-
tion of the transcriptional bubble. This promotes RNAPOolII to initiate the synthesis of the
complementary RNA molecules [[165,[166| [167]]. After the initial transcription of an RNA
molecule between 20-60 nucleotides, pausing of RNAPolII can occur near the TSS of a
subset of genes [[168|[169,170]. The pausing of transcriptionally enganged RNAPolIl was
initially observed at the promoter of the heat shock protein 60 (HSP60) in Drosophila, but
it is now a known feature of both the Drosophila and the mammalian genome [171} 172]].
RNAPolII pausing it is now considered a major mechanisms for the regulation of tran-
scription and it can occur at promoters associated with a broad range of expression levels.
However, it appears to be enriched at genes that require precise and prompt transcription,
for example at promoters of genes involved in development. Several processes have been
described to mediate the transition from paused RNAPolII to productive elongation of
transcription [173, 174} [168]].

RNAPolII contains a C-terminal domain (CTD) formed by a repeated heptapeptide
sequence than contains several serine (S) residues which can undergo phosphorylation
during transcription [[175]]. Upon initiation, phosphorylation of S5 mediated by CDK7 dis-
rupts the PIC contact with Mediator and basal TFs and promotes the association with DSIF
(5,6-dichloro-1-b- dribofuranosylbenzimidazole sensitivity -inducing factor) and NELF
(negative elongation factor) instead, resulting in an inactive conformation of RNAPolIl
[176]] (Figure 1.5). Typically, after capping of the 5 of the nascent mRNA (necessary
for efficient translation of the mRNA), pTEFb (positive transcription elongation factor b)
mediates the phosphorylation of DSIF, NELF and S2 of RNAPolIl CTD. Phosphorylated
S2 allows the recruitment of the polymerase-associated factor (PAF) complex and TFIIS,
causing the transition of RNAPoIII from a paused to an elongation-competent conforma-
tion [[177,[178,[176]] (Figure 1.5). In addition to phosphorylation, paused RNAPolll is also
characterized by the presence of other post-translational modifications, such as methy-

lation and acetylation of the non-canonical K residues of the CTD, usually observed for
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RNAPoIII present at gene associated with low transcriptional activity [[179} 180]].

Tl'anSCI’iption Acting on chromatin
activators structure
Nucleosome TSS Chromatin

remodellers

) or modifiers

Core promoter

Enhancer region

Figure 1.5: Simplified schematic of DNA transcription by RNApolll. Transcription activation
starts with the binding of transcription factors (TFs) at the promoter region, usually defined as a
DNA region in proximity to the transcription start site (TSS). RNA polymerases cannot directly
bind to the promoter and their recruitment depends on the binding TFs, which mediate the con-
nection between polymerases and promoters forming pre-initiation complexes (PICs). The PIC
is assembled at the core promoter and it includes RNApolll and transcription initiation factor
ITIA (TFIIA), TFIIB, TFIID, TFIIE, TFIIF and TFIIH. The phosphorylation/de-phosphorylation of
carboxy-terminal domain (CTD) of RNApoll at Ser5/Ser?2 is necessary for RNApolll to switch be-
tween an inactive conformation and the elongation-competent conformation, respectively. Figure

adapted from Soutourine, J., 2018 [181]].

Another mechanism involved in RNAPolll pausing is the association with PcGs, which
was initially observed in ESCs, but it has since been observed in differentiated and post-
mitotic cells as well [[182]]. Typically, when RNAPOoIII is associated to PcG-bound regions
it only displays phosphorylation of S5 and it is usually referred to as poised RNAPollI, to
distinguish it from the “canonical” paused RNAPolII [[183, [184]. Phosphorylation of S5
of poised RNAPolII at Polycomb-bound ESCs genes is mediated by ERK1/2 kinases and it
has been shown that loss of ERK1/2 in ESCs leads to a loss of poised RNAPolII and dissoci-
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ation of PRC2 at Polycomb-bound regions, further supporting the functional association
between poised RNAPolIl and PcGs [[185,186]]. Particularly in ESCs, H2AK119Ub medi-
ated by PRCI1 plays an essential role in “holding in check” the poised RNAPollI at a subset
of developmental genes (in particular, poised RNAPolll is found at a subset of bivalent do-
mains which are described in more details in section 1.3.4) [[183]]. The interplay between
RNAPolII poising and PcGs-mediated has been found to play a key role in the regula-
tion of gene expression programs during development, perhaps supporting the idea of a
dynamic equilibrium between an active and a repressed state of genes, especially in the

context of ESCs [[182]].

1.2.3 Enhancers as transcriptional regulatory elements

Alongside promoters, non-coding DNA cis-regulatory elements (CREs) play an impor-
tant role in the regulation of gene transcription. Amongst CREs, enhancers have been
characterized to a greater extent. Evidence of the first enhancer element was found in
the 1980s and since then, millions more have been identified in a myriad of different cell
types. Due to advancements in available technologies, the pivotal role of enhancers in
development and differentiation has become clear, as well as their role in disease progres-
sion through enrichment for non-coding variants, identified through population genetic
studies [[187, [188]].

In the 1980s two parallel studies provided the first evidence for the existence of en-
hancers. Short DNA sequences able to drive the expression of a gene were identified
in the simian virus 40 (SV40) [[189] and in the genome of the sea urchin [[190]]. These
sequences did not have distinctive promoter features and were located distant from the
promoter of the gene. These observations were later confirmed by several studies that
showed the ability, indeed, of a SV40 72bp DNA sequence to drive gene expression using
a reporter system in mammalian cells [[191} 192} 193] [194]]. In addition, it was shown that
this sequence was able to activate $-globin, both mouse and human, regardless of its dis-
tance from the gene promoter or orientation [[191}192]]. Independence from distance and
orientation have since been recognised as common characteristics of enhancer elements.

These findings fueled the identification of more regions with enhancer-like features
and enhancers were soon found in multiple organisms, from bacteria and yeast [[195] to
Drosophila [196]] and mammals [[197, 198} [199]]. In the mammalian genome in particular,
enhancers outnumber by far gene coding regions and they can be located at any distance

from their target genes or within them, as well as being placed within an unrelated gene
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[200, 201} 202].

Understanding how enhancers are able to exert their function is still an area of active
research. A multi-layered mechanism is likely to be behind enhancers ability to regulate
their target genes with a high degree of specificity. At the level of DNA sequence, en-
hancers can be bound by sequence and cell-type specific TFs and co-factors involved in
the recruiting of the transcriptional machinery at promoters. At a higher-order level, chro-
matin architecture and the folding in 3D of the genome through chromosome loops and,
perhaps, phase-separation, also play a crucial role in allowing enhancers to accurately

orchestrate gene expression programs [[187,[188]].

1.2.4 Enhancers as landing sites for transcription factors (TFs)

As more enhancer-like sequences were identified, it became evident that these regions
display a high density of motifs recognized by TFs [203]]. This led to the emergence of a
model whereby enhancers represent landing sites for TFs which collectively increase the
activity of promoters and provided the first explanation as to how a specific combina-
tion of TFs may regulate gene expression in a cell-type and in a condition-specific man-
ner [204, 205]. However, due to the highly packaged conformation of chromatin, some
required enhancer elements could potentially be found tightly wrapped around nucle-
osomes, and this would therefore hinder the recruitment of the relevant TFs. To com-
pensate for this, a number of cell-type specific TFs, known as pioneer factors, are able to
bind to their consesus motif and displace nucleosomes either by exerting chromatin re-
modelling functions themselves or via the recruitment of different chromatin remodellers
[206) 207]]. Numerous studies have shown that pioneer TFs play an important role, par-
ticularly during development. An example is given by the Zinc Finger Early Drosophila
Activator (Zelda) in Drosophila and its role in making enhancers accessible to allow zy-
gotic gene activation (ZGA) [208] 209, 210]. Examples of pioneering TFs have also been
identified in mammals, both mouse and human, such as FOXA1, OCT4, SOX and KLF4,
which play an essential in the control of pluripotency [211], and ASCL1, PAX7, PU.1,
GATA4 and P53 [212]]. However, the binding of pioneer TFs alone is often not enough
to lead to enhancer and promoter activity and they rely on the cooperation of additional
TFs that respond to specific environmental cues and are able to bind to the accessible en-
hancers. It is, ultimately, the cooperative binding of multiple TFs that make the enhancer

regions fully accessible and able to stimulate gene expression [204, 213} 187]].
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TFs that bind enhancers in a sequence-specific manner are also able to recruit fac-
tors involved in the assembly of the transcriptional machinery, in addition to co-factors
which promote chromatin remodelling and the deposition of histone modifications [206]].
Well known examples of co-factors are the FACT and the SWI/SNF complex to facilitate
chromatin remodeling. Factors like Mediator, p300 and CREB-binding protein (CBP) are
typically associated with promoting enhancer activity together with Bromodomain con-
taining (BRD) proteins, such as BRD4 [214, 215] 216, 217, 218]]. In particular, Mediator
and BRD proteins have also been associated with so called ”super-enhancers”, defined
as regions that span over longer DNA loci with regulatory activity and have been shown
to be able to drive gene expression at a greater extent compared with regular enhancers
(219,220, 221, 222]].

It is believed that the organization of the TFs-specific binding motifs could affect the
specificity and efficacy of a given enhancer. The principles that this organization follows
- typically referred to as enhancer “grammar” - are still an area of active investigation
[205, 188]]. Nevertheless, several models have been proposed to describe the lexicon of
TFs motifs at enhancer regions (Figure 1.6). The “enhanceosome” is the most rigid model
and it calls for strict motif organization, positioning and spacing. It requires the rec-
ognized motifs to remain in the same order and orientation for the enhancers to work.
Reported examples of “enhanceosome-like” structures are rare, one being the viral in-
ducible interferon- (IFN-3) enhancer in mammals that requires the binding of eight TFs
[223] 224]]. On the more flexible end, the “billboard” model has been proposed, where
the presence of a given TF binding motif has a stronger contribution than its positioning
and orientation, perhaps implying a lower degree of cooperativity between TFs for DNA
binding. This type of enhancers are likely to be widespread in vertebrates and they tend
to contain sub-optimal binding sequences that may allow for a more rapid motif turnover
and, ultimately, play a role in determining enhancer specificity [225,226|227,228]]. Some-
where in between these rigid and flexible models, there are a large number of enhancer
regions that lack specific underlying consesus motifs, where TFs recruitment happens as
a combination of DNA binding and protein-protein interaction between TFs themselves
[204, 229]]. This intermediate model of enhancer grammar is known as “transcription
factor collective” model and was first postulated in Drosophila, where a set of enhancers
involved in heart development, despite binding to the same set of TFs, didn’t share any
similarity at a DNA sequence level [229]].

It is thought that the vast majority of enhancers are likely to lie on a spectrum between
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the “enhanceosome” model and the ”billboard” model, with strictly defined orientation

and positioning required for some enhancers, but not others [205].

Enhanceosome Billboard TF collective

Enhancer 1

Enhancer 1

Enhancer 2 . Enhancer 2
cettge 0o M2
Enhancer3 Enhancer 3 P
bge A
Fixed motif composition Fixed motif composition Flexible motif composition
Fixed motif positioning Flexible motif positioning Flexible motif positioning

Figure 1.6: Current models of enhancer “grammar”. Enhanceosome: the binding of all tran-
scription factors (TFs) at the enhancer regions is essential for the activation of the enhancer. It
is characterized by a strict DNA motif composition and positioning (motif grammar). Billboard:
the positioning of TF binding sites is flexible, while the presence of a given TF motif has a stronger
contribution to the enhancer activity. Transcription factor (TF) collective: the same set of TFs
bind to many enhancers (as an example, only five are illustrated). The presence of a given TF
motif and its positioning are subject to greater flexibility and TFs can occupy each enhancers in a
different manner. According to this model, the recruitment of TFs to the enhancer can be mediated

via protein—protein interactions. Figure adapted from Spitz, F. & Furlong, E., 2012 [204]].

Nevertheless, the different enhancer architectures will have different implications for
how well the enhancer regulatory landscape is conserved. For example, in the case of
the “enhanceosome” model a single mutation would be expected to greatly affect the en-
hancer function. As a result, this type of enhancers tends to be highly conserved across
evolution, presumably because of their involvement in the regulation of genes that follow
much stricter transcriptional programs [204]]. These highly conserved elements tend to

cluster near genes involved in the regulation of developmental transcriptional programs
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and in some cases, their mutation can lead to disease in human, as seen for the mutation
in the Shh enhancers that results in polydactyly [230} 204]. However, despite there being
some well characterised enhancers that fall in this category, they are in the minority and it
is much more common to observe de novo emergence or loss of enhancers. Even amongst
enhancers retaining conserved activity, the conservation signature is, on the contrary, of-
ten very weak [231},232]]. For example, poised enhancers (described in more detail in sec-
tion 1.3.4) that are involved in the regulation of developmentally important genes do so
despite them not being well conserved at the DNA level across species, hinting to a much
more flexible organizational model [233]]. Even-skipped stripe 2 enhancer (S2E) repre-
sents a well characterized example demonstrating such flexibility. In particular, S2E con-
trols the expression of even-skipped stripe 2 expression in Drosophila, a gene encoding for a
homeo-domain-containing protein (Eve) required for the development of parasegments,
both odd- and even-numbered. Despite the functional conservation and the expression
pattern of this gene being strongly conserved, its enhancer element S2E has undergone a
major motifs re-shuffling across species, with changes in the binding-site sequences and
their spacing [234} 235].

Overall, given that it is common to observe the loss or gain of TF-binding motifs within
enhancers without there being any discernible impact on enhancer function, this would

support a model for more flexible enhancer grammar being utilised throughout evolution.

1.2.5 Enhancers’ chromatin signature

Enhancer regions typically display specific chromatin features. Active enhancers, in par-
ticular, are usually characterized by a low nucleosome occupancy allowing for a more
open and accessible chromatin environment. The depletion of nucleosomes at active
enhancers allowed the use of technique such as DNase-I hypersensitivity sites sequenc-
ing (DNase-seq) and assays of transposable-accessible chromatin via sequencing (ATAC-
seq) to identify Nucleosome-Depleted Regions (NDRs) with putative enhancer activity
[236, 237]]. Chromatin accessibility, however, is not only associated with enhancers, but
also with: promoters, regions that are “primed” for gene activation despite not being ac-
tive per se and regions bound by structural proteins such as CTCF [238] 239, 240, 241]].
PTMs of histone tails represent another suitable readout to define enhancer regions
and provide information on their activity state. Nucleosomes at enhancer regions can,
indeed, carry specific PTMs including H3K4mel and H3K27ac which, in combination, are

considered a hallmark of enhancer activity and are often used to annotate active enhancers
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a priori [242,1243), 233} 244, 245]]. H3K27ac can also be found at promoters, but they can be
distinguished from enhancers based on the higher levels of H3K4me3 instead of H3K4mel
[240, 188].

The methylation of H3K4 is mediated in mammalian cells by MLL/Setl family of
methyltransferases [246| 247]. In general, Setla and Setlb together with MLL1/2 are re-
sponsible for laying H3K4me3 at promoters [248, 249] or it can be found at most house-
keeping enhancers, while MLL3/4 are mainly involved in the deposition of H3K4mel
at enhancers, specially at developmental enhancers, as it has been observed in various
systems (e.g. adipogenesis, cardiac development, lymphogenesis) [250, 251} 252} 253,
254, 255]. According to a number of studies, H3K4mel is usually found upstream of
H3K27ac at enhancers and, in some cases, enhancers can display H3K4mel but be devoid
of H3K27ac in a state that has been described as “primed”, usually not associated with
detectable transcription [233, 243 [245| 244 218| 256]]. Active enhancers recruit p300 and
CBP, which to date are the only known HATSs able to catalyze H3K27ac [257]. H3K27ac is
conventionally used to identify regions with putative enhancer activity and, although it
represents a powerful predictive mark, its precise functional role in the regulation of gene
transcription still remains unclear. Both promoters and enhancers can display acetylation
on a variety of lysine residues, such as acetylation of lysine 16 of histone H4 (H4K16ac),
of lysine 122 of histone H3 (H3K122ac) or of lysine 64 of histone H3 (H3K64ac), associ-
ated with enhancer or promoter activity [258, 259, 260]]. It remains unclear as to which
specific acetylated residues, or combination of thereof, serves a specific purpose. It is pos-
sible that the recruitment of specific HATs, hence the presence of a specific combination of
acetylated residues, may contribute to the binding of specific TFs and the establishment
of cell-specific transcription patterns [261]]. Recent studies suggest that, despite its corre-
lation with trascriptional activity, loss of acetylation at H3K27 has little to no observable
consequence and that H3K27ac may actually be dispensable for the recruitment of TFs
and the transcriptional machinery at both enhancers and promoters [262,263]]. As men-
tioned above, it is known that numerous histones’ lysine residues can be acetylated (for
example H3K9ac, H3K18ac, H3K23ac, H3K122ac) and these modifications often appear
to be co-enriched. Therefore, it is plausible to speculate that the synergistic action of dif-
ferent acetylated residues, rather than individual events, is more crucial for transcription
activity [262].

In recent years, studies in mESCs and hESCs have shown that, beyond the active

and primed state, a large group of enhancers are marked by H3K4mel, but they dis-
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play trimethylation of H3K27 (H3K27me3), rather than H3K27ac [233]]. As previously
described, H3K27me3 is deposited by PcGs and it is usually associated with repression of
transcription. These elements represent a group of enhancers termed as “poised” and are
generally located near genes that play key roles during development (poised enhancers

and their role in development is described in section 1.3.4 [233] 264} 265].)

The set of histone modifications described above is routinely used to identify enhancers
in a genome-wide manner, with the possibility to distinguish enhancers in their active,
primed or poised state. Although they represent only a fraction of the full ensemble of
possible chromatin marks, identifying these shared features made it possible to anno-
tate enhancers in cell-type specific contexts and independently of their conservation sta-
tus [261]]. Untangling their functional role, on the other hand, has been proven difficult,
mainly due to technical limitations. Nevertheless, it is becoming clear that the role of
PTMs goes beyond being mere signposts of the state of an enhancer. They actively partic-
ipate in the recruitment of context-dependent TFs and determine enhancers” chromatin
accessibility [1266,267,268|269]]. In some instances, histone modifications have been found
to contribute to “poise” enhancers for future use and they may have a role in mediating
the communication between enhancers and promoters in the 3D space [270} 264].

The field is gradually moving away from the on/off dichotomy as more evidence ap-
pears of poised and pioneer enhancers and their involvement in a finer regulation of gene

expression patterns.

1.2.6 Enhancer-promoter crosstalk

How enhancers can activate gene transcription is a question that the field of eukaryotic
gene regulation is actively trying to answer. One of the main features of enhancers is in
their ability to regulate the transcription of promoters over large distances, an example of
which is the Shh ZRS enhancer which is situated one mega base (Mb) away from its target
gene [230]. Therefore it is likely that to exert their function enhancers must somehow
communicate with promoters [[188]].

As discussed previously, 3C based techniques and, particularly Hi-C, have been key
in the identification of different layers of 3D genome organization. However, due to the
high complexity of Hi-C data, detailed analysis of interactions between individual loci,
such as enhancer-promoter interactions, is not possible without hitting limitations of res-

olution and statistical power. To overcome these limitations, Capture C and Capture Hi-C
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were developed, whereby a sequence enrichment approach is coupled with 3C or Hi-C
experiments. Here interactions containing regions of interest are captured via sequence
hybridization, thereby reducing the Hi-C library complexity and gaining much greater
resolution [271}, 272}, 273]]. One of the first examples of such strategy is Promoter Capture
Hi-C (PCHi-C), first developed in the early 2010s [274, 275| 276]]. Here Hi-C libraries are
hybridized with RNA tagged with biotin (also referred to as baits) designed to be comple-
mentary to all annotated promoter elements, resulting in the enrichment for interacting
products that contain promoters at one end and their interacting other-ends, which in most
cases are enriched for regulatory elements. PCHi-C-based studies have shed lights on the
promoter-enhancer interaction network and its rewiring in different contexts and cells
types (e.g. during differentiation in both mouse and human embryonic stem cells (ESCs)
[277,1278], in adypocytes [279] and keratinocytes [280], upon loss of cohesin and its role
in mediating loop extrusion [281},282| 283|284} 285,286]] ). However, baits can be designed
to capture any regions of interest other than promoters. For example, several studies
have customized baits to capture disease-associated risk loci identified through Genome-
Wide Association Studies (GWAS) with the aim to link non-coding variants to their target
genes exploring their 3D chromosomal interactions [287, 288]]. Moreover, more recently
sequence-capture approaches have been coupled with Micro-C (Micro-Capture-C) which
allows to look at interactions of regions of interest reaching single-base pair resolution

20} 289]].

Several models have emerged that aim to provide an explanation for enhancer-promoter
communication [[188] (Figure 1.7). In the "looping” model the DNA string that separates
the enhancers from their targets gets “looped out”, bringing the two elements in close
proximity in 3D space [290, 291]]. The alternative “linking” model envisions that pro-
teins bound to the enhancers recruit a series of additional proteins that ultimately serve
as a bridge to link the enhancer with its promoter [292,293,294]]. Similarly to the "link-
ing” model, the ”sliding” or “tracking” model also suggests that proteins are involved in
deploying the transcriptional signals from the enhancer to the promoter by scanning the
chromatin that separates them [295]]. For both the linking and the sliding models, the pro-
tein complexes would eventually become hindered by the transcriptional machinery, per-
haps as another mechanism to regulate transcriptional output or to prevent inappropri-
ate gene expression [295, 296,297]]. While all three models proposed unique and distinct

mechanisms, in practice it had been difficult to distinguish between them. However, with
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the emergence of novel techniques, it has become possible to gather overwhelming exper-
imental support for enhancers that physically contact their cognate promoters in order to
achieve gene expression. A seminal study proved, indeed, that inducing contact between
the promoter of the 5-globin gene (Hbb) and its locus control region (LCR) enhancer led
to induction of Hbb transcription [298] 299]]. However, recent studies in Drosophila using
Hi-M, an imaging based technology that enables the study of chromatin organization and
transcriptional status in intact embryos, showed that chromatin loops between enhancers
and their targets can precede the formation of TADs or the detection of transcriptional
activity in early development, suggesting that 3D chromatin loops may not always have a

regulatory function [300].
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Figure 1.7: Schematic of current models of enhancer-promoter communication. Looping: The
DNA between the enhancer and its target promoter is “looped out” in the process of bringing
the two regions in close proximity in 3D space. Sliding: a protein initially associates with the
enhancer region and deploys the activating signal by scanning the DNA region that seprates the
two elements. Linking: a series of transcription factors (TFs) are recruited at the enhancer region
and contribute to the formation of a protein bridge to transmit the activating signals from the

enhancer to the promoter. Figure adapted from Popay, T. & Dixon, J.R., 2022 [[301]].

Generally, enhancers represent dense clusters of binding motifs which recruit TFs re-
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sponsible for the transcription of a specific target promoter [295}302]]. It could be specu-
lated that such specificity may also be the result of direct enhancer-promoter contact. 3-C
derived techniques and FISH-based assays uncovered important features of the enhancer-
promoter crosstalk [303]]. They confirmed that, indeed, the model on enhancer-promoter
interaction via looping is widespread in many cases, although a more complex picture is
slowly emerging [303]].

There are many ways in which enhancers can control gene expression, including: chro-
matin reorganization, recruitment of transcriptional machinery (including RNAPolII), re-
moval of repressors and/or facilitating pause-release of RNAPolII [[304]. However, a clear
mechanism to explain how transcriptional activation is achieved is still lacking. Hypothet-
ically, transcription activation mediated by enhancers could be achieved in two main steps:
first, TFs are recruited [[305} 306]] and, based on their ability to establish protein-protein
interactions, they then recruit secondary TFs, activator and co-activators (e.g. Media-
tor, p300, CBP) [307, 306]]. These considerations suggest the possibility that TFs-bound
enhancers regulate gene transcription not by actively participating to the transcriptional
activation per se, but rather representing platforms for the recruitment of additional fac-

tors that ultimately lead to activation of transcription [303]].

The lack of a defined structure in the nucleus would make enhancer-promoter com-
munication harder to achieve. In most cases, it is now evident that clusters of CREs and
target promoters, along with by-stander genes, are spatially constrained in evolutionary
conserved “blocks”, or TADs [308,309]. Enhancers and their target genes almost always
reside within the same TAD and, in some cases, perturbing TADs” boundaries can result
in a “reshuffle”, whereby enhancers can contact and affect the expression of genes that
would otherwise reside in an inaccessible TAD [310,311]]. However, there are cases where
enhancers and promoters can contact each other across TAD boundaries. Nevertheless,
there is evidence supporting the role of CTCF in mediating chromatin-loop formation in
cooperation with cohesin and, in some cases, acting as an insulator preventing aberrant
chromatin loops formation (reviewed in [[188]). However, this is not always the case as
the effects of structural variations on gene expression can be highly context-dependent
[312]]. Indeed, studies in Drosophila showed that TAD-boundary removal or TAD rear-
rangements often do not result in major effects on gene expression [313} 314]]. Further-
more, it has also been shown that upon deletion of both CTCF and cohesin there is a

very small impact on gene expression and evidence are starting to emerge implying that,
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perhaps, deletion of CTCF might only impact longer-range interactions (i.e. > 100kb),
suggesting that other mechanisms may be at play [315]].

Although major players, CTCF and cohesin are not the only factors involved in the
establishment of chromatin loops. There is now increasing evidence of PcGs mediated
looping (as discussed in section 1.1.4) which are likely independent of CTCF and cohesin
and, in some cases, might counteract their function [[108, 316, 317]. YY1 and ZNF143 are
two zinc-fingers which have recently been found to be responsible for the establishment
of many lineage-specific enhancer-promoter loops. On the contrary to what has been seen
for CTCF and cohesin, their depletion leads to a significant decrease in the observed loops,
greatly affecting gene expression levels [1318,1319,1320,1321}1322]]. LIM domain-binding pro-
tein 1, LDBI, has been implicated in the formation of chromatin loops via protein-protein
interactions [[323]]. It was first described as a looping factor for the 8-globin gene in mouse
and it has since been implicated in facilitating chromatin interactions during differentia-
tion [324, 325]. Like in the case of YY1 and ZNF143, depletion of LDB1 also leads to
disruption of gene expression, but contrary to YY1 and ZNF143 mediated loops, LDB1
looping seem to be independent of CTCF and cohesin [325] 326, 327, 1328, [329]]. There is
also evidence that transcription itself can stabilize or disrupt enhancer-promoter contacts

[1330]] as in the case of eve locus in Drosophila [[331]].

Looping may not be the sole mechanism through which enhancers exert their regula-
tory function. An example of a looping-independent mechanism is given by a proximal
enhancer element that controls the transcription of the Shh gene. Indeed, 3-C derived tech-
niques have shown that, upon transcriptional activation of Shh the enhancer moves away
from the gene (a phenomenon observed even when artificially recruiting activator such as
VP64 and Mediator) [332]. An additional example in support of a looping-independent
mechanisms is given by the case of Sox2. Live-cell imaging data show no association be-
tween transcription of the Sox2 gene and the distance from its enhancer, bringing forward
more evidence for an alternative mechanism that doesn’t involve proximity or direct con-
tact of enhancers and promoters [333]]. Furthermore, recent studies based on Hi-C or
Micro-C, have observed that during Drosophila development, multiple enhancers don’t
seem to contact their target promoter, irrespective of their activity status [[334].

One hypothesis that it has recently gained ground is the ability of chromatin to form
membrane-free condensates via liquid-liquid phase separation (LLPS). It is known that

various biochemical reactions undergo LLPS and form condensates within the cell where
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molecular processes can efficiently take place without requiring membranous boundaries
(1335, 336]]. Two factors play an important role in phase separation: a concentration of
molecules high enough to trigger separation into two different phases and molecules
which conductivity ensure the continuous interactions between them [337]. LLPS can
be mediated by intrinsically disordered regions (IDRs) of interacting proteins, but also
by the modular structure of RNA or high density of TFs as it occurs, for examples, at en-
hancer regions (reviewed in [303]]). Enhancer hubs, for instance, are described as aggre-
gates where multiple enhancers contact a single promoter or, vice versa, a single enhancer
can contact multiple promoters, forming a highly interacting regulatory network. This in-
evitably results in a high density of TFs leading to the recruitment of high concentrations
of activators, co-activators, components of the transcriptional machinery and related fac-
tors. Histone proteins themselves have the intrinsic capability of triggering LLPS, together
with Mediator, BRD4 and CTCF [338} 339, 340].

Although the role of LLPS in mediating regulation of gene expression hasn’t been sys-
tematically assessed, it offers an alternative explanation to enhancer-promoter communi-
cation. LLPS could, perhaps, provide a different mechanism for cases where enhancers
regulate in a “contact-less” manner the transcription of their target promoters. Addition-
ally, the plasticity and reversibility of the nature of LLPS could represent a reliable mech-
anism to ensure correct expression patterns of genes that are co-regulated simultaneously

[341]).

Undoubtedly, enhancers bear the information necessary for correct spatio-temporal
gene expression. The development of novel methodologies has allowed to gain initial
insight of the mechanisms through which enhancers communicate with their target pro-
moters, painting a complex and multilayered picture of the enhancer-promoter crosstalk.
Overwhelming evidence has been gathered over the years showing how enhancers “loop-
over” their target genes, physically contacting them. However, recent studies have started
to uncover mechanisms that go beyond looping. The continuous advancement of the
available technologies is allowing a more direct investigation of non-looping mechanisms

and, more in general, enhancer regulatory logic.
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1.3 DYNAMIC EPIGENOME CHANGES BETWEEN PLURIPO-
TENCY STATES

Pluripotency describes the capacity of cells to give rise to all three embryonic germ layers
and primordial germ cells (PGCs), with the exception of extra-embryonic tissues. Al-
though it represents a transient state in vivo, it can now be derived in vitro when provid-
ing cells with artificial external cues to help keep them in a self-renewal state 342} 343]].
Pluripotency is a highly dynamic state that presents itself in different nuances at differ-
ent stages of pre- and post-implantation development [344]]. According to their source of
origin, different types of pluripotent stem cells can be isolated in vertebrates, including

humans [345].

1.3.1 Pre-implantation development in human: brief overview

Embryonic development begins with the fertilization of the oocyte by the sperm to form a
diploid zygote. From that moment, the zygote undergoes a series of symmetrical mitotic
division that lead to the formation of a 2-cell and a 4-cell stage embryo within the first two
days after fertilization. During this initial stage, the embryo is still transcriptionally silent.
Embryonic genome activation then occurs in two waves: a first minor wave is observed at
the 4-cell stage and a second, bigger one at the 8-cell stage, within ~3 days post fertiliza-
tion [1346, 347]]. In general, the 8-cell stage is when essential morphological features and
epigenetics remodelling occur. Between the 8-cell stage and the 16-cell stage the embryo
undergoes compaction and it forms a tightly packed sphere known as morula and after
five days post-fertilization the human embryo reaches the blastocyst stage and the inner
cell mass (ICM) is formed [348, 349, 350]]. During its maturation, the blastocyst expands
into forming the trophoblast and the ICM divides into two lineages: hypoblast and epi-
blast. Trophoblast cells will then go ahead to form the placenta, the pluripotent epiblast
progenitor cells will form the embryo proper and the hypoblast (or primitive endoderm)
will determine the formation of the yolk sack as development proceeds [[351, 352, [353]].
Finally, between seven to ten days after fertilization, the implantation takes place (Figure

1.8) [354].
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Early blastocyst Late blastocyst

Figure 1.8: Embryonic progression from one-cell zygote to late blastocyst. Following fertiliza-
tion, the zygote undergoes a series of mitotic divisions, forming the 2-cell and 4-cell stage embryo.
Cavitation determines the formation of a blastocyst, consisting of: inner cell mass (ICM) and tro-
phectoderm (TE). The ICM further segregates into a pluripotent epiblast and a primitive endo-
derm layer. The ICM further divides in hypoblast and epiblast which will go ahead and generate
the embryo proper and the yolk sack, respectively. Figure adapted from Wamaitha, S.E. & Niakan,
KK, 2018 [355].

Human implantation cannot be observed in vivo, therefore most of the current knowl-
edge comes from studies on the Carnagie histological sample series and is based on com-
parative analysis with primates and other model organisms [[356| 357]. With the advent
of In Vitro Fertilization (IVF) and Assisted Reproductive Technology (ART), which pro-
vided access to a source of pre-implantation human embryos, our understanding of hu-
man pre-implantation embryo development has increased [358]]. Indeed, human ES-like
cells were first isolated from human embryos cultured in the presence of a human oviduct
feeder layer and capable to form the ICM, from which cells could then be isolated. ICM-
isolated cells cultured in presence of mouse embryonic fibroblast gave rise to the first

stable human ESCs lines which propelled the investigation of early development in the

human context [359] 360, 361} 362]].

The study of human pre- and post-implantation stages presents many technical and
legal limitations. The following section will focus on the advancements of in vitro cul-
ture systems, providing an important resource to shed light on the initial stages of early

embryogenesis.

1.3.2 Naive and primed pluripotency

First reports of mESCs being isolated from the ICM of late blastocysts were given in the
early 1980s [363] [364]. These cells could contribute to the formation of chimeras after
injection in the blastocysts and, for many years, this became the gold standard test for

pluripotency [365]. Almost two decades later, hESCs were isolated for the first time, but
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it soon became clear that mESCs and hESCs required different culture conditions. Indeed,
when mESCs were cultured under conditions specific for hESCs a new type of stem cell
could be isolated, namely EpiSCs [366)}367,1368,369]]. Mouse EpiSCs (mEpiSCs) are more
similar to hESCs and show similar characteristics: X-chromosome inactivation (Xi), poor
survival when resuspended in a single-cell state and failure to contribute to the formation
of chimeras, implying a more “restricted” pluripotent capacity of these cells [370, 371]].

Based on these findings two different state of pluripotency were suggested: naive and
primed [1372]. Naive mESCs are cells derived from ICM of pre-implantation blastocyst,
typically cultured in serum/LIF or 2i/LIF condition (i.e. leukemia inhibitory factor LIF +
two additional inhibitors for MEK and GSK3) and they usually display “dome-shaped”
colonies [345]. Primed mEpiSCs, instead, are derived from post-implantation ICM and
they usually require the presence of Activin and FGF signaling. They typically display
monolayered colonies, morphologically more similar to hESCs [370, 371]].

Despite some obvious similarities, conventional primed hESCs are not identical to
mEpiSCs. Although they both display post-implantation characteristics, the exact po-
sitioning of hESCs on the developmental time line is still uncertain due to both a higher
degree of heterogeneity of the cell lines available and the lack of a real human reference
for early post-implantation embryogenesis. Given the major differences between mouse
and human early embryogenesis, in recent years a lot of effort has gone into the develop-
ment of culture conditions that can stably sustain hESCs and, more specifically, to derive
the naive state in humans. Different ways to derive naive cells are now available: 1)they
can be be generated by resetting conventional iPSCs [373]] and 2)they can be derived di-
rectly from dissociated human ICM [374!]. These approaches all generate cells that display
many features that typically distinguish the pre-implantation epiblast [375,376]], as well
as the expression of factors typical of the naive state, such as KLF4, KLF17 and TFCP2L1
[374,377].

Generally, the transitioning from a pre-implantation to post-implantation is a period
of major changes and it is crucial for the cells to acquire differentiation competence during

a process of “capacitation”.

Epigenetic factors undergo striking re-organization during this transition (Figure 1.9)
[3701].
DNA hypomethylation is a specific hallmark of naive pluripotency. It has been hypoth-

esized that the transient loss of DNA methylation that occurs during early embryogenesis
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may contribute to reset the epigenome, granting the right level of plasticity to achieve
proper cell differentiation. However, it is important to note that the levels of DNA methy-
lation observed can vary across different naive cell lines and it strongly depends on their
culture conditions. Some cell lines can show 70% of DNA methylation (similar to levels
observed in primed cells), whereas some naive hPSCs maintained in different conditions
display DNA methylation levels close to the ones observed in the human blastocyst, set
between 20%-30% (reviewed in [378]]). Nevertheless, naive and primed hPSCs show sub-
stantial differences in the distribution of the methylation status across the genome, spe-
cially at CGIs. Imprinted gene control regions, for example, are typically methylated in
the embryo, but show lower methylation levels in naive cells [379, 380]. However, the
difference observed might be a consequence of the continuous inhibition of MEK, typi-
cal of the naive mPSCs culture conditions, contributing to the suppression of the DNA
methylation machinery [1381]]. Despite the controversial evidence (some MEK-dependent
conditions in hPSCs don't lead to loss of DNA methylation), this seems to suggest that
the right level of MEK inhibition or the presence of other factors might contribute to the
regulation of DNA methylation levels in pluripotent cells [378]].

Xi is an additional epigenetic feature that allows to discriminate between naive and
primed hPSCs, in female cell lines. Conventional female primed hPSCs exhibit one inac-
tive copy of X-chromosome, while naive hPSCs display the presence of two active copies,
an aspect that recapitulates what is observed in the pre-implantation embryo [378]].

Lastly, histone modifications show distinct patterns between naive and primed hPSCs
[370]]. Despite the inherent difficulty to assess differences for every histone modification,
changes occurring for the most critical ones have been described and they remain a fo-
cus of current research. Particularly, H3K27me3 levels have been reported to be notably
lower in naive hPSCs compared to their primed counterpart and it has been an accepted
criterion to discern naive cells from primed (reviewed in [382]). However, recent studies
showed that H3K27me3 absolute levels are extremely abundant in naive cells, and rather
than being absent, H3K27me3 shows a distinctive broad coverage of the genome. There-
fore, it is likely that when cells transition to their primed state there is no real acquisition
of new peaks of H3K27me3 per se, but rather a “sharpening” of the existing “background”
of this particular mark. It was also recently shown that H3K4me3 is scarcely detectable
when cells are found in their naive state and it might only accumulate when transitioning

to the primed state, affecting the ability to detect bivalency in naive cells [383].
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Figure 1.9: Outline of the epigenetic changes between naive and primed hESCs. As hESCs tran-
sition from the naive to the primed state of pluripotency, a striking re-organization of epigenetic
factors takes place, including: X inactivation mediated by Xist; DNA-methylation; PRC1/PRC2
and H3K27me3 re-organization. Figure adapted from Takahashi,S., et al., 2017 [384]].

In general, the naive-to-primed transition represents a valuable model to look into
processes that occur as early as the second week of gestation in utero and that would,

otherwise, be inaccessible.

1.3.3 Epigenome rewiring in early embryogenesis

As pluripotent cells transition from the naive to the primed state they undergo a major
reorganization of their epigenome. These epigenetic changes occur in parallel with re-
organization of the gene regulatory network and can result in different enhancer usage
between the two pluripotency states [385]. Indeed, a process described as enhancer de-
comissioning has been observed between naive and primed cells, whereby enhancers that
are active in the naive state show gradual loss of H3K27ac and are eventually repressed
in the primed pluripotency state [386,387]]. An additional example of different enhancer
usage is given by the distal enhancer of the OCT4 that is preferentially utilized in the naive
state, to then rewire to its proximal enhancer specifically in the primed state [[370), 388].
This implies a re-organization of long-range chromatin interactions and of the 3D genome

organization between the two states of pluripotency.

Hi-C and CHi-C studies in hPSCs show that, overall, TAD structures are largely pre-
served between the naive and primed states, although recent studies show that, in some

cases, TADs boundaries in naive cells can be expanded or contracted when compared
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to primed cells [389)]. In general, while long-range structural loops don’t show great
changes, individual contacts between enhancers and cell-type specific genes undergo ex-
tensive reorganization when transitioning from naive to primed cells. This can have wide-
spread effects on the regulation of transcriptional activity and can result in great changes
in gene expression patterns during the transition between the two pluripotency states.
Indeed, recent studies have shown that there’s a very small overlapping percentage of
active enhancers between the two pluripotency states, in parallel with extensive changes
in the binding profile of essential pluripotency factors such as OCT4, SOX2 and NANOG
[345] 390]. Additionally, Polycomb-associated interactions appear to rewire extensively
during the naive-to-primed transition, forming new and more interconnected interaction

hubs in primed cells [278]].

There is an important need to understand more in depth the dynamics of the interac-
tions between enhancers and their target genes in hPSCs, especially while transitioning be-
tween the two pluripotency states. Understanding the global reorganization of enhancer-
promoter interactions will represent a step forward in the understanding of the regulation

of gene expression programs underlying human development and pluripotency.

1.3.4 The bivalent state of poised enhancers and their role in pluripotency

Poised enhancers (PEs) are a specific class of enhancers that typically display a bivalent
signature (section 1.1.2). They were first described in 2011, when Rada-Iglesias et al. re-
ported the presence of distal regulatory regions marked by H3K4mel and H3K27me3 in
both mESCs and hESCs [233]]. The co-presence of these two marks was later validated by
sequential ChIP-seq analysis. Jointly with sub-units of both PRC1 and PRC2, factors as-
sociated with active transcription have been found to bind PEs, but the expression levels
of PEs associated genes are reportedly low [264]]. Initial characterization of PEs revealed
that these elements are mainly associated with genes with key roles in processes such as
gastrulation, germ layer formation, early somatogenesis and, more generally, associated
with development (e.g. FOX, SOX, WNT, etc.) and they are a feature that has been ob-

served in vitro as well as in vivo (mainly in vertebrate genomes) [[391]].

The term “bivalent domain” (BD) was first introduce when two independent studies,
Azuara et al., 2006 and Bernstein et al., 2006, identified loci displaying the co-presence
of H3K4me3 and H3K27me3 in mouse ESCs (mESCs) [392] 1393]]. Bernstein et al, 2006,
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profiled H3K4me3 and H3K27me3 patterns of highly conserved non-coding regions by
a combination of chromatin immuno-precipitation (ChIP) and DNA array assays. They
observed that 75% of TSS regions covered by H3K4me3 were also marked by H3K27me3.
The co-presence of the two opposite marks was then confirmed by sequential ChIP exper-
iments which also showed that most of the observed bivalency marked genes encoded for
TFs with a major role in development. Despite the presence of the active mark, bivalent
genes showed low expression levels in mESCs. Some of them, however, displayed loss of
H3K27me3 and higher transcriptional levels upon differentiation, leading to the hypothe-
sis that, perhaps, the role of bivalency lied in the poising of genes for prompt activation at
later stages of differentiation [[392]]. In parallel, Azuara et al., 2006 also provided evidence
of the existence of bivalent domains. In their study, they profiled the replication timing
of a specific set of genes in mESCs, using replication as a proxy of chromatin accessibility
and transcriptional activity. They observed that some genes, despite not being expressed
in mESCS, replicated early and were marked by both H3K4me3 and H3K27me3 [393]].

Subsequently, several studies profiled bivalent domains genome-wide via ChIP com-
bined with next generation sequencing (ChIP-seq). ChIP-seq profiling revealed that al-
most all promoters with a high CpG density displayed H3K4me3, 33% of which were also
marked by H3K27me3 [392]]. BDs were quickly found in hESCs as well and, as seen for
mESCS, human bivalent genes were mainly involved in development [394, [395]]. It was
later shown that BDs were not an artifact resulting from in vitro culturing conditions of
ESCs, permanently kept in an artificial pluripotency state, and could be identified in vivo
pluripotent epiblast cells of early post-implantation mouse embryos, as well as in human
fetal brain, heart and liver samples [51,1396]. From these studies, bivalency appeared to
be rare in mouse oocytes and embryos before implantation, to only emerge at a later de-
velopmental stage, in the inner cells mass. After implantation, bivalency was observed in
cells of the epiblast and were highly enriched for developmental genes that were previ-
ously marked by H3K27me3 in the mouse oocyte and sperm. Thus, bivalency does not
seem to be inherited by the zygote, but appears at later stage during early embryogenesis.
These findings led to hypothesize that BDs might play a role in committing pluripotent
cells to a specific differentiation fate [397,1398) 1399 1400]].

It has been argued that the observed bivalency could have been a result of heterogene-
ity of cell population and, since their first report, several studies focused on the character-
ization of BDs. Experiments on sorted population of T cells, ESCs and embryonic tissues

showed that, although there are some cases where heterogeneity can lead to misidenti-
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fying bivalent regions, most of them are characterized by the co-existence, indeed, of the
two opposite PTMs [401), 394, 402} 1403]]. More specifically, BDs could exhibit different
scenarios where both the active and repressive mark can be present: 1)on the same copy
of H3 within the same nucleosome 2)on the same nucleosome, but on different copies of
H3 or 3)on two adjacent nucleosomes. Studies combining micrococcal nuclease (MNase)
digestion and sequential ChIP for selected genes in C2C12 and mESCs demostrated that,
indeed, the two marks co-exist on the same nucleosome [404]. Combining mononucle-
osome ChIP with mass spectometry (MS), Voigt et al. analyzed bivalency genome-wide
and in 2012 they reported that 15% of mononuclesomes carrying H3K4me3 were also
marked by H3K27me3, supporting the wide-spread co-existence of the two marks not
only for few selected promoters, but for thousands of them. Furthermore, they showed
that bivalent domains were characterized by H3K4me3 and H3K27me3 asymmetrically

marking opposite copies of H3 within the same nucleosome [405]].

TrxG and PcGs are the main players in the establishment of bivalency. In particular,
PcG-bound chromatin displays unique properties in ESCs. Developmental genes are pre-
dominantly bound by both PRCs and MLL2/KMT2B (both members of TrxG complexes
and known “antagonist” of PcGs) which leads to the establishment of BDs (i.e. biva-
lent promoters and poised enhancers). Work from the Di Croce lab showed that loss of
MLL2 in ESCs leads to an increase in occupancy of PcGs at bivalent promoters, with con-
sequent loss of chromatin accessibility and changes in long-range interactions, suggesting
that MLL2 and/or its associated PTM, might favor the formation of precise interactions
between bivalent promoters in ESCs. Additionally, recent work showed that PcGs are re-
quired for the correct activation of genes involved in neural differentiation by providing
a permissive chromatin environment at poised enhancers that are already connected to
their target genes [264]].

CGIs also play an important role in the establishment of bivalency in ESCs. As pre-
viously mentioned, most of CGIs at promoters strongly correlate with the presence of
H3K4me3 and are devoid of DNA methylation. Indeed, unmethylated CGIs play an im-
portant role in the recruitment of TrxG complexes such as MLL1 and MLL2 that are the
main responsible for the deposition of H3K4me3 at these specific regions [1392, 406, 407]].
CpG-rich regions are also involved in determining the composition of histone variants
which can also affect bivalency. Indeed, genome wide studies have shown that CGIs deter-

mine the presence of variants such as H2A.Z and H3.3 which correlate significantly with
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the presence of H3K4me3 at bivalent promoters, as well as enhancers [408, 409, 410, 411]].
Likewise, CGIs determine the presence and the maintenance of H3K27me3 at BDs. As
observed for H3K4me3, the presence H3K27me3 correlated with CGIs. However, in this
case not all CpG-rich regions are marked by H3K27me3, but mainly when they are they
associate with lowly transcribed or repressed genes. This led to the hypothesis, further
supported by several studies, that as long as CGlIs are devoid of transcriptional activa-
tors, they contribute to the deposition of both H3K4me3 and H3K27me3, playing a role
in the establishment of bivalency. Unmethylated CGIs can, indeed, recruit both MLL and
PRC2, mediating the deposition of both marks, and this is usually associated with low
transcription or repression [91}412]].

However, the abundance of BDs observed in ESCs leads to hypothesize that other fac-
tors, perhaps involved in pluripotency, can play a role in defining the bivalent landscape.
As more aspects are being uncovered, more players are likely to be identified. For exam-
ple, a recent study from the Reik lab identified DPPA2 and DPPA4 as novel factors in the
maintenance of both H3K4me3 and H3K27me3 at developmentally relevant promoters

[413, 414].

Traditionally, bivalency is considered a hallmark of genes that are set for expression
during differentiation. In some cases the bivalent state gets resolved upon differentiation
into a monovalent state, keeping H3K4me3 in case of activation or retaining H3K27me3
in case of repression. Ever since the identification of BDs, it has been tempting to spec-
ulate that they are restricted to developmental genes and they are involved in an elegant
mechanism of regulation whereby genes are held in check until receiving the right cues
for their prompt activation or repression. But it is now accepted that bivalency represents
a more complex phenomenon, extending to different gene families and found in different
cell types [415]]. Their functional role is still an area of active research and, if one of the
proposed mechanisms is that these specific regions may “poise” genes for rapid activation
upon differentiation, additional hypotheses as to why they display this bivalent signature
are being explored [1416} 417,418, 415]].

Bivalency, however, is not restricted to the co-presence of H3K4me3 and H3K27me3.
As briefly mentioned above, over the last decade an additional bivalency signature has
been identified that defines PEs [233] 243]]. Similarly to bivalent promoters, PEs seem

to create a chromatin state that can rapidly switch between active and silent. As in the
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case of bivalent promoters, it was first hypothesized that PEs resolved their bivalent state
upon differentiation to drive the expression of the associated genes in a cell-type specific
manner. Indeed, ChIP-seq analysis of differentiated hESCs into neuroectoderm (hNECs)
revealed that a good proportion of PEs did display an active enhancer signature in dif-
ferentiated cells, although a large number of them retained their bivalent nature [233]].
In agreement with the change of the PEs state upon differentiation, the genes associated
with these elements also showed higher expression levels in hNECs. This was also con-
firmed by a first GFP (green fluorescent protein) reporter assay where GFP was put under
the control of PE elements known to acquire an active state during differentiation. The
assay showed that, while GFP expression was undetectable in hESCs, its expression levels
increased as hESCS progressed into differentiation to hNECs [233]].

These initial findings posited the hypothesis that the bivalent state of PEs gets resolved

upon differentiation.

Despite the observation that PEs become active only upon differentiation, 4C-seq and
promoter capture-HiC (PCHiC) analyses showed that they establish contacts with their
target genes at an earlier stage in ESCs, arguing in favor of their role in the establish-
ment of a permissive chromatin state that allows for readily and robust gene induction
[264]. Recent studies have suggested that orphan CGls, oCGls, (i.e. intergenic CpG-rich
regions that are not associated with annotated promoters) are amongst the genetic ele-
ments responsible for the responsiveness of PEs, acting as tethering elements between
PEs and their target promoters, also enriched for CGIs. As PEs loop over their target, the
transcriptional machinery is delivered to the promoter and it ensures efficient activation.
Additionally, it has been suggested that the presence of CGIs at these regions might pro-
tect TFs DNA binding motifs from repression by preventing DNA methylation at these
regions [265]]. The reported data proposed that the combined presence of TFs binding
sites and oCGls at PEs might favor the binding of PcGs. As discussed earlier, PcGs have
a known role in the 3D-genome organization and in the establishment of long-range in-
teractions, specifically during development. It is, therefore, plausible to speculate that
PcGs might be responsible for keeping in place the contact between PEs and their target,
ensuring a prompt activation of their target genes upon differentiation cues.

Furthermore, a recent study from the Rugg-Gunn lab observed that Polycomb- associ-
ated interactions hubs show great re-organization between the naive state of pluripotency

and the primed state in human pluripotent stem cells (hPSCs), with the latter showing
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an increase in PcGs-bound regions long-range contacts (Figure 1.10) [278]. Likewise,
mouse pluripotent stem cells (mPSCS) show a reduction of Polycomb-dependent inter-

actions when transitioned to their naive state.
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Figure 1.10: Re-organization of Polycomb-associated interactions hubs between naive and
primed hESCs. Polycomb-associated interactions undergo great re-organization between the two
state of pluripotency, forming numerous interacting clusters in primed hESCs that are not ob-
served in naive hESCs. Only ~1/4 of the Polycomb-associated regions in primed hESCs are pre-
marked with H3K27me3 in naive hESCs, suggesting that the acquisition of the repressive mark oc-

curs as hESCs transition between the two states of pluripotency. Figure adapted from Chovanec,P,,

et al., 2021 [278]).

To uncover the potential functional role of the bivalent signatures represents the next
step to gain insight into whether this specific signature represents cause or consequence
of their functional role. The continuous advance in gene-editing techniques such as ZFN
(Zinc Fingers), TALENS (Transcription activator-like effector nucleases) and, particu-

larly, CRISPR/Cas9-based assays have the potential to untangle bivalency and their down-
stream functional effects [419] 420), 421}, 422]].
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1.4 THESIS AIMS

Enhancers are key CREs with an essential role in the control of gene expression. Over
the last decade a new class of enhancers, poised enhancers (PEs), has been identified
marked by the joint presence of the active mark H3K4mel and the repressive H3K27me3.
Found primarily in mouse and human ESCs, they engage in DNA looping interactions
with key developmental genes and the presence of H3K27me3 in particular, suggests the
recruitment of PcGs, which are known to have key role in gene expression control and in
mediating long-range interactions in ESCs.

Recent studies suggest that PcGs undergo significant reorganization upon the naive-
to-primed transition, as well as enhancer-promoter contacts, with a high degree of rewiring
observed during the transition and can ultimately result in extensive changes of gene ex-
pression patterns. Moreover, it has recently been suggested that PcGs may be involved
in the establishment and maintenance of contacts between PEs and their target genes in
ESCs. Initial studies suggest that while the poised state is prevalent in primed ESCs, it
appears less abundant in naive cells, but it remains unclear if such state is necessary for
the priming of human embryonic stem cells and when exactly it is established during the
naive-to-primed transition. Exploring such transition in hESCs opens a window on very
early stages of human embryogenesis and development. Given the apparent abundance
of PEs in primed hESCs, elucidating the timing of their emergence and their contacts dur-
ing the transition will represent a step forward in the understanding of the regulation of

gene expression programs controlling pluripotency and cell fate.

Through combining experimental and computational analysis, this thesis aims to pro-
vide insight into the emergence of PEs during the naive-to-primed transition and their

functional role in the transcriptional control of human pluripotency by:

e devising a chromosome conformation capture approach (PEcHiC) to profile 3D in-

teraction dynamics of PEs;

e profiling PEs chromatin state over time during naive-to-primed transition, in order
to understand the relationship between the emergence of the poised state of en-

hancers and their interaction networks;

o performing CRISPRa-mediated perturbation of candidate PEs in order to gain in-
sight into the functional role of PEs and their role in the regulation of gene expres-

sion programs for pluripotency control.
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2 Methods

2.1 EXPERIMENTAL METHODS

2.1.1 Human embryonic stem cells (hESCs) culture

WAQ9 (H9) primed hESCs were provided by WiCell Research Institute, hPSCReg ID:
WAe009-A) [366]. Cells have been grown in mTeSR-E8 essential media (StemCell Tech-
nologies, Cat.05990), in feeder-free condition using vitronectin XF (xeno-free vitronectin,
StemCell Technologies, Cat.07180) as coating matrix. For regular maintenance, cells were
passaged every 5 days, at 1:10 ratio, using Gentle Cell Dissociation Reagent (GCDR, Stem-
Cell Technologies, Cat.100-0485) and grown at 37°C, 5% CO,, in normoxia (O, = 20%).

Inducible CRISPR-activation (iCRISPRa) WTC11 human iPSCs (hPSCReg ID: UCSFi00
1-A) were kindly provided by Dr. Martin Kampmann, (University of San Francisco, CA,
USA) and generated by the Kampmann’s lab as described in Tian R., et al, 2021 [423]].
Cells were grown in mTeSR-ES8, feeder-free condition, in 6-well plates coated with vit-
ronectin XF. For regular maintenance, cells were usually passaged every 5-6 days, at a
1:10 ratio, using GCDR and grown at 37°C, 5% CO,, normoxia (O; = 20%).

hNES1 hESCs (hPSCReg ID: CAMe001-A) [1374] were kindly provided by Dr. Maria
Rostovskaya (Babraham Institue, Cambridge, UK). hNES]1 naive cells were cultured and
transitioned to the primed state as described in Rostovskaya, M., et al., 2019 [424]]. Specifi-
cally, the following timepoints were collected over the time course of the transition: naive
(day 0), day 1, day 3, day 5, day 7, day 10, day 14. In addition, hNES1 cells were differenti-
ated into definitive endoderm (DE) and neuroectoderm and collected by Dr. M.Rostovska-

ya (Babraham Institue, Cambridge, UK) as described in Rostovskaya, M., etal., 2019 [424]].

2.1.1.1 Freezing and Resuscitating hESCs and iPSCs

H9 hESCs and iCRISPRa WTC11 iPSCs were typically harvested at a confluency of 90-
95% using GCDR. Cells were then resuspended in approximately 1x10°/mL of Freezing
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Media (FM): 90% KnockOut Serum Replacement (Gibco, Cat.11520366) + 10% Dimethyl
sulfoxide (DMSO, Santa Cruz Biotechnology Cat.67-68-5) + 5uM Y-27632 (ROCKi, Cam-
bridge Bioscience Cat.SM02-1) and were frozen using Corning CoolCell LX Cell Freezing
Container (Merk, Cat.CLS432001).

For cell resuscitation, approximately 1x10° cells were thawed at 37°C using a water
bath. To dilute the concentration of DMSO, cells were resuspended in 10mL of mTeSR-E8
+ 10puM of Y-27632 (ROCKi) and pelleted by centrifuging at RT, 300 x g, for 3 minutes
using a swinging bucket centrifuge. After complete removal of DMSO, cells were seeded
in mTeSR-E8 + 10uM of Y-27632 (ROCKi) (generally 1x10° cells were seeded across 4-
5 wells of a 6-well plate) and grown at 37°C, 5% CO,, in normoxia (O, = 20%). After
approximately 24hrs, mTeSR-E8 + Y-27632 (ROCKi) was replaced with fresh mTeSR-E8
media. Cell were then maintained by daily changing media with mTeSR-E8 and passaged

as described in the previous section.

2.1.2 Cross-linking of cells

To perform Poised Enhancer Capture Hi-C, hESCs were cross-linked with formaldehyde
as follows: cells were washed once with 1X Dulbecco’s Phosphate Buffered Saline w/o
calcium chloride and magnesium chloride (ModifiedD-PBS, Sigma-Aldrich, Cat.D8537-
500ML) and dissociated to a single-cell level with 1X TrypLE Express Enzyme, No Phe-
nol Red (Fisher Scientific, Cat.10718463) at 37°C for 5 minutes. TrypLE was then neutral-
ized with KnockOut Dulbecco’s Modified Eagle Medium (DMEM/F12, Thermo Scientific,
Cat.10829018) + 0.1%BSA (Bovin Serum albumin, New England Biolabs, Cat.B9000S).
1x10° cells were harvested, resuspended in 5mL 1X D-PBS + 2% Formaldehyde (w/v),
Methanol-free (Thermo Fisher Scientific, Cat.28906) and incubated at Room Temperature
(RT) for 10 minutes while rotating. To quench formaldehyde and stop fixation, 0.63mL of
1.25M Glycine were added and samples were first incubated for at RT for 5 minutes with
rotation followed by an additional incubation of 5 minutes on ice (w/o rotation). Cells
were then pelleted for 5 minutes, 500 x g, at 4°C using a swinging-bucket centrifuge and
pellets were resuspended in 5mL of ice-cold 1X D-PBS. After a second step of centrifuging
for 5 minutes, 500 x g, at 4°C, cells were washed with 200uL of ice-cold 1X D-PBS and pel-
leted for 3 minutes, 8,000 rpm, at 4°C, using a bench-top centrifuge. After careful removal

of supernatant, cells were flash-frozen in liquid nitrogen (N, ) for long-term storage.
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2.1.3 Poised Enhancer Capture Hi-C (PECHi-C)

PECHi-C was performed upon a time course of the hNES1 hESCs naive-to-primed tran-

sition (see section 2.1.1 for specific timepoints collected), as well as on hNES1 cells dif-

ferentiated into definitive endoderm (DE) and neuroectoderm (NE). As a control for the

primed state, H9 hESCs were also collected. Two biological replicates for each timepoint

of the transition were processed.

LIST of BUFFERS

Hi-C LYSIS BUFFER
10mM  Tris-HCL, pH 8
10mM NaCl,

02%  Igepal CA-630

TWEEN BUFFER (TB)
5mM Tris-HCL, pH 8
0.5mM EDTA, pH S8
M NaCl,

1X cOmplete protease inhibitors (EDTA-free) 0.05%  Tween-20

2X No-Tween Buffer, NTB
10mM  Tris-HCI, pH 8
1ImM  EDTA, pHS8

2M NaCl,

5X FAST-HYBRIDIZATION BUFFER
1,540mM MgC/,*6H,0
0.0417%w/w HPMC

100mM Tris-HCI, pH 8

WASH BUFFER 1
2X Tris-HCL, pH 8
0.1% EDTA, pH S8

2.1.3.1 Hi-C stage

Tn5-TAGMENTATION BUFFER
50mM  Tris-HCI, pH 8.4-9

25mM  MgCl,

50% Dimethyl formamide (DMF)

WASH BUFFER 2
0.1X Tris-HCl, pH 8.4-9
0.1% MgCl

Hi-C represents the first step of the Capture Hi-C protocol. Formaldehyde-fixed cells

(see section 2.1.2) for each timepoint of the transition were resuspended in 1001 of Hi-C
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lysis-buffer and incubated on ice for 30 minutes for gentle cell permeabilization. Using a
swinging-bucket centrifuge, cells were pelleted at 4°C, 300 x g, for 5 minutes. Following
two washes with 1.2X NEBuffer 3 (New England Biolabs, Cat.B7003S), cells were resus-
pended in a final volume of 35041 of NEBuffer 3 + 121 of 10%SDS and incubated at 37°C
for 1 hour. 80ul of 10%Triton X-100 were then added to the samples which were incu-
bated at 37°C for an additional hour. Restriction digestion of chromatin was carried out
by adding 100U of Dpnll enzyme (New England Biolabs, Cat.R0543T) and incubation at
37°C, 950rpm, for 16 hours.

Following chromatin digestion with Dpnll, the resulting restriction fragments were

labelled with biotin by adding;:

4541 10mM dCTP/dGTC/dTTP mix (Thermo Fisher, Cat.10297117)

15ul  1mM biotin-14-dATP (Jena Bioscience, Cat.NU-835-BI014-S)

10ul  DNA Polymerase I, Large (Klenow) Fragment (5 U/uL)
(New England Biolabs, Cat.M0210L)

22ul TLE buffer (10mM Tris-HCI, pH 8, 0.1mM EDTA, pH 8)

and incubated at 37°C for 45 minutes with intermittent shaking: 700rpm for 10 sec-
onds, every 30 seconds. Biotinylated digested chromatin was then pelleted at 4°C, 600 x

g, for 6 minutes and ligation reaction was performed by the addition of:

100p1 10X T4 DNA ligase buffer (New England Biolabs, Cat.B0202S)
5ul BSA, 20mg/mL (New England Biolabs, cat.B9000S)

10pul T4 DNA ligase (Invitrogen, Cat.15224017)

835ul HO

and incubation at 16°C for 4 hours. Samples were centrifuged at 4°C, 600 x g, for
6 minutes and after removal of 800ul of ligation reaction, chromatin was resuspended
in the remaining 200u1. De-crosslinking was performed at 65°C, o/n + 15ul of 10mg/ml
Proteinase K (Roche, Cat.03115879001). After initial 2-hour incubation, an additional 1541
of 10mg/ml Proteinase K were added and the de-crossilinking reaction was incubated at
65°C, o/n.

Following de-crosslinking of the chromatin, Hi-C DNA was purified by performing
1X AmpureXP (Beckman Coulter, Agencourt AMPureXP Cat.A63880) DNA clean up. In
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order to allow the retrieval of very long fragments typical of the Hi-C material at this
stage, ligated Hi-C DNA was incubated with AmpureXP beads for 10 minutes at RT. Fol-
lowing two washes with 70% Ethanol (EtOH), AmpureXP were air-dried and Hi-C chro-
matin was eluted in a final volume of 30ul of DNAse/RNase-free H,O, for 10 minutes.
Hi-C DNA was then quantified using Qubit DNA HS assay (Thermo Fisher Scientific,
Cat.10616763) as per manufacturer’s instructions.

For Hi-C library amplification, Hi-C ligated DNA was tagmented using home-made
Tn5 enzyme pre-loaded with Illumina sequencing adaptors (see Appendix C) or Illu-
mina Tagment DNA TDE1 enzyme (Illumina, Cat.20034198). Tagmentation reaction was
set up on ice using 100ng of Hi-C DNA per reaction and an average of 8 tagmentation
reactions per sample were set up. After Tn5-mediated tagmentation at 55°C for 7 min-
utes, 1/4 volume of 0.2%SDS was added and reaction was incubated for an additional 7
minutes at 55°C. Prior to pulldown, 254l of Streptavidin MyOne C1 Dynabeads (Invit-
rogen, Cat.65001) per sample were washed twice with TB Buffer. For each wash in TB,
beads were incubated on tube rotator for 3 minutes at RT. Following TB washes, beads
were resuspended in 2541 of 2X NTB buffer. After incubation at 55°C, biotin-streptavidin
pulldown was carried out at RT for 45 minutes, by adding tagmented Hi-C DNA to pre-
washed Streptavidin MyOne C1 Dynabeads. To remove non-biotinylated DNA carryover,
beads were then washed with with IX NTB (1:2 dilution of 2X NTB Buffer) at 65°C for a to-
tal of three washes (for each wash beads in 1X NTB were incubated at 65°C for 3 minutes).
Following 1X NTB washes, two additional washes in 1X TLE were performed at 65°C, 1
minute incubation for each wash. Hi-C DNA bound to streptavidin beads was then resus-
pended in 251 of DNAse/RNAse-free H,O and used for Hi-C library Polymerase Chian
Reaction (PCR) amplification using KAPA HiFi plus dNTPs kit (Roche, Cat.7958838001).

Each PCR reaction was set up as follows:

10l 5x KAPA HiFi buffer

1.541  10mM dNTPs

1.5p41  10pM i7 primer

1.5u1  10pM i5 primer

11 KAPA HiFi DNA polymerase

and for each Hi-C samples, a total of five PCR reactions were set up using 5ul of beads

bound to Hi-C DNA and Hi-C library was amplified following the thermocycling settings
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below:

Temperature | Time n amplification cycles
72°C 3 minutes | 1

95°C 30 seconds | 1

95°C 10 seconds

55°C 30 seconds >

72°C 1 minute

72°C 1 minute 1

PCR reactions for each sample were then combined and DNA was purified by per-
forming a 1X AmpureXP DNA clean up. AmpureXP beads + DNA were incubated for
10 minutes at RT and, after two washes with 70% EtOH, AmpureXP beads were air-dried
and Hi-C library was eluted in a final volume of 30l of DNAse/RNase-free H,O, for 10
minutes. The final Hi-C library was then quantified using Qubit DNA HS assay (Thermo
Fisher Scientific, Cat.10616763) as per manufacturer’s instructions and D1000-4200 Agi-
lent Tapestation (Agilent, Cat.G2991BA), following manufacturer’s instructions (Figure

2.1).
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Figure 2.1: Example of D1000-4200 Agilent Tapestation profile of a typical Hi-C library. A
typical D1000-4200 Agilent Tapestation profile of a Hi-C library after PCR amplification, showing
a fragment size distribution between 300bp and >1,000bp. Hi-C library generated starting from
1x10° primed hESCs (H9).
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2.1.3.2 Capture Hi-C stage

To perform hybridization of Hi-C libraries with RNA-biotinylated probes, early time-
points (i.e. naive, day 0, day 3, day 5, day 7, day 10) and late timepoints (day 14, primed
HI hESCs, DE and NE) for each biological replicate were pooled together so that each cap-
ture reaction received between 250ng and 450ng of total Hi-C DNA template as starting
material. Pools were balanced based on quantitative PCR (qPCR) based quantification
of Hi-C libraries using the KAPA Library Quantification kit (Roche, Cat.07960140001)
for NGS ready libraries so that each sample was represented equally within the pool.
Hi-C DNA libraries were concentrated and resuspended in 11x1 of DNAse /RNAse-free
H,0 using Eppendorf Concentrator plus (Eppendorf, Cat.SKU - 12305985305 000568). A
blocker mix containing human Cot-1 DNA (Agilent, Cat.5190-3392) + sonicated salmon
sperm DNA (Agilent, Cat.201190-81) + 2,350uM custom blockers (Appendix C) was
added to the concentrated Hi-C DNA library and the samples were incubated using the

following thermocycling conditions:

Temperature | Time

95°C 5 minutes
65°C 10 minutes

The hybridization mix was then added to the samples, as described below:

10p]  1:4 diluted SureSelect RNase block (Agilent, cat.300151)
1.5u1  SureSelect Capture system
1.5u1  5X fast hybridisation buffer

and incubated in the following thermocycling conditions:

Temperature | Time n amplification cycles
65°C 1 minute |1
65°C 1 minute
60
65°C 3 seconds
65°C 1 minute |1

During hybridization, 60yl of Dynabeads MyOne Streptavidin T1 beads (Invitrogen,
Cat.65601) per sample were washed three times with 200u1 SureSelect Binding Buffer
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(Agilent, SureSelect XT HS2 DNA system), incubating samples for 5 minutes at RT for
each wash. Following the third wash, Dynabeads MyOne Streptavidin T1 beads were
resuspended in 20041 of SureSelect Binding Buffer per sample. After completion of the
hybridization step, samples were added to pre-washed Dynabeads MyOne Streptavidin
T1 beads to perform biotin-streptavidin pulldown at RT for 30 minutes. To remove non-
specifically bound probes, pulldown reactions were then washed twice with Wash Buffer
1 at RT, 10 minutes incubation per wash. RT washes were then followed by washes with
Wash Buffer 2 pre-warmed at 68°C, for a total of three washes. For each wash in Wash
Buffer 2, samples were incubated at 68°C for 10 minutes with intermittent shaking at
700rpm for 5 seconds, every 2.5 minutes. Following washes with Wash Buffer 1/2, beads
bound to the Capture Hi-C library were resuspended in 251 of DNAse/RNAse-free H,O
and used for PCR library amplification using KAPA HiFi plus dNTPs kit. As for Hi-C
library PCR amplification, for each sample five PCR reactions using 5ul of beads + DNA

were set up as follows, in a total final volume of 50.l:

10ul  5x KAPA HiFi buffer

1.5p1 10 mM dNTPs

11 10uM FCA-P7F

11 10uM P5-FCA-R

1pl  KAPA HiFi DNA polymerase

and amplified following the thermocycling conditions below:

Temperature | Time n amplification cycles
95°C 3 minute 1

95°C 20 seconds

55°C 30 seconds >

72°C 30 seconds

PCR reactions for each samples were then pooled together and the supernatant con-
taining the amplified Capture Hi-C library was separated from the beads and retrieved.
The Capture Hi-C library was then purified performing a 1X AmpureXP DNA clean up.
Following incubation at RT for 10 minutes, two washes with 70% EtOH were performed
and AmpureXP were air-dried. Capture Hi-C DNA library was eluted in a final volume

of 2511 of DNAse/RNase-free H,O, for 10 minutes. Final libraries were then quantified
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with gPCR quantification using the qPCR-based KAPA Library Quantification kit for NGS
ready libraries (for each Capture Hi-C library a 1:1000 and 1:2000 was used for qPCR-
based quantification) and D1000-4200 Agilent Tapestation (Agilent, Cat.G2991BA), fol-

lowing manufacturer’s instructions (Figure 2.2).
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Figure 2.2: Example of D1000-4200 Agilent Tapestation profile of a typical CHi-C library. A
typical D1000-4200 Agilent Tapestation profile of a CHi-C library after PCR amplification, showing
a fragment size distribution between 300bp and >1,000bp. Often CHi-C libraries show a shift, or
"bump”, towards larger fragments, relative to the starting Hi-C library. CHi-C library generated
starting from ~500ng of Hi-C material generated from 1x10° primed hESCs (H9).

Final Capture Hi-C libraries were then multiplexed in an equimolar pool at a con-
centration of InM and sequenced at Novogene Ltd (Cambridge, UK) on a NovaSeq6000
[llumina sequencing platform, flowcell S4, 150bp paired end (PE), for a total of > 2 billion

reads.

2.1.4 Cleavage Under Targets and Tagmentation (Cut&Tag) technology chro-

matin profiling

Cut&Tag (C&T) is a newly developed method that allows to profile DNA-binding pro-
teins starting from unfixed, live permeabilized cells [425]]. Briefly, after permeabilization,
cells are immobilized on Concanavalin A (ConA) magnetic beads and are incubated with
an antibody (Ab) that recognizes a protein or a histone modification of interest (primary
Ab). Cells are then incubated with a secondary Ab that recognize the heavy chain of
the primary Ab, followed by incubation with Tn5 transposase enzyme conjugated to NGS
adaptors fused to protein A/G which carries out Ab-targeted tagmentation. Cleaved DNA
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is then extracted and used for DNA-library amplification followed by high-throughput se-

quencing.

C&T was performed upon a time course of the hNES1 hESCs naive-to-primed tran-
sition (see section 2.1.1 for specific timepoints collected), as well as on hNES1 cells dif-
ferentiated into definitive endoderm (DE) and neuroectoderm (INE). As a control for the
primed state, H9 hESCs were also collected. Three biological replicates for each timepoint

of the transition were processed.

LIST of BUFFERS
WASH BUFFER
BINDING BUFFER
20mM  HEPESpH?7.5
20mM HEPES pH 7.5
150mM  NaCl,
10mM KCl
0.5mM  spermidine
10mM CaCl,
1x tablet cOmplete protease inhibitors
10mM MnCl,
(EDTA-free)
ANTIBODY BUFFER
2mM EDTA pHS8
0.1% BSA
up to volume DIG-WASH BUFFER
DIG-WASH BUFFER TAGMENTATION BUFFER
0.05% digitonin 10mM MgCl,
up to volume WASH BUFFER up to volume DIG-300 WASH BUFFER

DIG-300 WASH BUFFER

20mM  HEPESpH?7.5

300mM  NaCl,

0.5mM  spermidine

1x tablet cOmplete protease inhibitors (EDTA-free)
0.01% digitonin
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2.1.4.1 Immuno-precipitation and DNA tagmentation

C&T chromatin profiling assay was performed on unfixed, live hNES1 and H9 hESCs.
Firstly, 1041 of ConA beads (Stratech, Cat.BP531-BAN-3ml) per 100K cells were activated
by washing the bead slurry twice in 800uL of Binding Buffer in DNA LoBind 1.5mL tubes
(Scientific Laboratory Supplies, Cat.E0030108051). ConA beads were then resuspended
in 10p1 of Binding Buffer per 100K cells and they were kept on ice while harvesting cells.

After two washes with 1X D-PBS (Sigma-Aldrich, Cat.D8537-500ML), cells were dis-
sociated at a single cell levels with 1X TrypLE Express Enzyme, No Phenol Red at 37°C
for 5 minutes. TrypLE was then neutralized with KnockOut DMEM/F12 + 0.1%BSA. Af-
ter removal of TrypLE, cells were washed once and resuspended in 1ml of Wash Buffer.
Cells were then added, drop-wise, to previously activated ConA beads while gently vor-
texing (1100rpm). ConA beads + cells were incubated on tube rotator, at RT for 10 min-
utes. Following the binding of the cells, ConA beads were resuspended in ice-cold Anti-
body Buffer, 10041 for Immuno-Precipitation (IP) reaction, transferred in 1.5mL tube (not

LoBind) and antibodies (Ab) for the targets of interest were added as described in Table

2.1.
Target Concentration Source
H3K4mel 1:100 Abcam, Cat.ab8895
H3K4me3 1:100 Active Motif, Cat.39159
H3K27me3 1:100 Cell Signaling Technology, Cat.9733
H3K27ac 1:100 Millipore, Cat. MABE647
p300 1:100 Cell Signaling Technology, Cat.D2X6N
BRD4 1:100 Active Motif, Cat.91302
IgG (negative control) 1:100 Abcam, Cat.ab2410

Table 2.1: Antibodies used for the C&T immuno-precipitation experiments. The table summa-
rizes the specification of the antibodies used for the C&T immuno-precipitation reaction and the

concentration used.
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Following o/n IP at +4°C, samples were washed once in Dig-Wash Buffer and re-
suspended in a 100xl of 1:100 secondary Ab (guinea pig a-rabbit IgG, Rockland, Cat.
ABIN101961) + Dig-Wash Buffer and incubated on tube rotator, at RT for 30 minutes.
After three washes in Dig-Wash Bulffer, a 1:250 dilution og the pAG-Tn5 construct (CU-
TANA pAG-Tn5 for CUT&Tag, EpiCypher, Cat.15-1117) + Dig300-Wash Buffer was then
added and samples were incubated at RT for 1 hour to allow for the binding of pAG-
Tn5 to the secondary Ab at the regions of interest. After incubation with pAG-Tn5, three
washes in Dig300-Wash Buffer were carried out and the tagmentation reaction was acti-
vated by re-suspending the samples in Tagmentation Buffer and incubating at 37°C for 1
hour. The tagmentation reaction was then stopped by the addition of 1011 0.5M EDTA,
3l 10% SDS and 2.5u1 20mg/ml Proteinase K and incubation at 55°C for 1 hour. The
immuno-precipitated and tagmented DNA was purified by performing a 1X AmpureXP
DNA clean up to isolate DNA fragments with size >100bp and extracted DNA was eluted

in a final volume of 45uL of deionized water (diH,0).

2.1.4.2 Library amplification and sequencing

C&T libraries were amplified using the KAPA HiFi DNA Polymerase HotStart kit (Roche
Sequencing Store, Cat.KK2601). Briefly, 21l of purified DNA was added to 251 of KAPA
HiFi HotStart Ready Mix and i7/i5 primer mix containing iNext unique 8bp barcodes for
library multiplexing in a 5041 final reaction. After activation of the KAPA HiFi DNA Poly-
merase enzyme at 95°C, for 3 minutes, C&T libraries were amplified using the following

thermocycler conditions:

Temperature | Time n amplification cycles
72°C 5 minutes | 1

98°C 30 seconds | 1

98°C 10 seconds

60°C 10 seconds "

72°C 1 minutes | 1
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Specifically, DNA isolated from H3K4mel, H3K4me3 and H3K27me3 IP reactions re-
ceived n = 11 amplification cycles, while DNA from H3K27ac IP reactions received n = 14
amplification cycles. DNA isolated from p300 and BRD4 IP reactions received a total of n
= 18 amplification cycles, as well as DNA isolated from the negative control a-IgG IP re-
action. The number of amplification cycles was empirically determined based on profiles
and concentration of C&T libraries resulting from an initial amplification of 13 cycles. A
total of 213 C&T libraries were processed and sequenced. Final libraries were quantified
using Agilent 2100 Bioanalyzer profiles or D1000-4200 Agilent Tapestation (Figure 2.1)
and qPCR-based quantification using the KAPA Library Quantification kit for NGS ready

libraries.
primed hESCs (H3K27ac) primed hESCs (H3K27me3)
[FU] [FU]
200 . o 100
100 | 50
0 - : 0 ‘ e
LI 0 TTIrriTrrTa LI T T 1T Trr Tl
35 150 300 500 10380 [bp] 35 150 300 500 10380 [bp]

Figure 2.3: Example of a Cut&Tag Agilent 2100 Bioanalyzer library profile. Agilent 2100 Bioan-
alyzer profiles of H3K27ac and H3K27me3 C&T libraries in primed hESCs. The peak at ~ 350bp
represents mono-nucleosomes and larger fragment size peaks represent the presence of oligo-

nucleosomes in the library.

Final libraries were then multiplexed in an equimolar pool at a concentration of 1.5nM
and sequenced at Novogene Ltd (Cambridge, UK) on a NovaSeq6000 Illumina sequenc-
ing platform, flowcell S4, 150bp paired end (PE), for a total of >6 million reads for each
library.

2.1.5 Inducible CRISPR-activation (iCRISPRa)

2.1.5.1 sgRNAs designing and cloning

Plasmids for the expression of sgRNAs for NEUROD1 promoter and scramble sgRNAs
were kindly provided by Dr. Andrew Bassett (Sanger Institute, Cambridge, UK), while
previously published sgRNAs were used to target CXCR4 promoter and GATAI promoter
and enhancers [423,426]] (for a complete list of sequences see Appendix A).
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sgRNAs were individually cloned in pGL3-U6-sgRNA-PGK-puromycin plasmid, a gift
from Xingxu Huang (Addgene plasmid #51133; http://n2t.net/addgene: 51133; RRID:
Addgene _51133). The plasmid backbone contains a sgRNA scaffold and a 20bp stuffer
flanked by two Bsal restriction sites, under the control of the U6 promoter. In addition,
it contains and ampicillin resistance gene, for selection of successful cloning of sgRNAs,
and a puromycin resistance gene, for selection of successfully transfected hESCs.

Briefly, 1.5ug of pGL3-U6-sgRNA-PGK-puromycin plasmid was digested of with Bsal
enzyme (New England Biolabs, Cat.R0535S) at 37°C, 50 minutes. To de-phosphorylate
the ”sticky-ends” resulting after digestion with Bsal, 1uL of Quick CIP (New England Bio-
labs, Cat.M0525S) was added to the reaction for further incubation at 37°C for 10 minutes
(total time of digestion: 1 hour). To purify the linear plasmid and remove the excised
20bp stuffer (hence, further minimizing plasmid’s re-ligation events), the digested plas-
mid was purified using the QIAquick PCR Purification Kit (QIAGEN, Cat.Cat No./ID:
28104) following manufacturer’s protocol.

} + } + t + } t | } 1 } {
ttgaactttcataaagctaaagaaccgaaatatatagaacacctttcctgcttt actctggctctctcccagagtcaaa ctcgatcttta

U6 promoter ] | sgRNA_insertionSite I gRNA scaffold

RestrictionSite RestrictionSite

Figure 2.4: Schematic of pGL3-U6-sgRNA-PGK-puromycin sgRNA cloning site. Bsal plasmid’s
over-hangs represented in orange. In purple the ”sticky-ends” added to the sgRNA oligos are
complementary to the plasmid’s over-hangs following the Bsal restriction digestion (orange). In

blue, the site of the specific 20bp sgRNA sequences.

All sgRNA oligos were designed bearing complementary overhangs to the plasmid’s
"sticky-ends” generated after digestion with Bsal (Figure 2.4) and 100:M of each sgRNA
forward (F) and reverse (R) oligos were annealed using the thermocycling conditions

below:

Temperature | Time

37°C 30 minutes
95°C 5 minutes
95°C 5 minutes

ramp down 5°C/min

25°C hold
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50ng of linearized plasmid was then ligated at 16°C, o/n with the annealed sgRNA
oligos (1:10 dilution) using 1xl of 10,000 Units/mL T4 ligase (New England Biolabs, Cat.
MO0201S). The ligated product was then used for transformation of E.coli, Stbl3 competent
cells.

Briefly, Stb13 competent cells were made starting from 50uL of Stbl3 competent cells
sampler (Thermo Fisher Scientific, Cat.A10469). A single colony of Stbl3 cells grown on
LB (Luria Broth, provided by the MRC-LMS) was inoculated in 25mL of LB broth and
grown at 37°C, 180rpm (rotations per minute), o/n. The 25mL starter culture was then
diluted to a starting ODgpp=0.20 and incubated at 37°C, 180rpm until culture reached
ODgpp=0.4 (i.e. exponential or logarithmic phase of growth). Cells were then chilled on
ice for 15 minutes, pelleted at 4°C, 1000 x g for 10 minutes and resuspended in ice-cold
0.1M CaCl; and incubated at 4°C for 30 minutes. CaCl, is known to increase the efficiency
of the uptake of DNA during transformation of bacteria cells. The divalent Cay* cations
generated transiently create pores on the bacteria cell wall which facilitate the entry of
foreign DNA in the cell. After incubation, cells were pelleted at 4°C, 1000 x g, 10 minutes
and resuspended in ice-cold 0.1M CaCl, + 15% glycerol. 50ul aliquots of competent Stbl3
cells were then used for transformation with ligated plasmid containing sgRNAs.

For Stbl3 cells transformation, 2ul of ligated product was added and cells were incu-
bated for 20 minutes on ice. Cell underwent heat shock at 42°C for 30 seconds and incu-
bated on ice for an additional 2 minutes, which enables the uptake of DNA by the cells
in a calcium-rich environment by counteracting the electrostatic repulsion between the
plasmid DNA and the bacterial cellular membrane. Transformed cells were then grown
in 1ml of SOC outgrowth medium (Super Optimal broth with Catabolite repression, New
England Biolabs, Cat.B9020S) at 37°C for 1 hour. 95041 of SOC media was when removed
and the remaining 501 was plated on LB agar plates containing 100ug/ml ampicillin.
Plates were incubated at 37°C o/n to allow successfully transformed cells carrying the
ampicillin resistance gene to grow.

For plasmid isolation, single colonies (typically, 2 colonies for each sgRNA were picked)
were then used to inoculate 5ml LB + 100..g/ml ampicillin starter cultures and incubated
at 37°C, 180rpm, o/n. 4ml of the o/n starter cultures were then used for plasmid isola-
tion following the QIAprep Spin Miniprep Kit (QIAGEN, Cat.27106) or the EZNA KIT
ENDO-FREE PLASMID MINI I (VWR, Cat.D6948-01) following manufacturer’s instruc-
tions. The correct ligation of sgRNAs into the plasmid was then checked by Sanger Se-

quencing (outsourced to GeneWiz, Azenta Life Sciences). Briefly, between 50ng/ul and
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80ng/ul of isolated plasmid was mixed with 5:M of the hU6-F primer in a final reaction

volume of 10ul at a 1:1 ratio (for complete primer sequence see Appendix C).

2.1.5.2 iCRISPRa transfection of iPSCs

WTC11 iPSCs were transfected using TransIT-LT1 transfection reagent (Mirus Bio, Cat.
MIR2300). A total of 4ug of plasmid DNA was incubated with 1241 of TransIT-LT1 trans-
fection reagent at RT for 20 minutes followed by incubation at 37°C for an additional 20
minutes. 180K cells for each transfection reaction were dissociated at a single cell level us-
ing Accutase cell dissociation reagent, ImL/well (Fisher Scientific, Cat.11599686) at 37°C
for 5 minutes. Cells were then harvested, seeded in E8 + 104M ROCKi containing trans-
fection complexes and incubated at 37°C, 5%CO,, normoxia levels (O, = 20%). Cells were
then treated with 0.54g/mL puromycin (2mL of mTeSR-E8 + 0.5ug/mL puromycin per
well) to select for successfully transfected cells for 48hrs, followed by 24hrs recovery in
mTeSR-E8 media. In order to counteract the degradation of DHF-dCas9-VPH mediated
by dehydrofolate reductase enzyme (DHFR), mTeSR-E8 media was replaced with mTeSR-
E8 + 20uM trimethoprim (TPM). After 24hrs treatment with TMP, cells were harvested
for RNA extraction.

In each experimental settings cells were transfected with sgRNAs specific to target
genes of interest (i.e. NEUROD1, CXCR4, GATAI) and the following three controls: 1)
untransfected cells not treated with TMP (-TMP); 2) untransfected cells treated for 24hrs
with TMP (+TMP); 3) cells with TransIT-LT1 transfection reagent only (w/o DNA) and
treated with TMP (Mock).

2.1.6 RNA extraction

After two washes in 1X D-PBS, cells were resuspended in 400l of RLT buffer (from
RNeasy Mini Kit, QIAGEN, Cat.74106) and lysed using QIAshredder biopolymer shred-
ding system (QIAGEN, Cat.79656) following manufacturer’s instructions. RNA was ex-
tracted from lysate using RNeasy Mini Kit, following manufacturer’s protocol. For com-
plete DNA removal, QTAGEN RNase-Free DNase Set (QIAGEN, Cat.79254) was used to
perform DNA digestion on column, as per manufacturer’s instructions. Final RNA was
quantified using NanoDrop One Microvolume UV-Vis Spectrophotometer (Thermo Sci-
entific), measuring sample’s absorbance at 260nm: yield for all samples ranged between

700ng and 1ug, with 260nm/280nm ratio >1.9, indicative of good quality RNA.
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2.1.7 RNA Retro-transcription

Between 300ng and 700ng of extracted RNA was used for retro-transcription and gen-
eration of single-stranded cDNA for following quantitative real-time polymerase chain
reaction (qRT-PCR) assay. Retro-trascription was carried out using superscript IV Re-
verse Transcriptase enzyme (Fisher Scientific, Cat.18-090-200) as per manufacturer’s in-
structions. Final cDNA was quantified using NanoDrop One Microvolume UV-Vis Spec-
trophotometer measuring sample’s absorbance at 260nm: cDNA final yield ranged be-

tween 700ng and 900ng, with 260nm/280nm ration >1.8, indicating a good level of cDNA
purity.

2.1.8 Quantitative Real-Time Polymerase Chain Reaction (qRT-PCR)

To asses gene activation in the iCRISPRa WTC11 iPSCs, single stranded cDNA was used
to perform qRT-PCR using Applied Biosystems PowerUp SYBR Green Master Mix (fisher
Scientific, Cat.15350929). Three technical replicates for each reaction were set up along
with three replicates of No Template Control (NTC) to identify reaction contaminants
for each primer pair. qRT-PCR reactions were set up in a 10yl final reaction volume,as

follows:

PowerUp SYBR Green Master Mix (2X) 5ul
Forward and Reverse Primers (400nm each) 0.8ul
cDNA template (7ng, <10% of total volume) 2l
H,O 2.2u1

and qRT-PCR amplification was carried out in the thermalcycling conditions below,

using the QuantStudio™ Real-Time PCR System (Thermo Fisher Scientific):

Temperature | Time Cycles
50°C 2 minutes | 1
95°C 2 minutes | 1
95°C 3 seconds

40
60°C 30 seconds

AAC; method was applied to calculate fold change of gene expression. Briefly, the
average C; for the housekeeping gene GAPDH (H) and for the target genes (T) were
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calculated for controls (C) and experimental (E) samples. Gene expression fold change

was then calculated as follows:
(1) AC{(C) =TC-HC
(2) AC{(E) =TE-HE
(3) AAC; = AG(E) - AC(C)
(4) 2°AAC

The final value 2-24Ct represents the fold change of the expression of the targeted genes
after dCas9-VPH activation relative to the controls, after normalization to the housekeep-
ing gene. For a complete list of the primers used in the qRT-PCR assay see Appendix
C.

2.1.9 RNA Flow-FISH assay

RNA Flow-FISH assay was performed using PrimeFlow™ RNA Assay Kit (Invitrogen,
Cat.88-18005-204). The PrimeFlow assay is an in situ hybridization assay that combines
the branched DNA-technology with the single cell resolution of flow cytometry. Particu-
larly, branched-DNA technology matches target-specific probes to amplify the detection
of a specific RNA transcript, achieving between 8,000 to 16,000 fold signal amplification.

The assay was performed in hESCs following the manufacturer’s protocol, changing
all centrifuging steps which were performed at 300 x g instead on 800 x g. Briefly, after
fixation and permeabilization in suspension, 1x10° cells per target gene were incubated

with the following gene-specific target probes:

Target Type  Specification Cat.N°
GAPDH Typel Alexa Fluor 647 PF-204
OCT4 (POU5FT) | Typel Alexa Fluor 647 PE-210
NEURODI1 Type 6 Alexa Flour 750 PF-204
LHX6 Type4 Alexa Fluor 488 PF-204

After hybridization with gene-specific probes, in order to achieve amplification of the
signal, cells were then incubated with pre-amplifier and amplifier probes that will func-

tion as a scaffold for the hybridization of fluorescent label probes. Cells were then process
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through flow cytometry to detect the cell population expressing the specific genes of in-
terest.
Analysis of flow-cytometry data we performed in FlowJo, by the Babraham Institute

FlowCytometry facility. Flow cytometry was performed using a BD LSRII analyzer (BD

Bioscience) using the following parameters:
Target Laser line Emission
GAPDH 640nm (red laser) 660/20
OCT4 (POU5F1) | 640nm (red laser) 660/20
NEUROD1 633nm (red laser) 780/60
LHX6 488nm (red laser) 525/25

2.2 COMPUTATIONAL ANALYSES

All the analyses were carried out in the Shell environment or R statistical environment,

unless stated otherwise. (Code availability: https://github.com/MoniDR/PECHiC).

2.2.1 Identification of Poised Enhancers (PEs) regions and design of PE cap-

ture system

PEs were identified based on their chromatin profile and the joint presence of H3K4mel
and H3K27me3 signals. For this purpose, six published ChIP-seq datasets were used (ref:
The ENCODE Project Consortium; Vallot C., et al., 2015; Roadmap Epigenomics Project;
Rada-Iglesias A. et al., 2011) in combination with unpublished Cut&Run (C&R) data for
H3K4mel and H3K27me3 in H9 primed hESCs (Rugg-Gunn lab, Cambridge). Specif-
ically, bam files were downloaded and aligned with bowtie2 to the GRCh38 reference
genome and using the following parameters: bowtie2 -p 8 --no -unal -t --phred33
-quals [427]]. Peaks were called using Macs2 peak-caller applying an initial lenient cut-
off of p-value = 107 as follows: macs2 callpeak -g hs -p 0.01 --nomodel --shift 0
--extsize 200/300 -B --SPMR --keep-dup all [--broad] (broad option was used to
call H3K27me3 specifically) [428]]. ChIPQC Bioconductor R package [429], v.1.21.0, was
used to compute quality metrics of the ChIPseq datasets and those with a FRiP (Fraction
of Reads in Peak) <10% were excluded from the analyses. Peak cutoff was later adjusted

for ChIP-seq and C&R datasets based on precision-recall analysis. Specifically, PE regions
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identified based on the combinations of ChIP-seq and C&R data were compared to PE
regions identified in the original publication [233], either through direct overlap of ChIP-
seq peaks or ChromHMM integration of the two histone marks at promoter interacting
regions (PIRs) defined in [430,277]. Based on the precision-recall analysis, more stringent
cutoffs were then applied to ChIP-seq and C&R dataset: p-value=10"° and p-value=107,
respectively, and a combination of bivalent regions identified by both ChIP-seq and C&R
were included into the design.

In order to design the Poised Enhancer Capture Hi-C capture system, once PE regions
were identified, they were then mapped to the Dpnll-digested genome fragments in order
to design complementary biotinylated RNA probes using a customized script (provided
by Babraham Bioinformatics, Babraham Institute, Cambridge UK). RNA probes were then
generated and provided by Agilent Technologies (SureSelect Custom DNA Target Enrich-
ment Probes, 6.0 - 11.999 Mbp).

2.2.2 Poised Enhancer Capture Hi-C (PECHi-C) data processing
2.2.2.1 Data alignment and pre-processing

PECHIi-C sequencing data were aligned and pre-processed using the HiCUP pipeline
[431]]. Specifically HiCUP truncates paired-end sequencing reads from the 5" end at a lig-
ation junction, creating single-end reads that are then individually aligned to the genome
through bowtie/bowtie2 [427]. The individual reads are then re-paired or discarded if
one of the reads of the pair did not map correctly to the genome and HiCUP then ap-
plies various filters to discard invalid di-tags that could results from scenarios such as
same-fragment ligation, adjacent ligation and/or re-ligation events. At the end of the
alignment process, HICUP removes duplicated reads, arising mainly from PCR library
amplification, and creates a final bam file containing valid di-tags. After detecting a liga-
tion junction, the conventional HiCUP pipeline truncates and discards any read spanning
over it, considering one pair of interacting fragments per di-tag processed. However, in
order to increase the valid di-tag reads (see Chapter 3), PECHi-C data were aligned using
the newly devised HICUP combinations pipeline (available on Github). Briefly, the new
version splits all sequencing reads at each recognized ligation junction and retains all the
resulting pair-wise combinations of interacting fragments within across the di-tags. All

the resulting combinations are then put through an additional filtering step to retain only
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valid and unique di-tags.

To detect “on target” di-tags, representative of interaction pairs involving specifically
PEs, the final bam file produced by HiCUP was processed by the get_captured_reads
script, which is provided with HiCUP. Briefly, the script compares the bam files against
the .baitmap file, which includes the coordinates of the Dpnll restriction fragments cap-
tured by the RNA baits, and identifies reads specifically mapping to the captured Dpnll
fragments, compiling a final captured.bam file which contains reads that exclusively map
to the regions on interest. The get_captured_reads script was also used to calculated the

final capture efficiency for PECHi-C data.

2.2.2.2 Capture Hi-C Analysis of Genome Organization (CHiCAGO) interactions call-
ing
Combining two biological replicates for each timepoint of the naive-to-primed transi-
tion, PECHi-C significant interactions were identified using the CHiCAGO pipeline [432]].
CHiCAGO statistical model takes into account both technical and biological background
components and uses bespoke normalization and multiple testing correction to identify
significant interactions. For the processing of PECHi-C, adjacent Dpnll restriction frag-
ments were grouped into 5kb bins, excluding baited fragments, and CHiCAGO was run
using the default parameters. For the multiple testing correction and p-value weight-
ing, coefficients to adjust p-value weighting were identified with the fitDistCurve.sh
script provided by the CHiCAGO tool suite, which determines the value of the coeffi-
cients based on the true positive rate for a given interaction distance in biological repli-
cates. For PECHi-C the weights coefficients computed and used for multiple testing cor-
rection were: o = 52.3411565086191, 3 = -3.98123407981317 , v = -17.2172007666019, § =
-7.01618020233379. CHiCAGO then assigns a score to each interaction, which represent
the -log of weighted p-value, and a score >5 was used to identify PECHi-C significant
interactions, according with previous reports that the threshold at score 5 maximises the

enrichment of interacting regions for regulatory chromatin marks [433} 1432]].

2.2.3 Dimensionality reduction analyses

Principal Component Analysis (PCA) was performed on arcisine transformed CHiCAGO
score to partition the single timepoints of the naive-to-primed transition using the prcomp

Rmethod and fviz_pca function from factoextra R package [434]], v1.0.7. Likewise, hierar-
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chical clustering analysis was carried out using the hclust R function, using the complete
linkage method which calculates the maximum distance between clusters.

K-means clustering approach was used to partition PECHi-C contacts using arcsine
transformed CHiCAGO scores. The appropriate number of k was selected by applying the
elbow method, calculating the within-cluster sum of squares (WCSS) in an iterative manner
for k values between 2 and 10. The optimal number of k is represented by the values at
which the WCSS abruptly decreases. A k = 7 was applied to imputed PECHi-C data and
k = 8 was applied to non-imputed PECHi-C data. After identifying the more appropri-
ate number of ks, k-means clustering was performed on arcsine transformed CHiCAGO
scores using the kmeans R method and visualized using pheatmap from the pheatmap R

package, v1.0.12 [435]].

2.2.4 Imputation strategy of missing data points

For each timepoint, the CHiCAGO-detected list of interactions was implemented with a
list of candidate PE-PE contacts and PE-Transcription Start Site (TSS) contacts with a dis-
tance range between 1kb and 10kb. The distance range was determined by plotting the
contact’s distance range distribution of CHiCAGO-detected interactions for each time-
point and choosing as cutoff the distance at which the number of interactions sharply
decreased. A list of all annotated TSSs from protein coding genes was downloaded from
Gencode database [436]]. The list of candidate contacts was compiled using bedtools
window function with the following parameters: bedtools window -w 10000 and it was
then implemented into the peak list of interactions identified by CHiCAGO [437]. Af-
ter compiling the implemented list of contacts, a number of reads N was assigned to each
contact pair. Specifically, for candidate contacts also identified by CHiCAGO, the imputed
value of N was given by:

(Bmean + Tmean)

(85 si) (85 % s;)

) (2.1)

N = pmazx(

where
e pmax = R method that returns the maximum of the given values
e N = number of observed read pairs spanning from other end (i) to baits ()
e sj/s; = bait fragment-specific bias/other end fragment-specific bias

e Bmean/Tmean = brownian collision noise component/technical noise component
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For candidate contacts which were not identified by CHiCAGO, the value of N was
computed using the distFun from the Chicago R package [432]] with the parameter’s val-
ues computed by CHiCAGO for interactions with matching distance. Imputed N values
were then normalized by a sample-specific scaling factor sy computed by CHiCAGO that
uses a similar strategy to that used in DESeq [432),438]].

2.2.5 Definition of PECHi-C interaction classes

Spearman’s correlation was calculated for arcsine transformed CHiCAGO interaction scores
using cor R function, method = ”spearman”. UP interaction class was defined applying
a cutoff of p > 0.4; DOWN interaction class was defined with a cutoff of p < -0.4, while
interactions with -0.2 > p < 0.2 were included into the CONSTANT interaction class. At
this stage, for the definition of the interaction classes, differentiated timepoints were ex-
cluded and only contacts with a CHiCAGO score > 5 in at least one of the timepoints of

the naive-to-primed transition were included.

2.2.6 Gene Ontology enrichment analysis

Gene Ontology enrichment term analysis based on ”biological processes” was performed
using clusterProfiler R Bioconductor package, v4.2.0 [439]. To determine whether a gene
ontology term was significantly over-represented, a p-value cutoff < 0.05 was applied and

Benjamini-Hochberg method was used for multiple testing correction.

2.2.7 Cut&Tag data processing

In collaboration with Babraham Bioinformatics (Babraham Institute, Cambridge), Cut&Tag
sequencing data were aligned to GRCh38 reference genome using bowtie2 and a pileup
of read counts was generated for the Dpnll digested genome using bedtools coverage
[427,1437]. Read counts were then normalized using DESeq?2 [440]] normalization scaling

factor and normalized reads for three biological replicates were combined.

2.2.8 Linear regression model

C&T read counts were transformed using the variance stabilizing transformation func-
tion vst from varistran R package (counts for DE and NE samples were excluded from
this analysis). An initial linear regression model was performed using 1m R method and

setting H3K27me3 and H3K4mel read counts as response variable (#/) and taking a sum of
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the predictor variables defined as time (t) and Spearman’s classes (c; = UP; c; = DOWN).
In the initial model, Spearman’s interaction classes were modeled as dummy variables,

whereas time was modelled as a continuous variable:

§ = Bo + Bit + Bac1 + B3ca + Bater + Bytea + € (2.2)

The initial model was further refined to include time as a discrete variable in order to
account for the effect of Spearman’s classes on H3K4mel and H3K27me3 levels at specific

timepoints rather than across the whole time course (k = coefficient number):

8 2 8 2
§=Po+ > Bti+ > Brca+ Y Butica +e (2.3)
=1 n=1

i=1 n=1
For visualization the function al1Effects from effects R package was used, v.4.2.1 [441]].

2.2.9 Motif Discovery analysis and transcription factors affinities

PE DNA sequences were computed using getSeq function of the BSgenome R package,
v1.62.0 [442]] and Position Weight Matrices (PWMs) for all annotated transcription factors
(TFs) were downloaded from the HocoMoco database [443]]. The HoCoMoco collection
(version 11) contains 1302 mononucleotide PWMs for 680 human transcription factors,
derived by systematic processing of more than five thousand ChIP-Seq experiments [443]].
PWMs were then used to compute binding affinities of PE DNA sequences for any given
TF using tRap R package, v0.7 [444]]. One of the advantages of TRAP method over the
other “hit” based methodology is that it does not rely on setting a specific threshold, but
all the positions in the sequence contribute towards the calculation of the overall affinity,
including low-affinity positions [444]]. However, differences in DNA accessibility of the
regions of interest were not accounted for in this analysis.

Kruskal-Wallis test was then applied to identify TFs with significantly different affini-
ties between PEs of different interaction classes and only TFs with a significant difference
in affinity for at least one of the three classes were selected, for a total of 113 hits (see Ap-
pendix D). A post-hoc Dunn’s multiple comparison test was then computed to identify

the specific classes showing significant differences for the 113 TF hits identified.

De novo motif discovery was then carried out using rtGADEM R package, v2.42.0 [445]].
Briefly, GADEM is an algorithm that couples the guided formation of space dyads with a
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expectation-maximization (EM) algorithm [446]]. After identifying over-represented se-
quences (lengths 3-6) that are used as ”"seeds”, GADEM then uses a Genetic Algorithm
(GA) to guide the formation of the space dyads from the identified seeds and returns
PWMs for the inferred most represented motifs. The resulting PWMs were then com-
pared, through Pearson’s correlation, with PWMs of the 113 TFs that showed a significant
affinity differences identified by the previous analysis. A lenient cutoff was applied and
only TFs with a r >0.3 for at least one of de novo motifs identified were selected, identify-

ing 63 candidate TFs.

HOMER was also used to carry out motif discovery analysis [447]]. HOMER is a differ-
ential motif discovery algorithm that uses a zero or one occurrence per sequence scoring
system coupled with hypergeometric or binomial enrichment calculations to determine
motif enrichment. To perform differential motif discovery, HOMER uses control regions
as background and it usually selects a total number of background regions of 50,000 or
twice the total number of peaks provided. HOMER then performs a known motif enrich-
ment analysis and a de novo motif discovery analysis. For the former, it screens its library of
known motif against the background regions and the regions of interest and return motif
with a p-value < 0.05. For de novo motif discovery HOMER looks for motifs of length 8bp,
10bp and 12bp by default and it calculates the enrichment for specific sequences using
a cumulative hypergeometric distribution or a cumulative binomial distribution. Motif
discovery analysis was carried out for PE regions within the different interaction classes

using the following parameters: findMotifsGenome.pl hg38 -size given -mask.

2210 RNA-seq analysis

RNA-seq counts for hNES1 and H9 hESCs were downloaded from Gene Expression Om-
nibus (GEO accession: GSE123055) [424]]. Specifically, RNA-seq counts were obtained
for seven different timepoints during the naive-to-primed transition: naive (day 0), day
1, day 2, day 3, day 7, day 10, primed and differential expression analysis was carried
out using the wrapper DESeq function from the DESeq2 Bioconductor R package, v.1.34.0
[440]. In brief, DESeq2 normalizes raw counts using a computed scaling factor to account
for differences in library size. After estimating the gene-wise dispersion to model the
normalized read counts, it then fits a negative binomial model and performs Wald test
of likelihood odd ratio for hypothesis testing. Normalized counts were extracted using

the DESeq2 counts function and z-scores were computed with the scale R function. The
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pheatmap function from pheatmap R package, v.1.0.12 was used for visualization [435]].

2.2.11 Chi-squared (x?) test of independence

CGlIs coordinates were downloaded from UCSC Genome Browser [448]]. The overlap be-
tween PE regions and CGls, selecting CGIs regions within a 500 bp window of PEs, was
computed with findOverlaps from the GenomicRanges R Bioconductor package, v1.46.0
[449]]. To assess the association between PEs and CGls, regioneR R Bioconductor package,
v1.26.1. regioneR provides the tools to statistically evaluate the associations between re-
gion sets by performing permutation tests [450]]. The function overlapPermTest was used
to test if PEs within a given interaction class overlapped with CGIs more than expected,
setting ntime = 1000. To then compare the association between PEs and CGIs across the
three interaction classes a x? test of independence was performed using the chiquared
R method. To correct for overdispersion, which could result from incomplete indepen-
dence of the variables, x? tests was performed on randomly sampled CpG-positive (i.e.
PEs overlapping with CGIs) and CpG-negative (i.e. PEs that do not overlap with any
CGI) regions for a total of 100 times (same number of region were selected for both CpG-
positive and CpG-neative regions). The standard deviation (sd) of the x? values resulting
from the 100 tests was then used to calculated the new value of degree of freedom (df) as
follows:

df = = (2.4)

given the relationship between sd and df:

sd = ¥/df (2.5)

The new value of df was then used to compute the adjusted p-value using the pchisq
R method.

Following the same approach, x? test of independence was used to probe the associ-
ation between interaction classes and canonical PEs (coordinates of hESCs canonical PEs

were obtained from Pachano, T., et al., 2021 [265]]).

2.212 Log odds ratio and Empirical Cumulative Distribution Function

DPPA2/4 ChIP-seq bam files were provided by Rugg-Gunn lab (Babraham Insitute, Cam-
bridge UK). Peaks were called using Macs2 peak-caller applying a cutoff of p-value = 10
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as follows: macs2 callpeak -g hs -p 0.01 --nomodel --shift O --extsize 200/300
-B --SPMR --keep-dup all [428]]. Read count pileups for Dpnll digested genome were
generated using bedtools coverage [437]. The overlap between PE baited regions and
DPPA2/4 peak regions was computed using findOverlaps from the GenomicRanges R
Bioconductor package, v1.46.0, requesting a minimum overlap between regions of 10bp
[449]]. Fisher test was computed using the fisher.test R method and natural logarithm
(log) of the odd ratio was visualized using pheatmap from the pheatmap R package, v1.0.12
[435].

DPPA2/4 ChIP-seq read counts were normalized using DESeq2 [440] normalization
scaling factor to take into account the difference in library size and normalized reads for
two biological replicates were combined. Empirical Cumulative Distribution Function
was computed using stat_ecdf function from ggplot2 R Bioconductor package, v3.3.5,

with number of steps n = 5 [451]].
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3 Refinement of low cell number Capture-

HiC for its use in human embryonic stem

cells (hESCs)

3.1 INTRODUCTION

Hi-C allows genome-wide investigation of 3D chromatin structure and CHi-C enables the
fine mapping of interactions of interest, which would normally require between 20 to 50
fold greater sequencing depth than traditional Hi-C libraries. The CHi-C protocol gener-
ally involves three main stages: Hi-C library generation, “capture” of regions of interest
through hybridization of biotin-labelled RNA probes of the Hi-C library and identifica-
tion of significant interactions via downstream computational analyses. However, this
method typically requires large number of cells (30-40 million cells), which makes the
protocol inaccessible when working with rare cell types, as for example in the specific
case of cells from the early stages of organism development (e.g. naive hESCs).

To overcome these limitations, our lab previously developed a CHi-C protocol that
allows for a smaller number of cells as starting material [452]]. In addition, the protocol
makes use of a four-cutter enzyme, Dpnll, as opposed to the more commonly used six-
cutter enzyme HindIll, to increase the final resolution of CHi-C data. One of the major dif-
ferences compared to current protocols is the use of Tn5-transposase for double-stranded
DNA tagmentation and simultaneous insertion of sequencing adapters which largely re-
duces the timing of Hi-C and CHi-C library generation (Figure 3.1 for a schematic of the
protocol) [452]].

This chapter presents the optimization of crucial steps of the previously developed
low cell number CHi-C protocol [452] to robustly generate high-quality Hi-C and CHi-C
library in hESCs. Additionally, it introduces the fine tuning of CHICAGO (see Methods),
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for the downstream analysis and detection of significant interactions in CHi-C data gen-

erated using a four-cutter restriction enzyme ([433]]).

In collaboration with Ray-Jones H., Malysheva V. and Spivakov M., I first compared the
performance of our in house developed CHi-C protocol and reagents with commercially
available ones. I then optimized protocol parameters aiming to increase Hi-C and CHi-C

final quality and introduced adjustments to optimally perform the protocol in hESCs.
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Figure 3.1: Schematic of the Capture Hi-C methodology. In the Hi-C STAGE of the proto-
col, following chromatin crosslinking and cell permeabilization, chromatin is digested using the
four-cutter Dpnll restriction enzyme. Restriction fragments are then marked with biotin prior to
ligation and ligated Hi-C DNA is then processed for Tn5-mediated tagmentation with the parallel
insertion of sequencing adaptors. Biotin-streptavidin pulldown allows for the enrichment of valid
ligation products, represented by the dark blue portion of the pie chart, representative of ”true”
interacting chromatin regions. In the Capture STAGE, Hi-C libraries are hybridized with biotiny-
lated RNA probes complementary to regions of interest. Biotin-streptavidin pulldown allows for

the enrichment of interaction pairs which involve, at least at one end, fragments of interest.
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3.2 RESULTS

3.2.1 Optimizing Tn5-mediated tagmentation reaction for the generation of

Hi-C libraries

The first stage of the protocol, the Hi-C stage, involves the use of Tagmentation Ready
Tn5-transposase (henceforth referred to as TR-Tn5) for double-stranded DNA tagmenta-
tion and parallel insertion of sequencing adapters (Figure 3.1). The substantially large
quantity of Tn5 required to perform the protocol for large-scale sequencing projects rep-
resented a severe limitation for its application, due to the cost of commercially available
Tn5. Therefore, following a published procedure [453]] previously adopted by Malysheva
V., I produced TR-Tn5 transposase and I compared TR-Tn5 with commercially available
Tn5 enzyme (henceforth referred to as TDE) in order to generate high-quality Hi-C li-

braries.

I first compared different tagmentation reaction conditions in monocyte cells (used
for the initial establishment of the miniaturized CHi-C protocol) using TDE and TR-Tn5.
I assessed the final Hi-C library quality generated using TDE or TR-Tn5 by testing the
following parameters: different glycerol levels in the final volume of the tagmentation
reaction (glycerol levels are here defined as < 5% or > 5%) and different ratios of Ampur-
eXP beads to DNA (AmpureXP:DNA) for final DNA extraction after PCR amplification

(conditions summarized in Table 3.1).

Protocol Step
Glycerol levels <5% <5% >5% >5%
AmpureXP:DNA ratio | 1X 0.7X 1X 0.7X

Table 3.1: Summary of glycerol level percentages and AmpureXP:DNA ratios tested. The table
summarizes the glycerol levels of the final Tn5-mediated tagmentation reaction tested for both
TDE and TR-Tn5 and the AmpureXP:DNA ratio for the final Hi-C DNA extraction after PCR library

amplification.

To assess the final quality of HiC libraries I measured the final percentage of valid pairs
present, usually aiming for a high percentage of valid pairs (typically between 65%-95%,
Figure 3.1 Hi-C library pie chart in top panel) to minimize the proportion of uninforma-

tive ligation products, hence to maximize the number of useful sequencing reads for the
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downstream analysis.

Our results showed that, while TDE performed marginally better than TR-Tn5 (TR-
Tn5 yielded 60-50% valid-pairs while TDE showed percentages >70% reaching, in some
cases 90%), they were both able to generate Hi-C libraries with a valid-pair percentage
ranging from 60% to 90% (see Figure 3.2, A).

Varying glycerol levels of the tagmentation reaction and AmpureXP:DNA ratio af-
fected the final quality of the Hi-C library. Although glycerol represents a stabilizing
agent for the storage of enzymes, it can interfere with enzymatic activity if present at high
concentrations in the final reaction volume. More specifically, in our case levels of glyc-
erol < 5% of the final reaction volume always resulted in >60% of valid-pairs, dropping
to 50% or below for glycerol levels > 5% (Figure 3.2, B). I concluded that levels above 5%
lead to sub-optimal tagmentation levels, which becomes evident only after the sequenc-
ing stage of the HiC library. Therefore, it is crucial to control for glycerol levels in order to
generate a final high percentage of valid pairs. In addition, a 0.7X AmpureXP:DNA ratio
also generally yielded better quality Hi-C libraries, showing a percentage of valid pairs
>70% in nearly all cases (Figure 3.2, C). A 0.7X AmpureXP:DNA ratio allows to remove
short fragments from the HiC library that could potentially results from the random inser-
tion of adapters by Tn5-transposase or through the previous Dpnll digestion step. These
might not be representative of “true” interactions, leading to a decrease in percentage of
valid pairs if retained in the final HiC library. In addition, the presence of this specific
population of short fragments would only become clear after the sequencing and the data
processing stage, therefore establishing the correct AmpureXP:DNA ratio was essential

to robustly generate good quality final libraries.
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Figure 3.2: Optimization of Tn-5 tagmentation reaction conditions for generation of good qual-
ity Hi-C and CHi-C libraries. Hi-C libraries were generated for monocyte cells, primed (H9) and
naive (hNES1) hESCs starting from 1x10° cells. A. Barplots showing the percentage of valid pairs
in the final Hi-C library (y-axis) following tagmentation with TDE enzyme (orange) and TR-Tn5
enzyme (green). B. Barplots showing impact of the Tn5-mediated tagmentation reaction’s glyc-
erol levels (> 5 yellow; < 5blue) on final percentage of valid pairs (y-axis) in the final Hi-C library
for both TDE enzyme and TR-Tn5 enzyme. C. Barplots showing the impact of the ratio of Ampur-
eXP beads to DNA (1X, gold and 0.7X, brown) of the final DNA extraction on the final quality of
Hi-C libries (represented as percentage of valid pairs, y-axis). A ratio of 0.7X resulted in higher
percentage of valid pairs (gold), compared to 1X ratio (brown), in some cases reaching > 80% of
valid pairs. D. Barplots showing the effect of the increased temperature of post biotin-streptavidin
pulldown (x-axis) on the percentage of valid pairs in the final Hi-C library (y-axis). Washes at
65°C washes yielded the best final percentage of valid pairs and the combination of post biotin-
streptavidin pulldown hot washes and 0.7X AmpureXP:DNA ratio resulted in > 90% valid pairs in

the final Hi-C library (red dashed line). For all Barplots, error bars represent standard deviation.
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To further improve the final percentage of valid pairs, I sought to reduce spurious
biotin-streptavidin association events and increase the ratio of “true” interaction pairs in
the final library. Our rationale was that by increasing the temperature I could increase
the stringency of post biotin-streptavidin pulldown washes, hence reducing the presence
of non-informative ligated pairs in the final Hi-C library (i.e. higher percentage of valid
pairs). I set out to test four different temperature conditions: standard RT, 65°C, 70°C
and ice-cold washes (henceforth “hot washes” will generally refer to both 65°C and 70°C
washes and “cold washes” will refer to ice-cold conditions).

Our results showed that while ”cold washes” always resulted in a worse percentage of
valid pairs in the final HiC library, as expected, “hot washes” improved the overall quality
of the resulting library with an increase of at least 5% in the final valid-pairs percentage.
Particularly, washes at 65°C show the best improvement, with percentage of valid-pairs

>90% (Figure 3.2, D).

In summary, I concluded that glycerol percentage of the final tagmentation reaction
volume should never exceed 5%. A ratio of AmpureXP beads:DNA of 0.7X improves the
percentage of valid-pairs through the removal of very short DNA fragments which are
likely the result of the insertion of sequencing adapters within the same restriction frag-
ment, therefore not representative of true interacting pairs. Likewise, higher stringency
washes post biotin-streptavidin pulldown performed at 65°C show an improvement of at

least 5% of valid-pairs in the final library, resulting in many cases in >90%.

3.2.2 Refining protocol conditions for the generation of Capture Hi-C libraries

in hESCs

Although the previously described conditions consistently generated Hi-C libraries with
a high final percentage of valid pairs, I noticed that Hi-C and CHi-C libraries generated
in primed and naive hESCs consistently under performed when compared to libraries

generated in monocytes (Figure 3.3).
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Figure 3.3: Protocol for generating Hi-C and CHi-C libraries significantly under performed for
primed and naive hESCs. Capture Hi-C libraries were generated for monocyte cells, primed (H9)
and naive (hNES1) hESCs starting from 1x10° cells. Pie chart generated by the HICUP pipeline
[431]] showing the percentage of valid pairs in the final CHi-C libraries generated for monocytes,
primed hESCs and naive hESCs (left to right). The optimized conditions used to generate good
quality libraries for differentiated cells (monocytes, ~70%valid pairs) were not optimal for hESCs.
Primed (H9) hESCs slightly under performed (middle pie chart, ~60% valid pairs) and naive
(hNES1) hESCs generated very poor quality Hi-C and CHi-C libraries, with very low percentage
of valid pairs (~10% right hand pie chart) and a higher percentage of same-internal fragments

(red portion of right hand pie chart, >50%).

Therefore, I set out to optimize conditions to generate good quality Hi-C and CHi-C
libraries in primed (H9) and naive (hNES1) hESCs in order to be able to perform CHi-C
to investigate the emergence of PEs regulatory network in hESCs.

I compared conditions for both the initial Hi-C stage of our protocol and the second
Capture stage across monocytes, primed (H9) and naive (hNES1) hESCs (a schematic of

the experimental setting is shown in Figure 3.4).
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Figure 3.4: Experimental design for the optimization for Hi-C and CHi-C library preparation
in primed (H9) and naive (hNES1) hESCs. Hi-C DNA was generated for monocyte cells in addi-
tion to primed (H9) and naive (hNES1) hESCs starting from 1x10° cells, and tagmented following
the standard conditions: 7 minutes at 55°C. For naive cells an additional tagmentation reactions
was carried out for 5 minutes at 55°C alongside the standard conditions. For each sample, the
tagmented Hi-C material was then split into three equal reactions to test three different Hi-C post
biotin-streptavidin pulldowns coupled with different DNA extraction conditions after PCR am-
plification: room temperature washes (RT) + 0.7X AmpureXP:DNA ratio; 65°C washes + 1X Am-
pureXP:DNA ratio and 65°C washes + 0.7X AmpureXP:DNA ratio. Following DNA purification,
Hi-C libraries were pooled for all samples. The resulting pool of Hi-C libraries was then split in
two equal reactions to test two different conditions for the Capture Hi-C post biotin-streptavidin

washes: 68°C and 70°C.

Firstly, our results confirmed what previously observed: “hot washes” at 65°C re-
sulted in a higher percentage of valid pairs compared to washes carried out at RT, yielding
>65% in most cases (Figure 3.5, A). Notably, while primed (H9) hESCs and monocytes
showed very comparable results, naive (hNES1) hESCs under-performed for all condi-
tions tested. Nevertheless, overall washes at 65°C improved greatly the quality of the
final HiC libraries even in the case of naive (hNES1) hESCs with Hi-C libraries showing

>50% valid-pairs, a >1.5 fold increase compared to RT washes (Figure 3.5, A). Likewise,
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0.7X AmpureXP:DNA ratio for DNA extraction showed an increase in percentage of valid
pairs for all samples, resulting in an increase of 5% or more as previously observed (in-
terestingly, this was not the case for naive cells samples that had gone through a tagmen-
tation of 7 minutes as opposed to 5 minutes as shown in Figure 3.5, B). While driving
an increase of the final Hi-C library quality for naive and primed samples alike, Ampur-
eXP:DNA ratio of 0.7X also resulted in a loss of material between 1.2 -1.5 fold in hESCs,
considerably affecting the amount of DNA required for the subsequent Capture stage of
the protocol. Therefore, we concluded that a 1X AmpureXP:DNA ratio should be applied
when generating Hi-C libraries for hESCs, in order to limit the impact on the final yield

of Hi-C library.
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Figure 3.5: Optimizing conditions for generation of good quality Hi-C and CHi-C libraries in
primed (H9) and naive (hNES1) hESCs. Capture Hi-C libraries were generated for monocyte
cells (red), primed H9 hESCs (blue) and naive hNES1 hESCs (green: naive hNES1 hESCs that
have been tagmented for 5 minutes; purple: naive hNES1 hESCs that have been tagmented for 7
minutes) starting from 1x10° cells. A. Barplots showing the effect of 65°C post biotin-streptavidin
pulldown Hi-C washes compared to room temperature (RT) (x-axis) on the final percentage of
valid pairs of Hi-C libraries (y-axis). B. Barplots showing the effect on the percentage of valid pairs
(y-axis) of 1X AmpureXP:DNA ration compared to 0.7X AmpureXP:DNA ratio for final Hi-C DNA
purification (x-axis). C. Barplots showing the effect of two different temperature conditions tested
for the Capture Hi-C post biotin-streptavidn pulldown washes: 68°C and 70°C (left hand panel
and right hand panel, respectively) on the final percentage of valid pairs (y-axis) in combination
with two different temperatures for the Hi-C post biotin-streptavidn pulldown washes (x-axis).
D. Barplots showing the effect on the percentage of reads on target (y-axis) of Capture Hi-C post

biotin-streptavidin pulldown washes at 68°C compared to 70°C (x-axis).
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Once the best conditions for the generation of Hi-C libraries in hESCs were identi-
fied, I set out to optimize conditions of the Capture stage of the protocol (Figure 3.1) in
order to increase the proportion of contacts involving our regions of interest (i.e. PEs),
hence the proportion of sequencing reads available, in the final CHi-C library. Similarly
to what previously done for the Hi-C stage, I increased the stringency through increasing
the temperature of post biotin-streptavidin pulldown washes that follow the hybridiza-
tion of the baits, aiming to increase the final capture efficiency (defined as percentage of
reads mapping to target regions in the final CHi-C library). I set out to test two different
temperature conditions: the standard 68°C and 70°C. Ideally, increasing the temperature
should result in the enrichment of the final CHi-C library for “on-target” products (i.e.
fully hybridized baits to Hi-C ligation products) and minimize the presence ”off-target”
fragments (i.e. partially hybridized baits to Hi-C ligation products). As shown in Figure
3.5, C, washes at 70°C significantly improved the percentage of reads “on-target” com-
pared to the standard 68°C in all samples, showing an increase of >1.5 fold in all cases.
Moreover, I observed that the combination of 65°C washes at the Hi-C stage with 70°C
washes at the Capture stage resulted, in most cases, in a better overall quality of the final
CHi-C library, with both higher percentage of valid pairs, at 60% or above, and higher
percentage of reads on target, between 60%-80%. (Figure 3.5, D).

Although 70°C washes resulted in higher enrichment of our final CHi-C library, in
some cases reaching >85%), the high temperature highly affected the final overall yield of
the library, resulting in a loss of material of >2.3 fold. Low CHi-C library yields greatly
affected the ability to reach the sequencing coverage necessary, hence resulting in severely
under-powered CHi-C data.

Therefore, based on these results I determined that 68°C represented the best con-
dition for post biotin pulldown washes at the CHi-C stage of the protocol. This allows
to achieve a capture efficiency that ranges between 20%-45% (i.e. 17-35 fold enrichment
for interactions containing regions of interest) and it grants the final yield necessary to
obtain appropriate sequencing coverage required for downstream analysis. In addition,
to validate the robustness of detected interactions by CHiCAGO I computed the overlap
of CHiCAGO detected interactions after performing a 20% down-sampling of the CHi-C
data, as shown by the venn diagrams in Supplementary Figure A2, Appendix A. In all

cases, the computed overlap after down-sampling ranged between 70% and 50%.
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Figure 3.6: Comparing Tn5-tagmentation conditions in naive (hNES1) hESCs. A. D1000-
4200 Agilent Tapestation profiles of Hi-C libraries in naive hNES1 (top) and primed H9 (bottom)
hESCs. Naive hNES1 show higher tagmentation levels compared to primed H9, with an average
fragment size 2 times smaller than primed hESCs (~200bp, marked by the green dashed line, and
~400bp, marked by the red dashed line, respectively). B. Venn diagram of the overlap between
contacts detected by CHiCAGO in naive hNES1 after 5-minute tagmentation (green) compared to
contacts detected in naive hNES1 after 7-minute tagmentation (purple). C. Scatterplot showing
the correlation between number of reads per unique bait captured in naive hNES1 tagmented for

5 minutes (y-axis) and 7 minutes (x-axis), R*> = 0.48.

As mentioned earlier, I observed that naive cells, in particular, always under per-
formed when compared to monocytes or primed cells, showing a lower percentage of
valid pairs in the final Hi-C library (Figure 3.3). In addition, they consistently showed
higher tagmentation levels when tagmented under standard conditions (i.e. 55°C, 7 min-
utes), as shown in Figure 3.6, A), potentially due to higher DNA accessibility in these
cells affecting the initial Dpnll digestion and ultimately resulting in the presence of un-
informative products in the final library. Therefore, I set out to test if reducing tagmen-
tation time from the standard 7 minutes to 5 minutes could improve further the quality
of Hi-C libraries for naive hESCs by minimizing the potential over-tagmentation levels,

hence the proportion of uninformative short fragments (Figure 3.4). Indeed, naive sam-
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ples tagmented for 5 minutes performed overall better compared to samples tagmented
for 7 minutes, showing between 10% and 20% increase of percentage of valid pairs and
higher percentage of reads on-target, reaching in some case a capture efficiency >80%
(Figure 3.5). However, the two conditions showed a small overlap between the contacts
detected and at same sequence coverage, the number of reads per unique bait showed
poor correlation (R?=0.48. Figure 3.6 B and C), which could be a consequence of the
Tn5-mediated tagmentation. Indeed, it is plausible that the duration of the tagmentation
reaction and the DNA:enzyme ratio could lead to a scenario whereby the Tn5 enzyme
gains access to different cutting sites, hence generating qualitatively different fragments,
ultimately resulting in different types of interactions being represented in the final Hi-C
and CHi-C library. Based on these results, I decided against using different tagmentation
conditions for primed and naive cells and used tagmentation time set at 7 minutes for all
samples processed. Nevertheless, as shown in Figure 3.5, A, these conditions in combi-
nation with 65°C washes post biotin pulldown at the Hi-C stage still allowed us to reach
a Hi-C library with a percentage of valid pairs >50% and a percentage of reads on target

up to 40% (Figure 3.5, C and D).

3.2.3 Using in house buffers for the generation of Capture Hi-C libraries

In addition to the use of RT-Tn5 transposase produced in the lab, our protocol also makes
use of in house buffers and conditions for the hybridization step at the Capture stage, which
have been designed to minimize the cost of the protocol and to contain specific reagents
tailored to the use of Tn5-mediated adapter insertion. I then set out to compare our in
house protocol with the commercially available one (hereafter referred to Protocol A and
Protocol B, respectively). Again, I compared between 68°C and 70°C CHi-C post biotin-
pulldown washes and assessed the yield and the percentage of reads on target of the final

CHi-C library (a schematic of the experimental design is shown in Figure 3.7).
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Figure 3.7: Experimental plan comparing in house and commercially available protocols:
schematic of the experimental plan. Hi-C libraries were generated for primed H9 hESCs, start-
ing from 1x10° cells. Each library was then hybridized with RNA-biotinylated probes following
conditions specified by the in house protocol, (Protocol A, grey) or following the commercially
available protocol’s instructions (Protocol B, light brown). In addition, one of the samples was
processed using a combination of commercially available buffers with in house protocol conditions
(here represented by Hi-C library 2). Post biotin-streptavidin pulldown washes were performed
at 68°C and 70°C to compare the final yield between protocols, except in the case of Hi-C library

2, for which post biotin-streptavidin pulldown washes were carried out at 70°C.

Our results confirmed that 70°C washes, although resulting in a higher capture effi-
ciency for both Protocol A and Protocol B, >80% (Figure 3.7), considerably affected the
final CHi-C library yield, in some cases resulting in a >5 fold reduction. While I did not
observed any significant difference between Protocol A and Protocol B when I carried out
washes at 70°C, always reaching a capture efficiency between 80%-90%, strikingly when
washes were carried out at the standard temperature of 68°C, Protocol A performed better
than Protocol B, generating libraries with a capture efficiency of 40% as opposed to the

observed 10%, respectively (Figure 3.8).
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Figure 3.8: Comparison of in house and commercially available protocols. Hi-C libraries were
generated for primed H9 hESCs, starting from 1x10° cells. Barplots comparing percentage of
reads on target (y-axis) for CHi-C libraries processed following Protocol A (grey) and Protocol B

(brown) performing post biotin-streptavidin Capture Hi-C washes at 68°C (left panel) and 70°C
(right panel).

Here I identified optimal conditions for Capture stage using our in house protocol (i.e.
Protocol A). Despite the high capture efficiencies obtained after the 70°C washes, reaching
in some cases > 90%, high temperatures of post biotin pulldown washes at the Capture

stage significantly affected the final yield of the resulting library and, consequently, the

final sequencing coverage.

In summary;, I established that for CHi-C experiments in hESCs the following condi-
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tions should be applied when generating libraries through our in house protocol (Table

3.2, Supplementary Figure A.1, Appendix A):

Optimized Parameters Tn5 Tagmentation Hi-C stage Capture stage
Glycerol content <5% / /
Tagmentation temp. 55°C / /
Tagmentation time 7 minutes / /
Washes Temp. post pulldown / 65°C 68°C
AmpureXP:DNA ratio / 1X 1X
Reagents TR-Tn5/TDE Protocol A Protocol A

Table 3.2: Summary of the optimal conditions defined for the generation of Capture-HiC

in hESCs

3.24 Increasing the yield of informative reads in four-cutter restriction en-

zyme derived (Capture) Hi-C

In order to increase Hi-C and CHi-C resolution, our protocol uses a four-cutter enzyme,
Dpnll, as opposed to the more commonly used six-cutter HindIIl. One of the challenges
that Dpnll poses is a significant loss of HiC/CHi-C valid sequencing reads during HiCUP
alignment and pairing (see Methods). The conventional HiCUP pipeline used for the
processing of Hi-C and CHi-C libraries has been originally designed for the analysis of
libraries produced using HindIIl which generates 5kb long restriction fragments, while
Dpnll produces an average fragment size of 430bp. In addition, the use of tagmentation
in our protocol, instead of sonication with subsequent fragment size-selection, results in
fragments above 700bp being retained in the final libraries. This ultimately means that
Dpnll-derived Hi-C/CHi-C di-tags have properties that HiCUP is not tuned to process
correctly. For instance, one of the major effects observed is reads spanning over the lig-
ation junctions, which HiCUP normally truncates and filters out. In the case of ligation
products containing more than two restriction fragments, the truncation and subsequent
rejection of reads leads to a potential loss of valid read pairs, hence of informative di-
tags representative of “true” interactions (Figure 3.9). Briefly, the conventional HiCUP
pipeline truncates and discards any read that spans over a ligation junction, consider-
ing one pair of interacting fragments per di-tag processed (as shown in Figure 3.9, left

branch of the diagram). The optimized version of the pipeline, HICUP combinations re-
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tains all the resulting pair-wise combinations of interacting fragments within and across
the di-tags, after splitting sequencing reads at each recognized ligation junction, instead
of discarding the truncated reads. All the resulting combinations are then put through an
additional filtering step to retain only valid di-tags (as shown in Figure 3.9, right branch
of the diagram)

Considering the substantial differences between the two protocols, in collaboration
with HiCUP developer Steven Wingett, I devised a modified method, HiCUP combina-
tions, tailored for the processing of Dpnll-derived Hi-C/CHi-C libraries (Figure 3.9, see
Methods section 2.2.2.1).
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Figure 3.9: Schematic of the processing of Hi-C sequencing reads by the HiCUP combinations
pipeline. When processing Hi-C paired-end (PE) sequencing reads, the conventional HiCUP
pipeline truncates paired-end sequencing reads from the 5" end at a ligation junction, generat-
ing individual single-end reads. The individual reads are then re-paired or discarded. HiCUP
applies filters to identify and discard invalid di-tags that could result from scenarios such as same-
fragment ligation, adjacent ligation and/or re-ligation events to retain only valid di-tags containing
two fragments representative of “true” interactions. The conventional HiCUP pipeline truncates
and discards any read that spans over a ligation junction, considering one pair of interacting frag-
ments per di-tag processed (as shown by the schematic of the left branch on the diagram). In the
optimized version of the pipeline, HiICUP combinations retains all the resulting pair-wise combi-
nations of interacting fragments within and across the di-tags instead of discarding the truncated
reads, after splitting sequencing reads at each recognized ligation junction. All resulting combi-
nations are then put through an additional filtering step to retain only valid di-tags (as shown by

the right branch of the diagram).

To determine the proportion of reads rescued with the newly established HICUP com-
binations pipeline, I compared the final number of reads of CHi-C libraries, generated in
naive and primed hESCs, aligned with the two different pipelines. For both samples I

observed a 10% increase in unique final reads (Figure 3.10).
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Figure 3.10: The HiCUP combinations pipeline retrieves Hi-C sequencing reads for naive
hNES1 and primed H9 hESCs. Barplots comparing Hi-C libraries for naive hNES1 and primed
H9 hESCs for two biological replicates that have been aligned and processed using the HiCUP con-
ventional pipeline, cyan (retrieving 13,577,498.5 and 9,185,315 de-duplicated reads, respectively)
or the HiCUP combinations pipeline, blue (retrieving 15,248,534 and 10,112,634, respectively).
The alignment and the pre-processing of Hi-C sequencing reads using the HiCUP combinations
pipeline resulted in ~10% gain of final de-duplicated Hi-C sequencing reads for both samples.

Error bars represent standard deviation.

Indeed, these results confirmed that the HICUP combinations pipeline allows to res-
cue up to 10% of valid sequencing pairs from Dpnll-derived libraries in both naive and

primed hESCs.
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3.2.5 CHiCAGO optimization for four-cutter restriction enzyme

In collaboration with Malysheva V., Ray-Jones H. and Spivakov M., I sought to compare
CHi-C data produced with HindIII or Dpnll and standardize CHiCAGO parameters for

the analysis of CHi-C data generated with a four-cutter restriction enzyme [433]].

3.2.5.1 CHiCAGO background estimation for four-cutter restriction enzyme

As shown in Figure 3.11, A, four-cutter enzymes preferentially detected shorter range
interactions (most significant interactions detected within a 3kb-100 kb distance range)
compared to six-cutter data (most significant interactions detected within a 100kb-400kb
distance range). One of the reasons for this difference might lie in the inherent higher
sparsity of data generated with a four-cutter enzyme. I devised a binning strategy aim-
ing to mitigate this effect (Figure 3.11, B, bottom left panel) and I compared the distance
range of interactions detected for 5kb-binned data and HindIII-derived data. Briefly, adja-
cent Dpnll-derived restriction fragments are grouped in 5kb bins, with the possibility to
include or exclude the “baited” restriction fragments. Excluding the ”baited” fragments
from the 5kb bins allows to retain the higher resolution given by Dpnll at the captured
regions of interest.

As shown in Figure 3.11, B, the binning resulted in the increase of the distance range
of interactions to 30kb-200kb. But while binning improves the overlap between interac-
tions detected in four-cutter data compared to six-cutter data, it didn’t show a complete
rescue. I then checked if this difference in distance range also reflected in the ability to
detect biological relevant interactions. Our results showed that, in both cases, the other-
ends of the interactions detected were enriched for biologically relevant histone marks
(i.e. H3K27me3, H3K4me3, H3K36me3, H3K27ac) suggesting the biological relevance
for contacts detected in both datasets (Figure 3.11).
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Figure 3.11: Comparative analysis of Capture Hi-C data generated with Mbol and a HindIII
restriction enzyme. Three Mbol Promoter CHi-C (PCHi-C) replicates for iPSC-derived cardiomy-
ocytes (iPSC CMs33) were processed by CHiCAGO either at the restriction fragment level or by
grouping adjacent restriction fragments in 5kb bins. Three HindIII PCHi-C replicates for hESC-
derived cardiomyocytes (hESC CMs34) were processed using standard CHiCAGO settings. Inter-
actions with a CHiCAGO score >5 were considered shared when the middle of the significantly
interacting fragments in the Mbol PCHi-C data fell within the respective interacting fragments
in the HindIll dataset. Comparison between Mbol and Hindlll PCHi-C datasets in using Mbol
non-binned data, panel A and between Mbol binned PCHi-C data, panel B. Violin plots show the
distance distribution of significant interactions shared between Mbol and HindIII (grey), Mbol-
specific (light blue) and HindIII-specific (dark blue). The number of interactions in each group is
specified on the x-axis. The difference in the distance range of interactions observed between Mbol
and HindlII is mainly driven by the average restriction fragment size given by two enzymes. As
shown, the binning strategy allows to partially rescue longe range interactions in Mbol-processed
data. The barplots show the enrichment for regulatory histone marks (as a ratio between observed

and expected) in each group of interactions. Figure from Freire-Pritchett, P. and Ray-Jones, H. et

al, 2021 [433].
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Choosing a four-cutter enzyme can also affect how CHiCAGO calculates the back-
ground when calling signification interactions. CHiCAGO takes into account two main
sources of noise for the estimation of the background: the Brownian component and the
technical component. It then combines the two components to estimate the background
and it computes normalization (or scaling factors) for each interaction pair detected. If
the background is estimated inaccurately and sparsity is not accounted for appropriately
it can impact the calculation of the scaling factors and, consequently, affect the final p-
values assigned to each interaction pair. Therefore, I set out to establish the way to deter-
mine the correct parameters for a proper CHiCAGO background estimation when using
a four-cutter enzyme.

An incorrect estimation of background can be visually observed in the CHiCAGO in-
teraction profiles, as shown in Figure 3.12, top left panel. A rapid decay of the brownian
component towards zero is usually a good indication of inaccurate background which
leads to calling significant interaction pairs with very low read counts. To define the cor-
rect parameters for appropriate background estimation I assessed data sparsity by com-
puting the proportion of missing interactions (i.e. interactions showing zero counts) per

distance bins across baits, for a customized range of values for maxLBrownEst.
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Figure 3.12: Visualizing the incorrect estimation of CHiCAGO background model. Dpnll
PCHi-C data in iPSCs-derived cardiomyocytes [285]] were analyzed using six-cutter CHICAGO pa-
rameters or using the maxLBrownEst and binsize parameters suggested for four-cutter enzymes.
Dpnll data binned into 5kb bins was also analyzed using CHiCAGO default six-cutter parame-
ters along with Hindlll PCHi-C data. As an example, the figure shows the interaction profile of
the ATG101 promoter for each of the four processed datasets: when Dpnll PCHi-C data are an-
alyzed using the default CHICAGO parameters (top let panel) a spurious low-count interaction
is detected as significant (red arrow), which does not appear in the other three data/parameter

combinations. Figure from Freire-Pritchett, P. and Ray-Jones, H. et al, 2021 [433]].

When applying the default settings of CHiCAGO to Dpnll-derived CHi-C data I ob-
served a rapid increase in the proportion of missing interactions as distance increases.
On the contrary, this it is not the case for HindllI-derived CHi-C data processed with
CHiCAGOQO's default parameters (Figure 3.13).
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I then changed maxLBrownEst and binsize to 75kb and 1.5kb respectively. maxLBrown
Est was empirically determined to be sufficiently large to observe a typical brownian dis-
tance decay, but at the same time small enough to avoid baits to become overly sparse
across the given distance range. For binsize I chose a value that is at least five times
longer than the average restriction fragment size. The rationale being that the bins need
to be large enough to estimate the average read count robustly, but also not so large that
the count of individual interaction pairs within the bins vary too much in read coverage.
Figure 3.13, shows the estimation of missing interactions at given distance bins when
processing Dpnll-derived CHi-C data using maxLBrownEst set at 75kb and binsize set
at 1.5Kb. With these parameters, the data displayed a more gradual decay, similar to
what observed for HindllI-derived CHi-C data analyzed with default CHiCAGO param-
eters (Figure 3.13). A comparable behaviour can be observed for 5kb-binned DpnII data
(Figure 3.13).
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Figure 3.13: Estimation of missing interactions for CHiCAGO background model. Boxplots
indicating data sparsity at different distance bins for estimating the Brownian background com-
ponent (the distance range plotted corresponds to maxLBrownEst, and the size of each bin is set to
binsize). Sparsity was defined as the proportion of all other-end fragments within the bin with a
count of zero. For Dpnll with four-cutter parameters, 5kb binned Dpnll and HindIIl with default
parameters, sparsity increases gradually, while for Dpnll CHi-C data analyzed with six-cutter set-
tings sparsity rapidly increases, with almost all other ends of interactions with a count of zero for
most baits. The boxplots were generated using the plotBackgroundSparsity.R script provided

as part of chicagoTools.

Here, I devised a way to fine tune CHiCAGO parameters in order to analyze and detect
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significant interactions for Dpnll-derived CHi-C data, with comparable sensitivity and
specificity to the analysis of data generated with a six-cutter enzyme when using default
CHiCAGO parameters. I established a way to assess the correct estimation of background,
hence the appropriate estimation of the normalizing factors and p-value, in order to avoid
low read count interactions being called as significant (Figure 3.12). In addition, I devised
a binning strategy to help mitigate the inherent sparsity given by four-cutter data and to

partially rescue longer-range interactions detection [433]].

3.2.5.2 CHiCAGO score cutoff to call “significant” interactions

By default, CHiCAGO calls interactions ”significant” if they pass a defined score of 5
(based on previously described analysis [432]). I next sought to define a possible strat-
egy to further tune the score threshold given by CHiCAGO to identify significant inter-
actions. The strategy I adopted to define the choice of the score cutoff for a given experi-
mental setting is based on the identification of the right balance between the enrichment
for H3K4mel at other ends, a biologically relevant chromatin feature for the recognition
of enhancers, and the recall of H3K4mel peaks, as shown in Figure 3.14.

This strategy provides a method for determining ad hoc cutoffs when using customized

parameters and based on the specific research question.
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Figure 3.14: Tuning the CHiCAGO score cutoff by balancing recall and enrichment of reg-
ulatory chromatin features. A. Percentage of interactions with H3K4mel marked fragments (y-
axis) within a given CHiCAGO score range (x-axis), computed for HindIII-generated Capture-HiC
data. Highlighted in blue the CHiCAGO scores range at which the enrichment of interactions with
H3K4mel-marked fragments starts to plateau. B. Recall of H3K4mel marked fragments (y-axis)
at the increasingly stringent CHiCAGO score cutoffs (x-axis). The gray dashed line highlights
default CHiCAGO score cutoff of 5. Figure from Freire-Pritchett, P. and Ray-Jones, H. et al, 2021
[433]).
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3.3 DISCUSSION

This chapter presents the steps for the further refinement of critical steps of the miniatur-
ized CHi-C protocol starting from a small cell number as input, previously developed in
our lab by Malysheva V. [452]], and the adjustments of current analysis pipelines, HICUP
and CHiCAGO, for processing Dpnll-derived CHi-C data.

I first focused on the optimization of crucial aspects of the Hi-C stage of the protocol.
Here, I showed that our TR-Tn5 performs equally well to the commercially available TDE
and I defined optimal experimental conditions to achieve high quality Hi-C and CHi-C
libraries, introducing specific adjustments when processing hESCs. In parallel, I focused
on the calibration of current pipelines, HICUP and CHiCAGO, routinely used in the lab
for the downstream analysis of Hi-C and CHi-C data and I presented a refined approach
for the analysis of four-cutter derived Hi-C and CHi-C, such as Dpnll-generated libraries.

In summary, the results confirmed that our calibration of the HiCUP pipeline resulted
in the rescue of valid sequencing pairs after the alignment and the processing of DpnlI-
based libraries, with consequent gain of informative sequencing reads. Moreover, this
chapter presented the fine tuning of key parameters of the CHiCAGO pipeline for the
appropriate identification of significant interactions (now a publicly available protocol
[433]]).

I explored alternative approaches to implement the conventional data analysis of cap-
ture Hi-C data in order to, ultimately, make its interpretation more comprehensive and
adaptable to different datasets (e.g. data generated by the use of restriction enzymes other

than the commonly used HindIII and Dpnll) and/or specific biological questions.

3.3.1 Reaching the balance between enrichment and yield to achieve the nec-

essary sequencing depth

Alongside Dpnll enzyme to increase CHi-C resolution, the use of Tn5-transposase repre-
sents a great improvement of the capture Hi-C protocol.

The increased use of next-generation sequencing (NGS) technologies sparked the ne-
cessity to make the processing of the samples easier and quicker. With its “cut and paste”
system, transposition mediated by Tn5-transposase it has been implemented in many
NGS-based assays, making sample processing more efficient and simple, considerably

shortening library construction preparation and enabling the realization of large-scale se-
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quencing projects. Indeed, the use of Tn5-mediated transposition is amenable to adjust-
ments or implementations in a variety of NGS protocols: for example it is now regularly
employed in DNA accessibility assays (ATAC-seq) [454]; it is used in the recently devel-
oped chromatin profiling assay, CUT&TAG (Cleavage Under Target and Tagmentation)
[425]], or in the most recently described alternative 3D conformation capture protocol,
BAT Hi-C (Bridge linker-Alul-Tn5 Hi-C) [455].

However, alongside its clear advantages, the use of Tn5-trasposase can present sev-
eral limitations, amongst which its elevated costs, which can make large-scale sequencing
projects inaccessible. In this chapter I demonstrated that I can overcome this limitation
with the production of a TR-Tn5 which performs at the same level as the commercially

available one, generating high-quality Hi-C and CHi-C libraries ready for sequencing.

In addition to costs, other factors can represent a challenge when adapting protocols to
the use of Tn5-transposase. In the particular case of our CHi-C protocol, the introduction
of Tn5-transposase for the tagmentation of ligated DNA, to substitute for DNA sonica-
tion ad size selection, led to a final Hi-C library with a less controlled range of fragments
size. In addition, Tn5-transposase mediates a stochastic introduction of adapters which
can lead to the generation of a final Hi-C library that contains smaller fragments that may
not be representative of “true” contacts. Ultimately, this affects the final Hi-C quality, re-
ducing the percentage of valid pairs, thus leading to a decrease in available sequencing
reads and, effectively, decreasing the final sequence coverage. Especially in the case of
CHi-C, low sequencing depth raises sparsity issues that impacts on the ability to robustly
identify significant interactions in downstream analysis and it eventually makes CHi-C
experiments inaccessible due to the increasing need of additional sequencing to reach the

number of reads necessary.

Interestingly, I observed that different cell types can perform differently when pro-
cessed for Hi-C library preparation adopting Tn5-mediated tagmentation. This has been
the case for hESCs, for which standard parameters of the protocol did not represent the
optimal conditions to generate good quality Hi-C and CHi-C libraries. Usually, the size
distribution of the fragments observed in both naive and primed hESCs appears to be
shifted towards smaller sizes (with naive hESCs showing the larger shift, Figure 3.6, A).
Itis known that the chromatin in these cells tends to be in a more accessible state. Presum-

ably, this could lead to the generation of shorter fragments following the Dpnll digestion,
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increasing the possibility of generating fragments that are not representative of “true” in-
teractions. Although in the protocol presented in this chapter it does not directly affect
Tn5-mediated tagmentation, DNA accessibility might affect the initial restriction enzyme
digestion, leading to the generation of shorter fragments. As a consequence, the chances
for Tn5 to stocastically insert adaptors within these shorter fragments increases, resulting
in a greater proportion of products non representative of “true” interactions in the final
Hi-C and CHi-C libraries. Moreover, aspects like the ratio between the amount of Tn5
enzyme and DNA and/or the presence of impurity, such as glycerol, have to be precisely
controlled to avoid a non-uniform insertion of adapters mediated by Tn5 [456), 457, 458]].
Therefore, different aspects of the Tn5-mediated tagmentation reaction can raise issues of
sensitivity in the final library. In our specific case, for example, sub-optimal conditions
seemed to affect the percentage of valid pairs of the final library, favoring the presence of
reads mapping within the same restriction fragment. While this could be due to an incor-
rect insertion of adapters by Tn5, it does not provide a comprehensive explanation for the
lower percentage of valid pairs I observed in some cases, which is likely to be affected by
additional, and perhaps complementary, factors at different stages of the protocol.
Nevertheless, with the adjustments presented in this chapter, I defined the optimal
protocol conditions to robustly generate good quality Hi-C and CHi-C libraries with the

use of tagmentation ready Tn5-transposase.

CHi-C presents the additional challenge of obtaining a high degree of enrichment for
the regions of interest. As mentioned earlier, this can be crucial in determining the final
number of available reads, hence the final sequencing depth necessary for downstream
analysis. Therefore, obtaining a high enough capture efficiency is key to make large-scale
sequencing projects feasible.

The advantage of using a four-cutter enzyme like Dpnll as opposed to a six-cutter
enzyme (such as HindIII) in our approach is the increased resolution (~ 15-fold). This,
however, requires a considerably higher sequencing coverage. Maximizing the percent-
age of valid pairs and capture efficiency minimizes the loss of usable reads after Hi-C or
CHi-C sequencing data are aligned and processed. Likewise, preserving the yield is vital
to be able to obtain the number of reads necessary: only a limited number of reads can be
obtained from a given amount of library. Therefore, it was crucial to identify the condi-
tions, described in this chapter, to reach the right balance between enrichment and final

yield when generating CHi-C libraries, both fundamental to obtain the necessary final
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sequencing depth.

3.3.2 Fine tuning analysis of four-cutter restriction enzyme derived CHi-C data

CHi-C data allows to identify interactions of regions of interest where each captured frag-
ment can interact with one or many regions of the genome. This gives CHi-C data an
asymmetric nature that confers to it unique statistical properties. The lab previously de-
veloped CHiICAGO, a pipeline for the analysis of CHi-C data and the detection of signifi-
cant chromosomal interactions. However, as previously mentioned, CHiCAGO has been
initially designed and fine tuned for CHi-C data derived from a six-cutter enzyme (i.e.
HindIII') [432]].

It is now clear that, depending on the restriction enzyme, the properties of the re-
sulting data can change, requiring ad hoc parameters in order for CHiCAGO to correctly

estimate the background noise and, consequently, call true significant interactions.

As mentioned earlier, a different resolution is one of the most obvious differences aris-
ing from CHi-C data processed with a four-cutter as opposed to a six-cutter enzyme. A
four-cutter enzyme like DpnlI cuts the human genome (that consists of 3 x 10° base pairs)
> 11,000,000 as opposed to >730,000 like in the case of a six-cutter enzyme like HindIII.
This can translate into greater sparsity observed in Dpnll-derived CHi-C. In this chap-
ter I provided examples of how this can influence the ability of CHiCAGO to identify
true significant interactions and a possible strategy to mitigate such sparsity by creating
bins that group adjacent restriction fragments, hence increasing the number of reads per
viewpoint. I showed that binning also represents a valid strategy to rescue longer-range
distance interactions that are not detected in four-cutter processed CHi-C data. This is
likely due to the drastic difference in fragment size produced by the different restriction
enzymes, on average ~400bp fragments for Dpnll compared to an average of ~5kb in
the case of HindIll. As previously shown in this chapter, I can observe a great difference
in distance range of interactions between four-cutter and six-cutter derived CHi-C data,
with a very small overlap between the interactions detected in the two different datasets.
However, I showed that grouping adjacent restriction fragments in four-cutter derived
CHi-C data has to potential to partially compensate for the ”loss” of long-range interac-
tions. Interestingly, the same was observed in an independent study from Su et al, 2021
(459, 1433]].

Therefore, a valid strategy for the analysis of CHi-C generated using a four-cutter en-
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zyme could combine the two approaches, at different resolution levels: firstly, the analysis
of high resolution CHi-C data, that are more sensitive to the detection of more proximal
chromatin interactions, which can prove valuable, for example, in GWAS studies where
the focus is on the identification of regulatory regions enriched in disease-associated vari-
ants. Then, the complementary approach of in silico binning of the adjacent restriction
fragments to rescue, in part, longer-range interactions.

In addition, I probed a different interpretation for the CHiCAGO score and the defini-
tion of its threshold. By default, CHiCAGO considers an interaction significant if it scores
>5. But CHiCAGO scores represent weighted p-values, based on previously described
analysis [432]], and they serve mostly as ranking measures. Therefore, the choice to apply
a specific score cutoff to determine whether or not to consider an interaction significant
is liable to subjectivity. While CHiCAGO score still represents a valuable tool for the pri-
oritization of interactions of interest, I propose that it should not be used in a dualistic
manner to determine whether a contact is “present” or “absent”. Instead, I suggest that
one possibility would be to consider such score in a quantitative manner instead, through
approaches such as clustering and/or regression modeling. For example, an alternative
approach is described in a recent work from Disney-Hogg et al., 2020 [460] where the au-
thors recommend to define a score cutoff based on the reproducibility of interaction calls

between replicates.

Overall, the fine tuning process for the downstream analysis described in this chap-
ter (and in more details in [433]]), it is not limited in its application to data generated by
the use of a four-cutter or a six-cutter enzyme alone. For example, the presented binning
strategy could be extended to an incremental binning approach, whereby bins of different
sizes are applied to assess the overlap between datasets and for the analysis of interactions
within different distance ranges. Ideally, the estimation of CHiCAGO background, with
consequent adjustment of p-value weighing and a more ad hoc choice of a score thresh-
old can be applied to CHi-C data generated with any different restriction enzymes: for
example, it could prove valuable in the case of Micro- C and Capture Micro-C data, char-
acterized by a even higher resolution than the one given by DpnlI, hence giving the data

different features to be taken into account in the downstream data analysis.
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3.3.3 Conclusion

In conclusion, this chapter provides the specification of the preparatory work that has
been necessary in order to establish a robust protocol for the generation of good qual-
ity Hi-C and CHi-C, with adjustments specific to hESCs, on both the experimental and
computational level.

The protocol and its refined steps presented in this chapter enabled the generation and
the analysis of the data to explore PEs regulatory dynamics upon the naive-to-primed
transition and shed light on their potential functional role in pluripotency and cell-fate

determination, which will be the focus of the next chapter.
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4 The emergence of poised enhancers (PEs)
upon naive-to-primed transition of human

embryonic stem cells (hESCs)

4.1 INTRODUCTION

Originally described in ESCs, PEs represent a specific class of CREs defined by the joint
presence of the “active” H3K4mel and the repressive’ H3K27me3. It has been hypothe-
sized that PEs may be part of a fine gene regulatory mechanisms to promote timely ac-
tivation of genes for proper differentiation to occur, mediating a rapid switch between a
repressive and an active state

The presence of H3K27me3 at PEs suggests the recruitment of Polycomb-group pro-
teins (PcGs) to these sites. Besides their established role in gene repression during devel-
opment, PcGs play an important role in mediating long-range interactions in embryonic
stem cells (ESCs). Moreover, it is known that PcGs undergo significant reorganization
upon the naive-to-primed transition in human ESCs (hESCs), during which a rearrange-
ment of both H3K27me3 chromatin patterns and Polycomb-mediated interactions occurs.
Specifically, primed hESCs display higher degree of interconnection between Polycomb-
interacting regions compared to their naive counterpart [278]. Therefore, it can be spec-
ulated that, likewise, PE-mediated interactions might undergo extensive rewiring when

cells transition from the naive to the primed state of pluripotency.

Through experimental and computational approaches, here I investigate the emer-
gence of the poised state of enhancers and their contacts upon the naive-to-primed tran-
sition in hESCs through a Poised Enhancer Capture Hi-C (PECHi-C) approach and chro-
matin profiling Cut&Tag assays. Furthermore, this chapter presents the establishment of

an inducible CRISPRa (iCRISPRa) system in iPSCs [423] for the perturbation of selected
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candidate PEs, with the aim to shed light on the potential role of the poised state of en-

hancers in pluripotency and cell-fate decision.

Cut&Tag.

| | |
day3 day7 day14 T
Naive Primed

Poised Enhancer capture Hi-C e

(PECHIC)

Figure 4.1: The experimental approach used to profile the emergence of PEs upon naive-to-
primed transition in hESCs. The emergence of the poised state of enhancers and their interac-
tion network was profiled through a time course as hESCs transitioned between the naive state of
pluripotency and the primed state. Eight different timepoints were profiled using PECHi-C and
Cut&Tag assays: naive (hNES1), day 1 (hNES1), day 3 (hNES1), day 5 (hNES1), day 7 (hNES1),
day 10 (hNES1), day 14 (hNES1) and primed (H9) hESCs.

4.2 RESULTS

4.2.1 Devising a Poised Enhancer Capture Hi-C (PECHi-C) system

In order to build a comprehensive catalogue of PEs, I identified putative PE regions based
on their bivalent chromatin signature, making use of publicly available H3K4mel and
H3K27me3 ChIP-seq datasets (ENCODE, [461]]) and Cut&Run datasets (Rugg-Gunn'’s
lab, unpublished) generated in primed H9 hESCs. The overlap of H3K27me3 and H3K4mel

signals resulted in the identification of 54,363 regions enriched for both histone marks.
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Figure 4.2: Viewpoint of a PE region included in the PECHi-C capture system approach. IGV
(Integrative Genomics Viewer) [462]] viewpoint of a typical PE region (dark green bar) included in
the PECHi-C capture system, showing the enrichment of H3K27me3 and H3K4me1l. RNA biotiny-
lated probes (in red) were designed to be complementary to DpnlI restriction fragments (light
green bar) overlapping all identified PE regions. PECHi-C final capture system includes >60,000
RNA probes, with an average of two probes per Dpnll restriction fragment overlapping the en-

hancer region of interest.

After filtering out low-confidence regions (i.e. ChIP-seq enrichment peaks identified
in <2 of the data sets analyzed) and regions within a 1kb window from annotated gene
TSSs [436]] in order to exclude main gene promoters, 49,310 putative PEs were retained
and used to design the pool of complementary biotinylated RNA probes for hybridization
with our regions of interest (henceforth referred to as the “capture system”). Specifically,
120bp RNA probes labelled with biotin have been designed to capture Dpnll digestion
fragments overlapping with the identified PE regions: the final capture system included
a total of 60,764, with an average of two RNA-biotinylated probes hybridizing each restric-
tion fragment (Figure 4.2).

This PECHi-C approach, devised to specifically capture PE regions, offered the ad-
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vantage of increased sensitivity with respect to contacts that directly involve PEs, at least
at one end, as opposed to the more commonly used Promoter Capture Hi-C (PCHi-C)
approach in which RNA-biotinylated probes are designed to be complementary to all an-
notated promoters [275]].

4.2.2 Different poised enhancer interaction dynamics upon the naive-to-primed

transition

To profile the emergence of PE-mediated contacts, I performed PECHi-C experiments
upon the naive-to-primed transition in hESCs (Figure 4.1) and in hESCs differentiated
to definitive endoderm and neuro-ectoderm.

Initial quality control analyses of the generated PECHi-C data showed a percentage
of valid pairs ranging between 50% and 80% and a capture efficiency between 16% and
50% of the final CHi-C libraries, achieving a fold enrichment for our regions of interest
between 20 and 60 fold (Table 4.1). Pearson’s correlation analysis was also performed to
assess the robustness of biological replicates (Supplementary Figure A.3, Appendix A,

with all replicates displaying an R? >0.5 [432]].

122



timepoint
Replicate 1
naive

dayl

day3

day5

day7

day10

day14

primed

Neuro Ectoderm
Definitive Endoderm
Replicate 2
naive

dayl

day3

day5

day7

day10

day14

primed

Neuro Ectoderm

Definitive Endoderm

Total number of reads (PE)

143,854,542
152,567,161
105,849,412
110,834,728
68,233,873

106,331,789
45,850,977

50,225,481

155,603,514
228,798,705

114,360,576
65,786,309
45,022,769
125,157,239
71,044,786
84,874,382
80,597,754
30,612,355
149,143,031
159,630,501

% of valid pairs

53%
60%
58%
56%
59%
39%
50%
72%
73%
76%

52%
55.5%
60%
55%
49%
48.2%
56%
65%
72%
64%

Capture Efficiency

20.16%
17.66%
35%
23.67%
45.48%
19.92%
37.78%
42.56%
19.46%
16.6%

24.42%
19.69%
33.37%
26.14%
25%
47.01%
27.74%
34.71%
20.66%
18.1%

Table 4.1: QC summary of PECHi-C libraries. The table summarizes the total number of paired

end (PE) sequencing reads obtained for each sample, the final PECHi-C library quality, calculated

as percentage of final valid pairs and the fold enrichment of the final PECHi-C library for inter-

actions involving PE regions of interest, represented as capture efficiency (percentage of reads

exclusively mapping to the regions of interest).
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I identified 182,303 interactions with CHiCAGO score >5 in at least one of the time-
points of the transition and I first asked if a potential trend in the acquisition of PE in-
teractions over the time course could be identified as cells transitioned into the primed
state. Initial PCA analysis of the individual timepoints revealed a trajectory that gener-
ally followed the progression of the naive-to-primed transition along dimension 1 (Figure
4.3, A). However, dimension 2 was not entirely independent of dimension 1, showing the
so called “horse shoe” effect that suggested a non-linear relationship between the differ-
ent timepoints and it was not able to identify one predominant dimension to describe
PECHi-C data (as also suggested by the screeplot in Figure 4.3, C). While PCA showed
a distinction between differentiated cells and hESCs, as well as between primed hESCs
and the earlier stages of the transition, the earlier timepoints however clustered together
with no clear dependency on time (Figure 4.3, B). This was in contrast with the results
shown by differential gene expression PCA analysis, which instead showed a clear depen-
dency on time already at the very early stages of the transition (Supplementary Figure
A.4, Appendix A). Indeed, the PECHi-C approach was designed to specifically capture
contacts directly involving PEs, which in most cases do not affect the expression of their
target genes until later during differentiation, despite pre-establishing their 3D contacts
in hESCs [233] 264]]. Therefore, the changes observed in PE-mediated contacts in hESCs
are not entirely reflected in the difference of gene expression observed.

I'then applied a hierarchical clustering approach for the partitioning of the single time-
points. Similarly to PCA analysis, hierarchical clustering highlighted two main branches
formed by differentiated cells and hESCs, but it generated a shallow dendrogram for the
earlier timepoints, suggesting that cells at earlier stages of the transition possibly retained

many features of the naive state (Figure 4.3, D).
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Figure 4.3: PCA and hierarchical clustering analysis of individual timepoints of the naive-to-
primed transition. Dimensionality reduction and clustering approaches applied to PECHi-C data
generated for hNES1 hESCs during the time course of the naive-to-primed (primed H9 hESCs)
transition and differentiated hNES1 (DE and NE). Interactions with a CHiCAGO score >5 in at
least one of the timepoint were considered for the analysis. A. PCA analysis of individual time-
points of the naive-to-primed transition. Dimension 1 (x-axis) explains 14.4% of the variability
and suggests a trajectory that follows the progression of hESCs between the two states of pluripo-
tency, while Dimension 2 represents 11.3% of the variablity. B. A zoomed in view of the the left top
corner of panel A into the earlier timepoints of the transition. C. Scree plot showing the percent-
age of variability explained by 10 dimensions identified through the PCA analysis. PCA analysis
did not identify one main dimension to describe PECHi-C data. D. Hierarchical clustering den-
drogram of single timepoints of the naive-to-primed transition showing two main branches: left
branch formed by the differentiated hNESI (i.e. NE and DE) and the right branch formed by the
earlier timepoints of the hNES1 naive-to-primed (primed H9 hESCs) transition.

In addition, the hierarchical clustering analysis also generated multiple clusters char-
acterized by pronounced interaction signals at only one timepoint, which could be driven
by data sparsity. To verify and potentially mitigate such sparsity, I attempted to impute
missing counts using expected counts at a given interaction distance. Briefly, after com-

putationally compiling a list of candidate PE-mediated contacts within the distance-range
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window of the missing data points (i.e. 1,000bp - 10,000bp, Figure 4.4, A), I then assigned
to the implemented PE-mediated contacts the number of reads (N) imputed using the
CHiCAGO distance function of contacts with matching distance-range (see Methods).
However, PCA and hierachical clustering analyses of the imputed data showed that this
approach likely resulted in over-fitting, masking a possible inter-dependency between PE
contacts and time (Figure 4.4, B and C). This effect could also be appreciated when par-
titioning the data based on the arcsine transformed CHiCAGO scores of contacts, instead
of single timepoints of the transition. Indeed, k-means clustering of the imputed con-
tacts confirmed that the imputation of the PECHi-C data removed any possible temporal
dependency (Figure 4.4, D).
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Figure 4.4: Analysis of imputed PECHi-C data using PCA, hierarchical clustering and k-means
clustering. Dimensionality reduction and clustering approaches applied to imputed PECHi-C
data generated for hNES1 during the time course of the naive-to-primed (primed H9 hESCs) tran-
sition and differentiated hNES1 (DE and NE). Interactions with a CHiCAGO score >5 in at least
one of the timepoints were considered for the analysis. A. Density plots showing the distribu-
tion of interactions distance range (x-axis, showed as logio of distance) of PECHi-C data upon
hNES1 naive-to-primed (primed H9 hESCs) transition and hNES1 differentiated cells (DE and
NE). The red-dashed line marks the cutoff chosen to compile short-range candidate PE-mediated
interactions for the imputation strategy. B. and C. PCA and hierarchical clustering analysis of the
single timepoints using imputed PECHi-C data. D. k-means clustering partitioning of imputed
PECHIi-C contacts. The resulting heatmap shows that the imputation approach likely resulted in

the over-fitting of the data, removing any possible temporal dependency.

127



I then partitioned non-imputed PECHi-C contacts in order to probe the possible link
between time and PE connectivity and specifically identify contacts with a temporal de-
pendency. However, k-means clustering did not reveal a clear dependency between con-
tacts and time (Figure 4.5). Nevertheless, this did not preclude the possibility that sub-
classes of interactions showing temporal dependence existed in the data, since clustering

is not geared to specifically look for patterns of this kind.
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Figure 4.5: K-means clustering analysis of non-imputed PECHi-C data. K-means clustering
approach applied to non-imputed PECHi-C data generated for hNES1 during the time course
of the naive-to-primed (primed H9 hESCs) transition and differentiated hNES1 (DE and NE).
Interactions with a CHiCAGO score >5 in at least one of the timepoint were considered for the

analysis.

Therefore, I employed a more targeted approach to identify contacts that were ac-
quired, lost or retained over the course of the naive-to-primed transition. For this, I com-
puted Spearman’s rank order correlation to assess the association between PE-mediated
contacts and time and to determine the direction of such association, mainly focusing on
PE-mediated interactions with annotated TSSs and interactions between PEs.

Using this approach, I defined three interaction classes: the UP class (p >0.4, n =
2,433), DOWN (p <-0.4, n = 1,357) class and CONSTANT class (-0.2< p >0.2,n = 1,817).
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Notably, it could be observed that contacts in the UP class showed a significant increase
in CHiCAGO scores on day 3 of the transition (Figure 4.6. Box plot on the right corner of
the top panel shows a significant shift in the median of the CHiCAGO score distributions
between day 1 and day 3 of the naive-to-primed transition, Wilcoxon test p-value < 0.0001.
Such increase then appears to become more gradual as cells progress from day 3 into the
primed state, as can be observed in the violin plots in blue, UP class), highlighting this
timepoint as potentially critical for the emergence of PE-mediated contacts. The DOWN
class described an opposite trend, whereby interactions were gradually lost as cells pro-
gressed into the transition, while the CONSTANT class included a group of interactions
that remained stable over the time course, perhaps suggesting that, in some cases, PE-
mediated interactions were “pre-set” in naive cells and maintained as cells transitioned

between the two states of pluripotency (Figure 4.6).
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Figure 4.6: Dynamics of the emerging of PE-mediated contacts upon the naive-to-primed tran-
sition. Violin plots showing the distribution of CHiCAGO scores (y-axis, represented as arcsine
trasformed CHiCAGO scores) for each timepoint of the naive-to-primed transition (x-axis) for in-
teractions in the UP interactions class (blue, Kruskal-Wallis, p-value < 2e-16), the CONSTANT
class (yellow) and the DOWN class (red, Kruskal-Wallis, p-value < 2e-16). Box plot (top right
panel) shows in more detail the significance difference of CHiCAGO score distributions between
dayl and day3 of the transition in the UP class (Wilcoxon test, p-value < 0.0001, ****). PECHi-C
for hESCs that showed a CHiCAGO score of >5 in at least one of the timepoints were included.
Differentiated hNES1 (NE and DE) were excluded from this analysis.

Overall, these analyses identified a considerable number of PE-mediated contacts that
showed the temporal patterns described above. In particular, Spearman’s rank order cor-
relation analyses unraveled the specific timing of contact acquisition, pointing towards

day 3 as a crucial moment of the hESCs transition between the two states of pluripotency.
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4.2.3 DPoised enhancers in different contact classes interact with different genes

Given the different trends of PE connectivity observed, I then asked if the PEs of the three
different interaction classes contacted different types of genes. Indeed, GO term analysis
showed that while genes engaging in interactions with PEs of the UP class are mainly as-
sociated with terms such as pattern specification, regionalization, and, more in general,
with terms related to development (3e-04 < p-value > 1e-04), genes contacted within
both the DOWN and CONSTANT classes showed a higher enrichment for gene ontol-
ogy terms mainly associated with more common metabolic processes (e.g. regulation of
pH, DNA cell-regulation, cell-cell-adhesion, maintenance of cell polarity, protein complex

dissasembly), as shown in Figure 4.7.
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Figure 4.7: Gene Ontology term analysis for PE interacting genes of the three different classes.
Barplots showing the ten most significant Gene Onotology biological processes terms of genes
contacted in each interaction class: UP (blue, 3e-04< p-value < le-04), DOWN (red, 6e-04< p-
value < 3e-04) and CONSTANT (yellow, 2e-03 < p-value < 5e-04).

The results suggested that, according to the direction of their connectivity associated
with each interaction class, PEs can contact different types of genes at different stages of

the naive-to-primed transition, possibly suggesting a more complex regulatory dynamics

131



of PEs than the one previously proposed.

4.2.4 Interplay between poised enhancer interaction classes and H3K27me3

and H3K4mel temporal dynamics

In collaboration with Rostovskaya M. (Babraham Institute), I used the recently devel-
oped Cut&Tag assay to profile both H3K4me1l and H3K27me3 chromatin binding patterns
upon the naive-to-primed transition [425]. As a control, I first confirmed the enrichment
of captured PEs for both H3K4mel and H3K27me3 in primed hESCs. Indeed, as shown
in Figure 4.8, A and B, as expected captured regions showed enrichment for both PTMs
in the primed hESCs, while the same regions in naive hESCs only showed enrichment
for H3K4mel, but not H3K27me3. Additionally, in line with what has recently been re-
ported, naive hESCs also displayed a broader distribution of the H3K27me3 mark, which
then re-arranged into a more focused configuration and sharper signals in primed hESCs,
confirming the major H3K27me3 reorganization previously described between the two

pluripotency states (Figure 4.8, C).
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Figure 4.8: H3K4mel and H3K27me3 levels at PEs in naive and primed hESCs. A. Box plots
showing H3K27me3 and H3K4mel levels (shown as DESeq2 normalized C&T read counts, y-axis)
at captured Dpnll fragments (baits) overlapping candidate PEs in primed (H9) hESCs (blue) com-
pared to randomly selected, “non-captured” Dpnll restriction fragments (gray). Wilcoxon test,
p-value < 0.0001 (****). B. Box plots showing H3K27me3 and H3K4mel levels (shown as DESeq2
normalized C&T read counts, y-axis) at captured Dpnll fragments (baits) overlapping candidate
PEs in naive (hNES1) hESCs (blue) compared to randomly selected, “non-captured” DpnlI re-
striction fragments (gray). Wilcoxon test, p-value < 0.0001 (****). C.IGV browser [462] viewpoint
showing the distribution of histone PTMs H3K27me3 (red track) and H3K4mel (orange track) at
a typical PE region (dark green bar) included in the PECHi-C capture system in primed (H9)
hESCs (top 2 tracks) and naive (hNES1) hESCs (bottom two tracks).

As can be seen in Figure 4.9, H3K4mel and particularly H3K27me3 levels showed a

significant difference between the interaction classes.
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Figure 4.9: H3K4mel and H3K27me3 levels at PEs upon the naive-to-primed transition. A.
Box plots showing H3K27me3 levels (shown as DESeq2 normalized C&T read counts, y-axis)
at captured PE regions within the three interaction classes (UP:Kruskal-Wallis p-value <2e-16;
DOWN:Kruskal-Wallis p-value <2e-16; CONSTANT:Kruskal-Wallis p-value <2e-16) in hESCs
(hNES1) during the naive-to-primed (pimed H9 hESCs) transition. Box plot on the right (white)
shows levels of H3K27me3 for randomly selected, non-baited Dpnll fragments. B. Box plots show-
ing H3K4mel levels (shown as DESeq2 normalized C&T read counts, y-axis) at captured PE
regions of the three interaction classes in hESCs (hNES1) (UP:Kruskal-Wallis p-value <2e-16;
DOWN:Kruskal-Wallis p-value <2e-16; CONSTANT:Kruskal-Wallis p-value <2e-16) during the
naive-to-primed (primed H9 hESCs) transition. Box plot on the right (white) shows levels of
H3K27me3 for randomly selected, non-baited Dpnll fragments.

Specifically, while the data showed a gradual increase of levels for both PTMs at PEs
compared to background (Figure 4.9) in all cases, as cells progressed into the transition,
PEs of the UP class displayed higher H3K4mel and H3K27me3 levels throughout the
transition when compared with PEs in the DOWN and the CONSTANT classes (as further
confirmed by linear regression analysis, Figure 4.10, A and B).

Overall, these initial observations suggested that, generally, the bivalent state of en-
hancers is gradually acquired upon the time course of the naive-to-primed transition, al-

though PEs within the three interaction classes seemed to display different levels of both
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PTMs. Therefore, I set out to formally probe the relationship between interaction classes

and H3K27me3/H3K4mel levels.

In order to describe the contribution of a specific interaction class and time to the acqui-
sition dynamics of the two histone marks, I applied linear regression to model H3K4mel
and H3K27me3 levels (i.e. response variable) defining interaction classes and time as
predictor variables and including the sum of such predictor variables in the initial model.
Furthermore, to allow the application of the simple linear regression, C&T read counts
were transformed using a variance stabilizing transformation.

This model showed the clear association between time and acquisition of both histone
marks in all interaction classes (Figure 4.10, A, Wald test p-value = < 2e-16 for H3K27me3
and p-value = 5.67e-10 for H3K4mel). Next, to incorporate the potential modifying ef-
fects of each class on specific timepoints, I further refined the model to include the interac-
tion terms between predictors and, in addition, to include the time as a discrete variable,
in order to account for the effect of the interaction classes on H3K4mel and H3K27me3
levels at specific timepoints rather than across the whole time course (see Methods section
2.2.8). The extended model showed that the degree of the increase for both H3K27me3
and H3K4mel differed between interaction classes. In particular, while for H3K4mel the
interaction term was not significant, for H3K27me3 the UP class significantly affected the
magnitude of the increase, “boosting” the levels of H3K27me3 (8 = 0.33, Wald test p-
value = 1.26 x 10”°). Interestingly, the UP class and day 3 also significantly amplified the
increase in H3K27me3 levels at PEs in a synergistic manner (3 = 0.25, Wald test p-value

= 3.47 x 10°. Figure 4.10, B).
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Figure 4.10: Linear regression model of H3K27me3 and H3K4mel levels at PEs of the three
interaction classes. A. Effect plots of the linear regression to model the association between
H3K27me3, left panel, and H3K4mel, right panel, expressed as logarithm of RPKM (a value of
0.001 was added to prevent infinite values resulting from counts = 0), and time (x-axis) within all
interaction classes (CONSTANT = yellow, DOWN = red, UP = blue). B. Effect plots of the linear
regression model that includes the effect of the interaction terms between predictors (i.e. specific
timepoints and interaction classes: CONSTANT = yellow, DOWN = red, UP = blue) for both
H3K27me3 levels, left panel, and H3K4mel levels, right panel, expressed as logarithm of RPKM
(a value of 0.001 was added to prevent infinite values resulting from from counts = 0). For both
PTMS the increase of H3K27me3 and H3K4mel levels at each timepoint of the transition relative

to the naive state is shown within each interaction class.

These findings showed that as cells progressed into the transition from the naive to the
primed state of pluripotency, levels of both H3K27me3 and H3K4mel increased at PEs.
While all interaction classes showed a gradual increase of the two PTMs with time, linear
regression analysis suggested that PEs of the UP class are characterized by higher starting
levels and greater increase of both PTMs, but especially of H3K27me3 (as also shown in
Figure 4.11, B and D box plots). Moreover, it identified day 3 as a crucial timepoint of the
transition for the emergence of both the bivalent state of enhancers (also shown by box

plots of Figure 4.11, A and C) and, in some cases, of their connectivity (i.e. the UP class).
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Figure 4.11: H3K27me3 and H3K4mel levels at PEs within the three interaction classes. A.and
C. Box plots showing H3K27me3 (A) and H3K4mel (C) levels in naive (hNES1) hESCs compared
to hESCs (hNES1) at day 3 of the transition at PEs within the three interaction classes. Wilcoxon
test p-value <0.0001 (****). B. and D. Box plots comparing levels of H3K27me3 (B) and H3K4mel
(D) between PEs of the different interaction classes in naive (hNES1) hESCs, hESCs (hNES1) at
day 3 of the transition and in primed (H9) hESCs. Wilcoxon test p-value <0.0001 (****), p-value
<0.001 (***), p-value <0.01 (**) or p-value >0.05 (ns).

Indeed, although both the DOWN and CONSTANT classes also showed an increase in
H3K27me3 levels, but to a lesser extent in comparison to the UP class, such increase was
not accompanied by an acquisition of contacts (as seen in the case of the UP class), sug-
gesting that the bivalent state might be necessary, but not sufficient, in the establishment

of PE-mediated regulatory networks.

4.2.5 Poised enhancers in different contact classes display different features

The results presented above suggested that the establishment of the bivalent state does not
uniformly affect the dynamics of PE chromosomal contacts. Interestingly, recent studies
have found that a great majority of annotated PEs are enriched for non-promoter, “or-

phan” CGIs (0CGls). It was proposed that oCpGs might play a role in determining PE
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responsiveness, activity and contacts [[265]]. Therefore, I next asked if PEs associated with
different interaction classes displayed different CG content.

Making use of all annotated CGlIs from UCSC Genome Browser [448]], I first looked
at the overlap between the PEs included in the PECHi-C capture system and CGIs. Just
under one third (32%) of the captured PEs overlapped with CGIs within a 500bp window.
These PEs will be referred hereinafter as “CpG positive”, while those that are not within
a 500bp window from any annotated CGI as "CpG negative”. I then asked if the CpG
positive PEs showed a preferential association with one of the three interaction classes.
Indeed, our results showed that, while PEs of all classes showed a higher association with
CGIs than expected (Figure 4.12, A), however the association between PEs and CGIs was
stronger for PEs within the UP class when compared to the association between CGIs and

PEs within the DOWN or the CONSTANT class (Figure 4.12, B).

138



p-value: 0.001 p-value: 0.001 p-value: 0.001

Z-score: 74.675 Z-score: 52.006 Z-score: 37.96
n perm: 1000 n perm: 1000 n perm: 1000
0.05 0,05 4
0.06 |
EVperm Ev, s
EVpern Evese s EVops perm EVobs 2score
004 4 o005 Vobs 0.05 4 =005 0.04 a=0.05 . o 8 "
Q =
5 w
0.03 004 4 cos M e
1
0.03 QO pown .
0.02 0.02 l:
0.02
0.01 0.01 ¢+ CONSTANT
0.01
0.00 0.00 0.00
T T T T T T T T T T T T T T T T T T T T
0 200 400 600 0 50 100 200 300 0 50 100 200 300
number of Overlaps number of Overlaps number of Overlaps
B .7 C mit.88
CONSTANT DOWN up CONSTANT DOWN UP
[ 57 0N p.63
> w
5 o
2 ©
2 449 048 2 1.88 -0.61 -1.08
Q 1.57 2 l0.63
©
© (&}
4.7 =1.88

Figure 4.12: PEs within the UP class are more significantly associated with CGIs but not with
canonical PEs. A. A visual representation showing the results of permutation to assess the asso-
ciation between PEs and CGlIs. In grey the number of overlaps of the randomized regions with
CGlIs, clustering around the black bar (mean. Number of permutations = 1000). In green the
number of overlaps of PEs within the different interaction classes (from left to right: UP, DOWN
and CONSTANT), which is much larger than expected. The red line denotes the significance limit.
Balloon plot on the right hand side shows z-score of the association between CGIs and PEs of each
class: 74.675 (UP class); 52.006 (DOWN class); 37.96 (CONSTANT class). See Methods, section
2.2.11 for more details. B. Pearson’s standardized residuals plot showing a positive association of
CpG-positive PEs with the UP interaction class (p-value = 4.83 x 10° has been corrected for over-
dispersion. See Methods, section 2.2.11 for more details). C. Pearson’s standardized residuals plot
showing the association between canonical PEs an the three interaction classes (p-value = 3.55 x

10! has been corrected for over-dispersion. See Methods, section 2.2.11 for more details).

I then tested whether more generally, the UP class PEs were enriched for canonical PEs
(i.e. previously annotated PEs by Pachano T., et al., 2021, [265]). Notably, I found that
canonical PEs were not preferentially enriched in either class, suggesting that the features
used to define the canonical PE signature are not predictive of the temporal dynamics of

their chromosomal contacts upon the naive-to-primed transition (Figure 4.12, C).
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Overall, this analysis revealed that PEs of the UP class are also preferentially posi-
tioned in proximity of oCpGs, but do not specifically represent a subgroup of the pre-
viously annotated canonical PEs [391]]. This suggested that additional features, beyond
their bivalent signature, their association with CpG-rich regions or their DNA accessi-
bility profile (Supplementary Figure A.5, Appendix A), might determine the different

trends of PE connectivity observed in my analysis.

4.2.6 Candidate DNA-binding factors determining enhancer poising and con-

nectivity

Given that enhancers can represent landing sites for cell-type and DNA-sequence specific
TFs, the idea that PEs within each of the three different interaction classes could differ at
a DNA level, perhaps recruiting different TFs with different affinities, seemed plausible.

Using TFs HoCoMoco collection data (see Methods) [443]] and making use of the
TRAP method for predicting TF affinity for a DNA region based on a biophysical model
(444, I computed TFs affinity scores for the underlying DNA sequences of PEs. I then
compared affinity scores of any given TF across PEs within different interaction classes
and, Kruskal-Wallis one-way analysis of variance identified a total of 113 TFs with signifi-
cantly different affinities for PEs of the three interaction classes (Appendix D). Addition-
ally, I applied the GADEM algorithm for de novo motif discovery analysis [446]] in order to
identify which of the TFs motifs, amongst the 113 hits identified through TRAP analysis,
showed a specific enrichment at PEs.

Initial de novo motif discovery identified five different predominant motifs to be recur-
rent at PEs and, interestingly, the top two most enriched motifs showed high CG content
(Figure 4.13), in line with previous reports [265]]. Subsequent Pearson’s correlation anal-
ysis showed that 63 TFs of the 113 TRAP hits generated an r >0.3 with at least one of the
top 5 motifs identified through GADEM, suggesting that PEs could represent potential
binding targets of these TFs, with a different binding profile between PEs within each of
the interaction classes. However, the HoCoMoco collection used for this analysis mostly
contains information of TF binding sites derived by inference based on ChIP-Seq experi-
ments [443]] and, in addition, the differences in DNA accessibility of the regions of interest

were not accounted for at this stage.
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Figure 4.13: GADEM de novo discovery motif analysis identified five predominant motifs at
PEs. GADEM de novo motif discovery analysis identified five motifs particularly enriched at PE
regions (default p-value cutoff applied of 2e-04).

The PECHi-C and C&T analyses described above highlighted day 3 of the naive-to-
primed transition as a crucial timepoint, when a sharp increase in both PEs connectivity
and PTMs levels occurs. Interestingly, in line with these findings, previously published
RNA-seq analysis studies identified a specific sub-group of genes that showed a peak of
expression taking place at day 3 of the transition [424]] (Figure 4.14, A and B).

I used the RNA-seq data (GSE123055) from this study to ask whether this group in-
cluded any of the 63 TF candidates identified in the motif analysis, which would sug-
gest their potential involvement in the establishment of PE-mediated contacts. I first re-
analyzed the data and confirmed the presence of the five specific gene expression patterns
previously described, including the sub-set of genes with a peak of expression at day 3

(Figure 4.14, A and B).

141



Color Key

2 <1 0 1 2
Value

B
s Cluster 2
Cluster: 3 Size: 2632 =

1

05
0

05
Cluster: 5 Size: 4302 il
-5

Cluster: 4 Size: 1913

Cluster: 1 Size: 4242

Cluster: 2 Size: 1148

naive
day 1
day 2
day 3
day 7
day 10
primed
naive
day 1
day 2
day 3
day 7
day 10
primed

Figure 4.14: Differential gene expression analysis upon the naive-to-primed transition in
hESCs. A. Differential gene expression analysis of publicly available RNA-seq data confirmed the
presence of five specific clusters of genes showing differential expression patterns as cells transi-
tion from the naive (hNES1) to the primed (H9) state (timepoints analyzed are: naive (hNES1),
day 1 (hNES1), day 2 (hNES1), day 3 (hNES1), day 7 (hNES1), day 10 (hNES1), primed (H9)
hESCs) [424]]. Heatmap plotted using z-score of normalized read counts. B. Zoomed-in heatmap
of cluster 2, representing the set of genes showing a peak of up regulation specifically at day 3 of

the transition. Heatmap plotted using z-score of normalized read counts. RNA-seq analyzed are

publicly available at GSE123055 [424]]

Two TFs mapped to the cluster of genes showing an up-regulation on day 3: PBX2
and ZBTB14. Both PBX2 and ZBTB14 consensus motifs (shown in Figure 4.15, A and
B) showed a similarity score of ¥ = 0.6 and r = 0.3 (Pearson’s correlation coefficient), re-
spectively, with de novo motifs identified at PE regions, which suggested the possibility
for these two factors to bind at PE regions. Notably, for ZBTB14, but not for PBX2, the
presence of the DNA-binding motif at PEs has also been confirmed by an alternative de
novo motif discovery analysis using the HOMER software [447]] (Figure 4.15, C). Addi-
tionally, both TFs showed different affinities for PEs of the three interaction classes, with
ZBTB14 showing a higher affinity for PEs within the UP class compared with the PEs of
the DOWN and, particularly, the CONSTANT classes. On the other hand, PBX2 showed
a significantly higher affinity for PEs in the DOWN and the CONSTANT classes when
compared with the PEs in the UP class (Figure 4.15, A and B).
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These analyses suggested that ZBTB14 and PBX2 may bind at PEs and, owing to their
temporal patterns of expression, could be implicated in the establishment of PEs regula-

tory network.
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Figure 4.15: PBX2 and ZBTB14 affinity scores for PEs within the three different interaction
classes. A. and B. Box plots comparing the affinity scores (y-axis, min-max normalized affinity
scores) of PBX2 and ZBTB14 for PEs within the three interaction classes. Dunn’s test p-values <
0.0001 (****), p-value < 0.001 (***), p-value < 0.01 (**), p-value > 0.05 (ns). The consensus motif
for both TFs is shown. C. De novo motif identified at PEs of the UP class through HOMER motif

discovery analysis with a high similarity to ZBTB14 consesus motif (p-value=10").

In addition to the sequence-specific factors identified in the analysis above, core chro-
matin co-factors may play a role in mediating enhancer poising and 3D contacts. The main
example is given by PcGs and the numerous evidence showing that PcG-bound domains
establish long-range interactions in ESCs and, in particular, that PEs establish contacts
with their target genes in a PRC2-dependent manner [264]]. In addition, recent studies
have identified DPPA2 and DPPA4 as factors involved in the establishment of bivalency
at promoters in hESCs [[414]].

DPPA2 and DPPA4 are heterodimerizing nuclear proteins (Developmental Pluripo-

tency Associated 2 and 4, respectively) involved in the regulation of zygotic genome acti-
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vation (ZGA)-associated transcription. Interestingly, DPPA2/4 also show binding of non-
ZGA genes, in particular at bivalent promoters [463] 413} 464, 465, 466]. Given their de-
scribed role in the establishment and maintenance of bivalency at promoters, I then asked
if DPPA2/4 could be implicated in the regulation of the bivalent state at PEs as well, and
perhaps play a role in mediating PE-promoter interactions in the context of pluripotency.

Using DPPA2/4 unpublished ChIP-seq data from Rugg-Gunn lab (Babraham Institute,
Cambridge), I looked at the binding profile of the two factors at PEs, with a specific focus
on PEs within the main three interaction classes.

First, I confirmed the enrichment of both DPPA2 and DPPA at the PEs included in our
PECHi-C assay. Indeed, both factors were significantly enriched at PEs in both naive and
primed hESCs (Figure 4.16, A), although displaying higher levels in cells in the primed
state (Figure 4.16, B, top panel). Interestingly, the analyses revealed that PEs in naive cells
are pre-bound by both DPPA2 and DPPA4 although being characterized by lower levels of
H3K27me3, as shown in Figure 4.16, B (bottom panel). This suggested that the binding
of both factors might precede the acquisition of higher levels of H3K27me3 at PEs, hence
the recruitment of PcGs, inferring their potential role in the establishment of bivalency

and PE-mediated regulatory network.
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Figure 4.16: DPPA2 and DPPA4 binding at PEs. A. Box plots showing the comparison of
Dppa2/4levels (y-axis, ChIP-seq normalized read counts) between baited Dpnll fragments (blue)
and non-baited Dpnll restriction fragments (gray) in naive and primed hESCs. Wilcoxon test p-
value < 0.0001 (***). B. Box plots comparing levels of Dppa2/4 at baited Dpnll fragments (y-
axis, ChIP-seq normalized read counts) between naive (hNES1) (green) and primed (H9) hESCs
(blue), top panel. Wilcoxon test p-value < 0.0001 (****). Bottom panel box plots comparing the
levels of Dppa2/4 (orange and purple, respectively) with H3K27me3 levels (red) at baited Dpnll
fragments in naive (H9) hESCs. Wilcoxon p-value < 0.0001 (****).

Given the presence of the different trends of PEs connectivity, I next asked if PEs within
a specific interaction class were specifically enriched for either DPPA2 or DPPA4. Indeed,
both factors were preferentially associated with PEs of the UP class, in naive and primed
hESCs alike, while in both the DOWN and CONSTANT classes only a small percentage
overlapped with DPPA2/4 bound regions, with a higher percentage of PEs showing lower
levels for both factors (Figure 4.17 ).
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Figure 4.17: DPPA2/4 enrichment at PEs across the three interaction classes. Left panel show-
ing the heatmap of log odds ratio of Dppa2/4 peak enrichment at PE regions within the three
interaction classes. Empirical cumulative distribution function (right panel) showing the propor-
tion of PEs (y-axis) with a specific Dppa2/4 read count (x-axis) within the three interaction classes

(UP = blue; DOWN = red; CONSTANT = yellow).

Overall, the analysis presented in this section showed that PEs within each interaction
class can have different affinities for specific TFs, leading to the recruitment of different
TFs and co-factors. Specifically, it revealed DPPA2, DPPA4, PBX2 and ZBTB14 as can-
didate factors potentially involved in the establishment and maintenance of bivalency at
PEs, alongside PcGs. In particular, the observation of a specific enrichment at PEs within
the UP interaction class for DPPA2, DPPA4 and ZBTB14 suggested their potential role in
the establishment of PE-mediated interactions, providing an additional explanation to the
three different trends of PE connectivity that arise upon the naive-to-primed transition.

Further experimental validation of the analyses presented in this section will be key
to establish or exclude a potential role for these factors in the emergence of the bivalent
signature of PEs and their contacts as cells progress from the naive to the primed state of

pluripotency.
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4.2.7 Setting up the tools for testing the effects of enhancer activation with an

inducible CRISPRa system (iCRISPRa)

While initial evidence supported the role of PEs as crucial regulatory elements for the
expression of genes upon differentiation [264], the importance and the functional mean-
ing of their defining bivalent nature still remains unclear. To uncover the functional role
of PE bivalency, I sought to establish a CRISPR/Cas9-mediated perturbation system that
will represent a valuable tool for the systematic perturbation of the the chromatin state of

candidate PEs.

I set out to test an iCRISPRa system in human induced Pluripotent Stem Cells (iPSCs)
for the artificial activation of genes by targeting promoters and enhancers (henceforth re-
ferred to as iCRISPRa iPSCs). Originally established in the Kampmann lab (UCSF), the
iPSCs line stably expresses dCas9-VPH under the regulation of DHFR (dihydrofolate re-
ductase) which causes regular proteosomal degradation of the dCas9-VPH. The addition
of trimethoprim (TMP) counteracts DHFR-mediated degradation and stabilizes the ex-
pression of the dCas9-VPH, which can be targeted to promoters or enhancers of interest
through specific sgRNAs (a schematic of the construct if shown in Figure 4.18, A). In
the context of PEs, the advantage for the use of an inducible dCas9-mediated chromatin
perturbation system is given by the possibility to target PEs of interest at any significant
point as cells transition from the naive to the primed state of pluripotency. For example,
the perturbation of candidate PEs before the acquisition of their bivalent state or prior to
the emergence of their contacts could represent a powerful strategy to gain further insights
on the functional role of the acquisition of the bivalent signature and how it mediates the

emergence of PE-mediated regulatory circuitry.
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Figure 4.18: Schematic of the inducible CRISPRa system in iPSCs. A. Construct for the genera-
tion of the inducible CRISPRa cell line (iPSCs, WTC11). DHFR-dCas9-VPH (DHEFR, dehyfrofolate
reductase; dCas9, catalytically dead Cas9; VPH, activator domains containing 4x repeats of VP48,
P65 and HSF1), were stably integrated into the CLYBL safe harbor locus using a TALEN-mediated
knock-in. Figure from Tian, R., et al, 2021 [423]]. B. The experimental design for the activation of
target promoters and enhancers through the iCRISPRa system in iPSCs. Ctrl+: iPSCs treated with
puromycin; Ctrl-: iPSCs without puromycin; Transfected: iPSCs transfected with sgRNA-bearing
plasmids making sucessfully transfected cells resistant to puromycin. *puromycing = 2:g; **TMP

= 20uM.

To test the iCRISPRa system, iPSCs were transfected with sgRNAs targeting known
promoters and enhancers. Specifically, I targeted the promoters of NEUROD1, CXCR4 and
GATA1 genes using previously tested sgRNAs as positive controls [423,426]]. Moreover, to
test the system not only for promoters, but for cis-regulatory regions as well, an annotated
GATA1 enhancer, which did not display an enrichment for any of the main PTMs (i.e.
H3K4me3, H3K4mel, H3K27ac, H3K27me3) in hESCs, was also targeted using previously
validated sgRNAs [426]].
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Figure 4.19: Inducible CRISPRa (iCRISPRa) for activation of cis-regulatory elements in iP-
SCs. Validation of iCRISPRa activity via qPCR in iPSCs (WTC11). qPCR quantification of the
relative fold change of NEUROD]1 (red), CXCR4 (dark cyan) and GATAI (light green) mRNA
levels in iCRISPRa iPSCs (WTC11) expressing sgRNAs targeting the promoter of NEURODI,
CXCR4, GATA1 (i.e. pGATAL) and a known enhancer for GATAI (i.e. eGATA1l) compared to

LogFoldChange

a non-targeting control sgRNA (Scrmb2) in the presence or absence of TMP (Ctrl+ and Ctrl-, re-
spectively), which stabilizes the DHFR degron (error bars represent standard deviation. n = 3

biological replicates for NEURODI and CXCR4 and n = 2 biological replicates for GATAI.

qPCR assays showed successful up-regulation of NEUROD1 and CXCR4 by targeting
their promoters (up to 140,000 and 2,000 fold, respectively). GATA1 up-regulation was
also successfully achieved by targeting its enhancer (up to 200 fold). However, targeting
GATA1 promoter did not result in the activation of its expression (Figure 4.19). The lack
of activation observed when targeting GATAI promoter could lie in the choice of the sgR-
NAs (it is plausible that different sgRNAs have different capacity to achieve induction
or repression of gene expression) and the number of sgRNAs used to target each region
in this experimental setting. Indeed, due to technical limitations, while ten previously re-
ported strong sgRNAs were used to target GATA1 enhancer [426]], only two sgRNAs were
used for the GATA1 promoter, perhaps decreasing the chances of achieving the induction

of the expression of the target gene.
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Nevertheless, the successful up-regulation of NEUROD1, CXCR4 and GATA1 showed
that activation of gene transcription could confidently be achieved by targeting both known
promoters and enhancers with suitable sgRNAs in iPSCs through the iCRISPRa system

described above.

Recent CRISPR-based screening studies have reported the combination of CRISPR-
dCas9 mediated perturbation with RNA fluorescence in situ hybridazation (FISH) cou-
pled with sorting of fluorescent-labelled cells (FACS), henceforth referred to as RNA-Flow
FISH, a sensitive single-cell method for the detection of downstream transcriptional ef-
fects after CRISPR-mediated perturbation [467]]. Therefore, I sought to optimize the RNA
Flow-FISH methodology in hESCs and its coupling with our established iCRISPRa system
in iPSCs. In the context of PEs, this methodology will allow to detect potential subtle ef-
fects after perturbation of PEs and, in addition, will be more amenable to identify suitable
sgRNAs in a higher-throughput screening setting.

I first optimized the RNA Flow-FISH protocol for its use in hESCs by comparing the
expression profiles of OCT4 in primed hESCs and neuroepithelium differentiated hESCs.
As shown in Figure 4.20, A, RNA Flow-FISH successfully detected RNA expression in
hESCs and, furthermore, a shift in the OCT4 expression profile between primed hESCs

and differentiated cells could be observed as early as day 5 into differentiation.
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Figure 4.20: RNA Flow-FISH allows to detect subtle gene expression changes in hESCs and can
be coupled with CRISPRa induced changes in gene expression. Validation of RNA FISH-Flow
in hESCs (H9) and iPSCs (WTC11) for detection of mRNA levels. A. A. Detection of GAPDH
and OCT4 expression in hESCs (H9) and neuroepithelial differentiated cells by RNA Flow-
FISH. Panel 1: GAPDH (red) and OCT4 (blue) expression levels detected by flow cytometry in
H9 hESCs (unstained population of cells shown in gray). Panel 2: GAPDH (yellow) and OCT4
(green) expression levels detected by flow cytometry in H9 hESCs neuroepithelial differentiated
cells (unstained population of cells shown in gray). Panel 3: comparison of GAPDH expression
levels, detected by flow cytometry, between H9 hESCs (red) and H9 hESCs 5 days into neuroep-
ithelial differentiation (yellow). Panel 4: comparison of OCT4 expression levels, detected by flow
cytometry, between H9 hESCs (blue) and H9 hESCs 5 days into neuroepithelial (green). Counts
are normalized to mode to account for the different number of events recorded (y-axis). Intensity
of fluorescence detected expressed on a logarithmic scale (x-axis. 670/40 R-A = Alexa647). B.
Detection of the up-regulation of NEUROD1 expression in iCRISPRa iPSCs (WTC11). Clock-
wise: NEUROD1 (light blue) and GAPDH (orange) expression levels detected by flow cytome-
try in iCRISPRa iPSCs (WTC11) expressing sgRNA targeting NEUROD1 promoter (+NEUROD1
sgRNA) upon addition of TMP (+TMP); NEURODI (light blue) and GAPDH (orange) expres-
sion levels detected by flow cytometry in iCRISPRa iPSCs (WTC11) expressing Scramble sgRNA,
targeting a random non-regulatory genomic region, (+Scramble sgRNA) upon addition of TMP
(+TMP); NEUROD1 (light blue) and GAPDH (orange) expression levels detected by flow cy-
tometry in iCRISPRa iPSCs (WTC11) not expressing the sgRNA targeting NEUROD1 promoter
(-NEURO sgRNA) in absence or presence of TMP (+TMP). Intensity of fluorescence detected ex-
pressed on a logarithmic scale (x-axis. 670/40 R-A = Alexa647). The same number of events were
acquired for each sample (counts on y-axis). Analysis of flow-cytometry data we performed in

Flow]Jo, by the Babraham Institute FlowCytometry facility.

I then tested the coupling of the methodology with the iCRISPRa system. Successful
specific up-regulation of NEUROD]1 gene expression was observed upon TMP addition in
iCRISPRa iPCSs (WTC11) expressing a sgRNA targeting the NEUROD1 promoter (NEU-
ROD1 sgRNA) (Figure 4.20, B), compared to the lack of up-regulation of NEURODI ex-
pression in cells that were not expressing the NEUROD1 sgRNA or were expressing, in-
stead, a scramble sgRNA (targeting a random, non -regulatory region of the genome).
These results confirmed the successful coupling of RNA Flow-FISH with the iCRISPRa
system in iPSCs for specific induction of the expression of genes of interest (in all samples
the expression levels of NEUROD1 were compared to housekeeping GAPDH expression
levels, Figure 4.20, B).
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The work presented in this section described the successful set up of a iCRISPRa sys-
tem for the perturbation of promoters and enhancers in iPSCs, which can be coupled with
a single-cell readout for gene expression complementary to qPCR assays. The coupling
of iCRISPRa and RNA Flow-FISH has the potential to be a powerful tool to perturb candi-
date PEs and gain insight on their functional role in the regulation of expression programs

upon lineage commitment.

4.3 DISCUSSION

This chapter presented the profiling of the emergence of the poised state of enhancers and
their connectivity upon naive-to-primed transition in hESCs.

Devising the PECHi-C approach has enabled me to track PEs contacts genome-wide
upon the naive-to-primed transition revealing three predominant patterns of PEs connec-
tivity: UP, DOWN and CONSTANT. Interestingly, PEs that showed an increased connec-
tivity with time, namely the UP class, showed a correlation between the poising of the
enhancer regions and the emergence of their contacts, preferentially interacting with de-
velopmental genes. However, this did not appear to be the case for the two remaining
classes, the DOWN and the CONSTANT class, suggesting the presence of different “sub-

groups” of PEs that can potentially be part of different regulatory mechanisms.

A key question remains about PEs” functional role during early embryogenesis and,
specifically, about the relevance of their distinctive bivalent nature. Here, I presented pre-
liminary work aimed to set up an inducible CRISPR-Cas9 based approach for the artificial
perturbation of the chromatin state of candidate PEs in hPSCs. This approach represents
a valuable tool to perturb PEs and their bivalent signature and uncover functional aspects

of the role of PEs in pluripotency and cell-fate decision.

4.3.1 A potential role for poised enhancers in the naive-to-primed transition

in hESCs

When PEs were first described in ESCs, it was hypothesized that they were part of an ele-
gant mechanism to prime genes for their prompt expression upon differentiation, as in the
case of other BDs such as bivalent promoters. Indeed, evidence based on 4C and CRISPR-
based disruption studies of PEs supported such hypothesis, showing that PEs represented

major regulatory regions and contacted their target genes in ESCs in a Polycomb-dependent
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manner, before becoming fully active upon differentiation [233} 264].

Notably, several PCHi-C studies [468, 278] showed that Polycomb-mediated long-
range interactions undergo a significant re-organization when hESCs transition from the
naive to the primed state of pluripotency, offering the first indication that, perhaps, PE-
mediated interactions could undergo a similar degree of re-wiring between the two states.
Having access to an efficient system to transition naive hESCs into the primed state [424]]
allowed me to profile the timing of occurrence of both the poising and the connectivity
of enhancers, as a first step to elucidate the role of PEs in pluripotency. Moreover, the
PECHi-C approach presented in this chapter, gave the advantage to profile genome-wide
contacts that specifically involve PEs, as opposed to capturing annotated promoters alone,

providing a first insight into PE-specific regulatory networks.

Through the PECHi-C approach I was able to identify three predominant patterns of
PE contacts upon the naive-to-primed transition in hESCs: the UP, DOWN and CON-
STANT interaction classes. Given the observed abundance of bivalency in primed hESCs
and based on the evidence of a greater PcG-dependent interaction network in the primed
state of pluripotency [278]], the UP class described an anticipated pattern, showing a gain
of PE connectivity upon transition. Less obvious was the presence of the DOWN and
CONSTANT classes of interactions, whereby PE-mediated contacts are either lost or re-
tained as cells proceed into the transition, suggesting the presence of a more complex
regulatory mechanism. The observation of different connectivity trends could suggest
a role for PEs, not only at later stages of differentiation, but also in the naive-to-primed
transition in hESCs. However, the data presented in this chapter are not sufficient to fully
answer this question and systematic dissection of the function of PE regions, for example
through perturbation assays, will be crucial to establish a possible mechanism in support

of this hypothesis.

A fundamental feature of PE-mediated interaction is the well-known role of Polycomb
group proteins (PcGs). PcGs represent one of the most studied chromatin mediated
mechanisms for gene repression, especially in the context of development and mainte-
nance of cell identity. In addition to their activity as chromatin modifying enzymes, it
is now clear that PcGs play an important role in mediating chromatin looping interac-
tions between regions marked by H3K27me3 that can often reside in different TADs and

can be established in a cohesin-independent manner [128]]. Both PRC1 and PRC2 have
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been implicated in the establishment of interactions between PcG-bound loci, in partic-
ular between PcG-bound promoters and PEs. However, it is becoming clearer that PcG
complexes might not act alone in mediating chromatin looping interactions between PcG-
bound regions and it is plausible to hypothesize that a specific combination of DNA-
specific binding factors might be involved in directing PcGs to specific sites in the genome
[469,!470]. Based on this possibility, it could be hypothesized that the different trends of
PE connectivity revealed by the PECHi-C data, might not be exclusively mediated in a
PcG-dependent manner, but could be established by different mechanisms whereby PcG
complexes can act in combination with other factors or, in some cases, might not be im-
plicated at all.

There is evidence that suggests that PRC1 and PRC2 can bind at different “types” of bi-
valent domains. For example, it has been shown that while PRC1 tends to bind at bivalent
promoters that display higher conversation across species and are generally transcription-
ally repressed, PRC2 tends to be found mostly at CpG-rich bivalent regions. Interestingly,
the preferential binding of PRC2 to specific CpG-rich regions also seems to correlate with
specific motif content of such regions, along with their H3K27me3 and transcriptional lev-
els [469,471]]. The data presented in this chapter revealed that different subgroups of PEs
could be, indeed, distinguished based on features like: CpG-content, underlying DNA-
specific motifs and H3K27me3 and H3K4mel occupancy ratio. It can be speculated that,
despite their general shared bivalent signatures, these additional features might deter-
mine the recruitment of different PcG complexes and/or different DNA-binding factors.
Specifically, I found that PEs of the UP class significantly associated with CpGs compared
to PEs in the DOWN and the CONSTANT classes. Their preferential association with
CpG-rich regions could be linked to the acquisition of higher levels of H3K27me3 with
subsequent recruitment of PcGs and establishment of interactions with their target genes.
On the other hand, the absence of CpGs, or rather the lower association with PEs with
the DOWN and the CONSTANT classes, can be associated with the acquisition of lower
levels of H3K27me3 observed at these regions.

Interestingly, despite their significant association with CpG-rich regions, PEs of the UP
class do not seem to specifically represent previously described canonical PEs, which have
also been found in proximity of CpG-rich regions [265]. It is worth noting that the defini-
tion of canonical PEs is not based solely on the co-presence of H3K4mel and H3K27me3,
which is instead the definition used to devise the PECHi-C approach here described, but

these regions are also defined based on the presence of p300 and on DNA accessibility (i.e.
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ATAC-seq) [391]]. The observation that canonical PEs do not show a specific connectivity
trend upon transition, together with the finding of a clear association between UP class
PEs and CpGs, seems to suggest that the definition of PEs used in the PECHi-C approach
results in a less stringent classification of PEs, potentially more inclusive of different sub-

groups of PEs.

It has been suggested that the association of PEs with CpG-rich regions could be re-
sponsible of the increased responsiveness and connectivity of PEs, leading to the specula-
tion that CpGs might act as tethering elements [265]]. This hypothesis would be in agree-
ment with the correlation that I observed between PEs in the UP class, found in proximity
of CpG-rich regions, and the temporal dynamics of their connectivity. The notion that
enhancer connectivity and enhancer activity might be driven by distinct regions has been
recently gaining ground, with recent high resolution 3D chromatin conformation stud-
ies supporting this hypothesis [472]. Due to the use of the Dpnll enzyme (four-cutter),
the resolution of PECHi-C data presented in this chapter is greater than Capture Hi-C
datasets generated with the more commonly used HindIIl enzyme (six-cutter). However,
the degree of resolution given by Dpnll it is not sufficiently high to clearly disentangle this
scenario for the specific case of PEs and their associated CpG-rich regions.

An additional aspect of CpG-associated PEs is the observation that they tend to pref-
erentially establish contacts with promoters that are also CpG-rich [265]. Additionally,
in most cases, enhancers and promoters are known to share chromatin features such has
PTMs profiles. Based on these observations, it would be interesting to probe such concor-
dance between PEs of the UP class and their target promoters to understand further the
differences underlying the PECHi-C interaction classes. Indeed, a possible concordance
of chromatin features between PEs and their target genes could support the idea that PE-
dependent interactions within the different classes are mediated by different factors, alone
or in combination with PcGs. This might ultimately lead to a scenario whereby different
types of PE contacts may counteract each other establishing a more complex gene regula-

tory mechanism.

Interestingly, the analyses presented in this chapter highlighted day 3 of the transition
as a crucial tipping point, whereby the sharpest increase in the emergence of both contacts
and histone marks (i.e. H3K4mel and H3K27me3) could be observed. It is known that

during the naive-to-primed transition, cells at day 3 show the most significant changes at
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expression levels, as well. Moreover, the relevance of day 3 seems to be recapitulated in
vitro: prior to day 3, cells can easily revert back to their naive state by simply switching
culturing conditions. Once past day 3, cells seemingly enter a more ”stable” state and
are set on their course to become primed. Indeed, work from Rostovskaya, M. et al, 2019
showed that during the first 3 days of the transition, cells down-regulate a subset of naive
factors, such as KLF4 and TFCP2L1, which coincides with the reduction in the ability of the
cells to reform naive colonies [424]]. The finding that day 3 appears to be important also
for the emergence of PE bivalency and, in some cases, their connectivity (i.e. UP class),
further suggests a role for PE-mediated regulatory network in pluripotency. It would be
plausible to hypothesize that the different trends of interactions observed, and a possible
re-wiring of interactions between classes (for example a PEs that switches between target
promoters, as cells transitions between the two pluripotency states, namely going from
the DOWN class to UP class), could be necessary to determine the correct exit from the
naive state, “locking” the cells onto their progression into the primed state of pluripo-

tency.

Overall, the work in this chapter presented the tracking of the emergence of the bi-
valent state of enhancers and their connectivity over the time course upon the naive-to-
primed transition and evidence of how their poised state may affect their connectivity.
Making use of a unique window on early embryogenesis, our results suggest potential
new mechanisms of action of PEs, beyond simply priming of genes for prompt expres-
sion upon differentiation, suggesting a role for PEs during the transition between the two
states of pluripotency.

While, undoubtedly, chromatin state profiles and connectivity are important aspects
to shed light on the regulatory networks of PEs, alone they are not sufficient to paint a
complete picture. The results here described, alongside recent evidence, suggested the
possible involvement of additional factors that could regulate the emergence of PEs and
their contacts network. Further integration of this data and additional genome-wide chro-
matin profiling data will be crucial to uncover further details and, perhaps, confirm novel

roles of PEs in early embryogenesis.

4.3.2 Other players in the establishment of bivalency

Could the different PE connectivity patterns be explained by dissimilarities at the DNA

level, where the presence of different DNA-binding motifs can determine the recruitment
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of different factors and co-factors at PEs? Indeed, through motif discovery analyses I iden-
tified PBX2 and ZBTB14 as potential candidate factors. For both TFs, a potential involve-
ment in cell differentiation and developmental processes has been described. Particularly,
PBX2 gene is part of the TALE/PBX homeobox family, a class of factors and co-factors clas-
sified as architects of the body plan during development [473]], while ZBTB14 encodes for
a TFs that can act as both activator and repressor and it has been implicated in the regu-
lation of the formation of neural tissues in vertebrates. Based on the enrichment of their
motifs at PEs and their characteristic affinity patterns for the different interaction classes,
it could be speculated that the recruitment of different TFs and co-factors can lead to dif-
ferent PE-mediated regulatory mechanisms, hence leading to the observations of the three
different trends of PE connectivity, despite their overall shared bivalent signature.

Of particular interest is ZBTB14, a TF that binds to 5’-d(GCC) (n)-3" trinucleotide re-
peats at promoters and which preference for CpG-rich regions it is in agreement with its
higher affinity with PEs of the UP class. Moreover, in a recent CRISPR-KO screen study,
ZBTB14 has been implicated in the regulation of germline genes. Interestingly, this study
showed that the absence of ZBTB14 drives transcriptional responses that lead to a reac-
tivation of a 2-cell like state signature [474], placing ZBTB14 on the scenes as a potential
factor involved in the regulation of pluripotency and prompting for further exploration

of its role in the context of PEs.

Recently, two additional factors have been implicated in the establishment and main-
tenance of bivalency at promoters: DPPA2 and DPPA4 [413] 414]]. Based on the idea
that, generally, bivalent promoters are more likely to interact with bivalent enhancers (i.e.
PEs), given the concordance between their chromatin state, these findings suggested that
DPPA2/4 might play a role in the context of PEs as well. ChIP-seq analysis presented in
this chapter showed that PEs in the UP class are significantly enriched for these two fac-
tors in naive and primed cells alike. Moreover, these enhancer regions seem to be already
bound by both DPPA2 and DPPA4 in the naive state, which led to hypothesize that they
could act as signposts to mark specific regions that will acquire higher levels of H3K27me3
and H3K4mel as cells transition into the primed state of pluripotency.

Both factors have been implicated in the regulation of proper gene expression at later
stages of differentiation, as knock out ESCs fail to efficiently differentiate due to loss of
bivalency at developmental promoters [413]]. This is in agreement with our observations

that PEs in the UP class, which showed an enrichment for both DPPA2 and DPPA4, contact
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genes preferentially involved in differentiation and development. Taken together, these
initial observations seem to suggest a role for DPPA2 and DPPA4 in the establishment of
bivalency both at bivalent promoters and PEs alike. Interestingly, different studies also
described the possibility that both DPPA2 and DPPA4 could interact with members of
the PcGs complexes. Indeed, recent findings suggested that rather than acting solely as
transcriptional repressors, PcGs might cover a more versatile role according to their inter-
action "partners” [475]], further supporting the hypothesis that DPPA2/4, in some cases,
might cooperate with PcGs in the establishment of PE-mediated regulatory network in
ESCs [476, 414].

Overall, this chapter presented data that, in alignment with recent evidence, suggested
that Polycomb might not act alone in the establishment of bivalency and PE-mediated
connectivity. Multiple other factors, acting alone or in combination, might contribute to

define PE functional and temporal dynamics.

The results presented here suggest a scenario where the PE regulatory network could
be important for the transition from the naive state to the primed state of pluripotency.
However, at this stage the analyses are mostly based on correlation approaches which do
not provide an exhaustive explanation for the presence of the three interaction classes,
nor provide clarity on which might be their functional and biological meaning.

In addition, it is important to consider some technical limitations of our approach.
For example, although candidate PEs included in the PECHi-C capture system have been
identified at the best of our abilities, it cannot be fully excluded that some of the biva-
lency observed might be the result of population heterogeneity and could, potentially,
add noise to the data generated. Furthermore, our PECHi-C data analysis only looks at
pair-wise interactions, which at this stage prevented us from looking at potential hubs
of PEs, whereby the three classes are not separate events, but might show a greater de-
gree of inter-connectivity than we were not able to appreciate in our analysis. Going for-
ward, it would be valuable to integrate the data presented in this chapter in network-based
approaches to explore, for example, PE connectivity beyond the pair-wise context, with
strategies similar to the one recently described for PCHi-C data by Chovanec, P, et al, 2021
[278].
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4.3.3 Towards elucidating the functional role of poised enhancers in pluripo-

tency

Despite studies in recent years have provided evidence that certainly confirmed the reg-
ulatory function of these regions, the functional role of the poising of enhancers remains
unclear. Being able to manipulate and artificially perturb the chromatin state of these
regions, rather than disrupting them, represents a valuable strategy to shed light on the
importance of the poising of enhancers. This chapter presented the preliminary work
towards the establishment of an inducible CRISPR-activation system in human iPSCs to

perturb the chromatin state of potential candidate PEs.

The validation of the iCRISPRa system presented in this chapter, and its coupling
with RNA Flow-FISH for single-cell detection of mRNA expression [477]], will enable to
initially perturb candidate PEs in primed hESCs and gain first insight into the different
mechanisms of different sub-groups of PEs. For example, in parallel perturbation of UP
class PEs and CONSTANT class PEs will allow to compare the response of the two classes
of PEs to artificial activating stimuli and determine whether the two classes of PEs are
equally able to convey the positive signal to their target genes, inducing their expression.
Moreover, with the evidence gathered on the timing of the emergence of their bivalent
chromatin state and their connectivity, this approach could represent a valuable tool to
intervene before the acquisition of PEs’ bivalent signature and, possibly, before the emer-
gence of their contacts, uncovering functional aspects of the role of PEs in pluripotency
and cell- fate decision.

In addition, coupling CRISPR-based assays with the RNA Flow-FISH method would
offer the advantage to perform high-throughput CRISPR-based screen [467] to identify
sgRNAs suitable for the activation of a specific candidate enhancer. This strategy could
also represent a valid alternative readout for final gene activation. Indeed, given its single-
cell nature, it would be possible to distinguish between different “degrees” of gene acti-
vation and, likewise, detect eventual population heterogeneity. In addition, it would rep-
resent a useful tool for the detection of gene expression in those instances of enhancers
perturbation within regulatory hubs, for example, whereby perturbing “secondary” en-
hancer regions might not achieve the significant levels of gene activation usually observed

upon promoter perturbation.
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Overall, the inducible CRISPR-activation system validated in this chapter will enable
chromatin perturbation assays of promoters and enhancers in human iPSCs. Coupled
with the RNA Flow-FISH approach, which I validated in hESCs and iPSCs, this system
presents a powerful tool for the high-throughput screens of sgRNAs targeting candidate
PEs. Moreover, it paves the way for targeting multiple candidate PEs within the same
cell, in order to investigate scenarios beyond pair-wise contacts and to address the po-
tential inter-connectivity between PEs hubs, perhaps validating the presence of different

subgroups that achieve regulation of gene expression through different mechanisms.

4.3.4 Conclusion

In conclusion, in this chapter I explored the poising and connectivity dynamics of PEs
upon the naive-to-primed transition in hESCs. Although further experimental and com-
putational investigation is needed to shed light on the functional and biological meaning
of the three interaction classes, our data suggest that PEs represent, not only a mecha-
nisms to ensure proper gene activation upon differentiation, but might also be implicated
in the correct progression of ESCs between the different stages of pluripotency.

Additionally, in line with recent studies [470, 413| 414], my analyses indicate the in-
volvement of other factors and co-factors in the establishment of both bivalency and PE
connectivity, beyond the established role of PcGs. In particular we identified PBX2, ZBTB14,
DPPA2 and DPPA4 as potential candidates, although further validation will be necessary
to confirm or exclude their participation in the regulation of PEs regulatory network and
its role in pluripotency.

Finally, this chapter presented the preliminary work for the artificial perturbation with
CRISPR-based assays of selected candidate PEs. While it comes with its challenges, the
system here described will represent a valuable tool to elucidate the functional role of the
poising of enhancers through targeted chromatin perturbations, as an alternative to the

more disruptive approaches described so far.
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5 General Discussion

The work presented in this thesis focused on enhancers in their poised state, character-
ized by a bivalent chromatin signature marked by the active H3K4me1l and the Polycomb-
associated H3K27me3 repressive mark. As hESCs go through a change in their ”identity”,
switching from a ground-state of pluripotency (the naive state) to the primed state that
is more responsive to differentiation, a global redistribution of PcGs and H3K27me3 oc-
curs. [278]. The findings presented in this thesis showed that PEs and their regulatory
circuitry also undergo major reorganization as cells transition between the two states of

pluripotency.

In this thesis, PE-mediated contacts were tracked genome-wide as hESCs transitioned
from the naive to the primed state using a PECHi-C capture system devised to specif-
ically enrich for 3D-chromatin interactions which directly involved PEs. Over the last
decade, Capture Hi-C (CHi-C)-based methodologies have been key for the exploration
of promoter-enhancer crosstalk dynamics in a plethora of different biological contexts
and cells types. The low-cell number CHi-C protocol used in this thesis represented a
great advantage for the generation of 3D-chromosome conformation data in the context
of early embryogenesis. In particular, the use of Tn5-mediated tagmentation for the gen-
eration of NGS-ready libraries significantly reduced library processing times, facilitating
PECHi-C data generation upon the time course of the naive-to-primed transition. In-
deed, Tn5-mediated tagmentation has been employed in numerous NGS-based method-
ology such as DNA accessibility and chromatin profiling assays (i.e. ATAC-seq, Cut&Tag)
[478]. Nevertheless, the optimization process presented in chapter 3 highlighted how
Tn5-mediated tagmentation is a critical step, whose conditions must be precisely con-
trolled in order to robustly generate high quality final libraries. Here, the CHi-C protocol
was optimized to obtain the best possible degree of valid pairs and capture efficiency in
hESCs, representative of “true” interactive pairs and enrichment for interactions of re-

gions of interest, respectively. In general, while I highlighted crucial steps responsible for
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the initial variability observed in Hi-C/CHi-C libraries, the protocol is still characterized
by some degree of variability that is currently being addressed. For example, in the spe-
cific case of hESCs one important aspect could be represented by their chromatin state. A
more open chromatin state could potentially result in a higher degree of over-digestion by
the restriction enzyme of choice and the subsequent stochastic insertion of adaptors me-
diated by Tn5 might highlight these properties in the final library by generating a higher

proportion of invalid fragments.

As hESCs transition between the two states of pluripotency, the high number of cells
necessary to perform the most commonly used Hi-C and Capture Hi-C protocols, which
normally require > 30 million cells, would represent a significant limitation. Therefore,
the work towards the further refinement of the previously developed miniaturized Hi-
C and Capture Hi-C protocol to process samples as small as 100K cells [452]] laid the
necessary foundation for the generation of PECHi-C data to track the emergence of poised
enhancers in hESCs during the time course of the naive-to-primed transition.

The method described in this thesis will join the ranks of other refined Hi-C and Cap-
ture Hi-C protocols (e.g. OmniC, Micro-C and Capture Micro-C) [20,1289] that enable the
profiling of the 3D chromatin structure of cells at increased resolution. Moreover, while
the approach explored in this thesis was mainly fine tuned for the analysis of data gener-
ated using a four-cutter enzyme such as Dpnll, it represents a valuable approach for the
downstream analysis and the identification of 3D-contacts from data at different degree

of resolution.

Since first evidence of PEs in ESCs emerged, great effort has gone into the character-
ization of these regions and the investigation of their functional role. One of the leading
hypothesis is that PEs “"prime” genes for rapid activation upon differentiation. Indeed,
Cruz-Molina, S., et al 2017 found that, in some cases, the bivalent state of a subset of PEs
gets resolved upon differentiation in favor of an active state. They showed that the dele-
tion of PEs significantly compromised the expression of their target genes as mESCs were
differentiated in anterior neural progenitor cells (AntNPCs) [264]. However, it cannot
be excluded that the bivalent signature can also be resolved in favor of a repressive state
to ensure rapid suppression by PcGs of the target genes. Indeed, in support of the idea
that PcG-bound loci can act as silencers, Ngan, C.Y., et al 2020 showed that deletion of
PRC2-bound loci leads to de-repression of their target genes in mESCs [479]]. In addition

to their dual role in mediating prompt activation and/or repression of gene expression,
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recently bivalent regions have been described as “roadblocks” for DNA methylation in
mESCs. McLaughlin, K., et al 2019 showed that, perturbation of DNA methylation in
mESCs can affect PcG-mediated chromatin interactions [480]], suggesting a close inter-
play between DNA-methylation and PcG-mediated 3D chromatin conformation. This led
to the hypothesis that bivalency at bivalent promoters and at PE regions could represent
a mechanism to protect specific regions from terminal silencing. Terminal silencing could
ultimately lead to disease development if not properly counteracted, as it has been hy-
pothesized for some specific cases of cancer [481]].

While PEs were initially characterized as a main feature of ESCs and mainly involved
in ensuring proper differentiation, it is now recognized that they also play a role in other
biological contexts and, as previously mentioned, can mediate different regulatory mech-
anisms. Indeed, through the PECHi-C approach I identified three different trends of PE
connectivity, the UP, the DOWN and the CONSTANT classes, that suggested the pos-
sibility of the presence of different sub-classes of PEs. In particular, the findings pre-
sented in this thesis suggest that, according to their chromatin features (e.g. H3K4mel/
H3K27me3, CpG content, DNA-specific TF motifs), subgroups of PEs could recruit dis-
tinct DNA-binding factors and co-factors, determining different PE connectivity dynamics
as cells transitioned from the naive to the primed state of pluripotency. For example, the
data showed that PEs of the UP class are significantly associated with CpG-rich regions,
possibly determining the higher levels of H3K27me3 observed at these regions. Typically,
CpG-rich domains are highly associated with PRC2 in ESCs [469], therefore it could be
hypothesized that the establishment of PE-mediated interactions of the UP class specifi-
cally relies on PRC2.

In general, PcGs are fundamental players in the establishment of 3D looping interac-
tions, contributing to both gene repression and activation [482} 483, [108) 468, 1484) 485]].
Whether the presence of PcG factors at enhancers ultimately determines the activation or
the repression of their cognate genes likely depends on the DNA-specific factors and co-
factors they interact with. For example, the presence of PRC2 could inhibit the deposition
of H3K27ac and mediate repression, whereas, in other cases, the cooperation between
PcGs and activating TFs could promote the binding of CBP/p300 and/or Mediator, lead-
ing to the eviction of PcG components and promoting the activation of gene expression.
In addition, there remains a possibility that at least some PE-mediated contacts do not
depend entirely on PcGs, but can also rely on other chromatin looping factors (e.g. CDK-

Mediator) [470]. The data presented in this thesis highlighted the presence of different
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sub-classes of PEs characterized by distinct underlying features and different interaction
dynamics, which suggest that PEs might combine different mechanisms of action to ex-
ert their regulatory role. Our results suggest that, along with their recognized role to
ensure correct gene activation upon differentation, PEs might also be necessary at earlier
stages of embryogenesis to ensure the establishment of the different states of pluripotency,
similarly to what recently suggested by Kumar, B., et al., 2022 and Zijlmans, DW. et al,,
2022 [486) 487, 1488]]. In particular, the importance of day 3 of the naive-to-primed transi-
tion highlighted by PECHi-C and C&T data, in line with findings by Rostovskaya, M., et
al., 2019 [424]] that day 3 is a timepoint of critical changes during the transition, further
suggests a role for PEs in regulating the correct exit from the naive state and placing the
cells onto the path to the primed state. However, the correlative nature of the findings at
this stage does not allow to provide a direct answer to this question. Indeed, while this
study mainly looked at histone PTMs (i.e. H3K4mel and H3K27me3) and 3D-contacts, in
the future it would be useful to measure the occupancy of PcGs at PE specific regions di-
rectly. Moreover, the targeted depletion of PcGs components would be a valuable strategy
to gain further insight into their explicit involvement in the establishment of PE-mediated
interactions. Likewise, whether different TFs and DNA-binding factors at PEs, such as
the candidates identified in this thesis (i.e. PBX2, ZBTB14 and/or DPPA2/4), cooperate
with either one of the PcG complexes, mediating different regulatory mechanismes, is a

hypothesis that will need to be experimentally validated.

An additional key question concerning PEs is the functional role of their distinctive
bivalent state. As previously mentioned, the deletion of candidate regions that bear the
PE signature validated their regulatory nature [264]. However, one of the downsides of
this disruptive approach is that it does not allow the analysis of the functional role of the
“poising”, as it inevitably removes its bivalent nature together with the regulatory region
itself. Targeted epigenetic perturbation techniques, such as CRISPR-mediated activation
or inhibition, could represent a more suitable approach to specifically probe the possible
role of the dual chromatin state of PEs [489]].

To pave the way for these experiments, here I established an iCRISPRa approach in iP-
SCs with the aim to perturb the chromatin state of candidate PEs and probe the functional
role of their bivalent signature. Based on the timing of the emergence of PE bivalency and
connectivity, namely day 3 of the transition, this system would allow to artificially activate

enhancers prior to the acquisition of their poised state and their contacts and study the
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consequences on gene expression and PE-mediated contacts of such perturbation. Fur-
thermore, while the findings presented in this thesis showed that the acquisition of bi-
valency and PE-mediated contacts, in some cases, seem to take place in parallel, it does
not unequivocally clarify the causal relationship of the two events. Perturbing the chro-
matin state prior to day 3 has the potential to shed some light on such causality between
acquisition of bivalent state and contacts.

However, the iCRISPRa system used in this thesis presented some limitations. The
reprogramming from the primed to the naive state proved inefficient for the iPSCs cell
line employed (P. Rugg-Gunn'’s lab, personal communication), therefore it is not possi-
ble to perturb candidate PEs at different timepoints during the transition in this specific
setting. A valid alternative strategy to overcome such limitations could be attempting
the “de-poising” of PEs by perturbing PcG complexes themselves. Although it is pos-
sible to generate naive and primed hESCs knock-out lines for different components of
PcG complexes, the disruption of PcG complexes would not be limited to disrupting PEs
only, but would largely affect PcG-mediated gene regulation as a whole, leaving results
harder to interpret. Interestingly, a more targeted approach recently developed uses a sys-
tem whereby a PRC2-specific inhibitor can be targeted at regions of interest and achieve
precise reduction of H3K27me3. Such approach would allow to specifically perturb the
bivalent signature at PEs, thus removing the background noise that would result from the

general disruption of PcGs [490].

Overall, this thesis provided further insights into the PE-mediated regulatory circuitry
and its emergence during early embryogenesis. These findings highlighted the pres-
ence of different subgroups of PEs, suggesting that their different regulatory mechanisms
could be driven by specific features of PE regions, predictive of their different trends of
connectivity. PEs have been described as important regulatory regions in ESCs necessary
for prompt activation of genes at later stages of differentiation. However, findings in this
thesis suggest that PEs might also be important at earlier stages of embryogenesis, pro-
moting the correct transition from the ground state of pluripotency to the primed state
through the fine-tuning of gene expression profiles. Validation of the data presented will
be crucial to dissect the different regulatory mechanisms of PEs and their functional role
in pluripotency, providing further insight into the gene regulatory control that character-

izes the early stages of human development and pluripotency.
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Figure A.1: Identification of the optimal conditions for the generation of CHi-C libraries. Scat-
ter plot summarizing the optimization conditions an their effect on percentage of reads on target
(y-axis) and percentage of valid pairs (x-axis). The chosen final conditions established are high-
lighted by the black arrow, aiming to get the optimal combination between percentage of valid
pairs, percentage of reads on target (y-axis) and the final library yield obtained of the PECHi-C li-
brary (final concentration, expressed in nano molar or nM, is represented by the size of the points
on the scatter plot). Both percentage of reads on target and percentage of valid pairs have been

averaged across four different samples for each condition.
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Figure A.2: Overlap of CHiICAGO detected interactions following 20% data down-sampling.
Venn diagrams showing the overlap of CHiCAGO detected interactions in CHi-C data generated
in primed (H9) hESCs, monocytes and naive (hNES1) hESCs (light blue) at the different opti-
mization conditions following a 20% down-sampling of the CHi-C data (light orange). Absolute
number of overlapping interactions and sample-specific interactions is given within each Venn di-
agram. Overlapping percentage ranged between 75% and 51% for all samples, following a 20%
down-sampling. 229
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Figure A.3: Biological replicates correlation of read counts per interaction pair detected by
CHiCAGO. Scatter plots show Pearson’s correlation (Pearson’s correlation coefficient for each
replicate pair shown on the scatter plot) of contact pairs detected by CHiCAGO between biolog-
ical replicates for each time point as hESCs transitioned between the naive(hNES1) and primed
(H9) state of pluripotency. On the x-axis CHiCAGO normalized read counts of biological repli-
cate 2 (rep2) for each time point. On the y-axis CHiCAGO normalized read counts of biological

replicate 1 (repl) for each time point.
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Figure A.4: PCA analysis of gene expression changes of individual timepoints upon the naive-
to-primed transition in hESCs. PCA analysis of previously published RNA-seq data|(GSE123055
generated for hNES1 hESCs during the time course of the naive-to-primed (primed H9 hESCs)
transition [424]]. The PCA plot shows a clear dependency of differential gene expression on time
which can be appreciated already at the very early stages of the transition, as shown by the left

side of the PCA plot, along Dimension 1 (x-axis), explaining 69% of the variability.
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Figure A.5: DNA accessibility of PEs within different interaction classes in naive (hNES1) and
primed (H9) hESCs. Box plots showing no significant difference (Wilcoxon test p-value>0.05, ns)
of DNA accessibility levels (assessed via ATACseq profiling) of PEs across the different interaction
classes in naive (hNES1) and primed (H9) hESCs (RPKM of ATACseq read counts on a logarith-

mic scale is represented on the y-axis).
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B

sgRNAs sequences

Gene Target Sequence (5" - 3")

NEUROD1 promoter | GGTCCGCGGAGTCTCTAAC
GGGGCAGACGCGAGGAAGGA
GGGACCCTGCTGTTTGCGGG

CXCR4 promoter | GGCCTCTGGGAGGTCCTGTC
GCTAGGAACGCGTCTCTCTG
GAAAGCGCGGGGAATGGCGT

GATA1 promoter | CTGAGCTTGCCACATCCCCA
CCATGGGGCCTGGACCAAGC
GGCCTGACGGAGAAGACGCG

GATA1 enhancer | GGGAAGGCTTCCGAGAAGAG
GACGGAGAAGACGCGCGGCC
GTCTCCCCCAAAGCCTGATC

Scramble sgRNA | N/A AAGATGAAAGGAAAGGCGTT

233




C Sanger Sequencing and RT-qPCR primers

Target Forward (5" - 3’) Reverse (5" - 3")
huU6 GAGGGCCTATTTCCCATGATT N/A
AGACTATCACTGCTCAGGACCT | GGAGCCAATGATTATGCCACC
NEUROD1 | ACTATCACTGCTCAGGACCTACT | GGAGCCAATGATTATGCCACC
ATCACTGCTCAGGACCTACT AGTTCTCAGTCCTGGTGTTCC
CXCR4 TTACCATGGAGGGGATCAGT ATAGTCCCCTGAGCCCATIT
GATA1 CTACTACAGGGACGCTGAGG CCCCTCCTACAGTTGAGCAA
CTACCCTTATCCCGGAGAGC CGGTAGAGGTCCTTTCCTTTG
PROMI CCCTTATCCCGGAGAGCTGA GCTCGGTTGCTTTAGACTGC
CCACGTTCACCAGCTACCAG CCTGCCTTCTCCCGCTTG
ARX TTCCAGAAGACGCACTACCC GGAGGTAGGCTCGGGAAGG
TTCCAGAAGACGCACTACCC CGGTCAAGTCCAGCCTCATG
CGTCTGCAGGCAAGAACATC GCTGGCGTAGATCTGTCGG
LHX6 ACGCCATCTGTCTGCTCAC GCACCTTCTCCTCGACCAG
AGGCAAGAACATCTGCTCCA CACGTGCCAGATGAGGTTGT
GAPDH CAATGACCCCTTCATTGACC TGGGTGGAATCATATTGGAA
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D Capture Hi-C oligos & primers

Mosaic End double-stranded (MEDS)

MED name Sequence (5" -3’)
ME-Rev [phos | CTGTCTCTTATACACATCT
1030 (A): | GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAG
1031 (B): TCGTCGGCAGCGTCAGATGTGTATAAGAGACAG
CUSTOM BLOCKERS
Blocker Sequence (5" -3’)
P5-FCA-F GTGTAGATCTCGGTGGTCGCCGTATCATT
i5-F CTGTCTCTTATACACATCTGACGCTGCCGACGA
i7-R CTGTCTCTTATACACATCTCCGAGCCCACGAGAC
FCA-P7-R ATCTCGTATGCCGTCTTCTGCTTG
P5-FCA-R* AATGATACGGCGACCACCGAGATCTACAC
i5-Rdd TCGTCGGCAGCGTCAGATGTGTATAAGAGA /3ddC/
dd-i7F GTCTCGTGGGCTCGGAGATGTGTATAAGAGA /3ddC/
FCA-P7F* CAAGCAGAAGACGGCATACGAGAT

* these primers are used for final Capture Hi-C library PCR amplification
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SEQUENCING BARCODES (i7/i5)

Name Barcode (5" -3)
N701 TAAGGCGA
N702 CGTACTAG
N703 AGGCAGAA
N704 TCCTGAGC
N705 GGACTCCT
N706 TAGGCATG
N707 CTCTCTAC
N708 CAGAGAGG
N709 GCTACGCT
N710 CGAGGCTG
N711 AAGAGGCA
N712 GTAGAGGA
S501 TAGATCGC
5502 CTCTCTAT
S503 TATCCTCT
5504 AGAGTAGA
S505 GTAAGGAG
S506 ACTGCATA
5507 AAGGAGTA
S508 CTAAGCCT
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E TRAP analysis hits

TF
AP2A
AP2B
AP2C
BACH1
BC11A
CDX1
CDX2
CEBPG
CREM
DLX3
DUX4
E2F2
E2F4
ESR2
EVIl
FOXC1
FOXK1
FOXO4
FOXQ1
GATA6

p-value
0.00332131
0.00038131
0.00219611
0.04495962
0.04686373
0.00170258
0.00379179
0.02812827
0.02697879
0.01411492
0.0010966
0.00568309
0.00412359
0.01231609
0.01697184
0.0032927
0.02176862
0.04391937
0.00279279
0.02268605
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HNF1A
HNF6
HXA10
HXA13
HXA1
HXA9
HXB13
HXB7
HXB8
HXC9
INSM1
IRF1
IRF8
ITF2
KAISO
KLF12
KLF1
KLF3
KLF4
KLF6
KLF9
LEF1
LHX2
LHX3
MAFB
MAFG
MAFK
MAF
MBD2
MECP2

0.04341883
0.00145787
0.01157716
0.00801905
5.95E-05
0.02104755
0.0055781
0.00180799
0.00285006
0.00297195
0.01447047
0.03395293
0.04574392
0.01652261
0.02756117
0.00029775
3.03E-06
0.00856439
0.02869557
0.01673713
0.00607187
0.04462963
0.02418709
0.01622611
0.01604498
0.00807159
0.00197512
0.04438212
0.00408458
0.00644276
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MEF2D
MEIS1
MTF1
MYF6
NF2L1
NFAC1
NFAC2
NFIC
NFKB1
NOBOX
NR1H4
NR1I2
NR1I3
NR2C2
NR4A1
NRF1
OZF
P53
P73
PAX6
PBX2
PDX1
PIT1
PRRX2
RFX1
RXRG
SMCA1
SOX3
SOX5
Sr1
SP2

0.04794223
0.0261279
0.0141626

0.02967572

0.00401926

0.02135473

0.02772681

0.02146264

0.03883429

0.00184588

0.00440965

0.01528952
0.0314311

0.01381371

0.04434837

0.01493866

0.00413778

0.01067134
0.0172954
0.0173729

5.55E-05

0.02033323
0.0009407

0.01220784

0.00099143

0.01453472

0.00573454

0.01959845

0.00224022

9.95E-05

0.00034657
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SpP3
SpP4
SRBP2
SRY
STAT4
TBP
TCF7
THAP1
TWST1
USE2
Z354A
ZBT14
ZBT48
ZBT7A
ZEB1
ZFP82
ZFX
ZIC1
ZN121
ZN136
ZN143
ZN274
ZN317
ZN320
ZN329
ZN449
ZNb554
ZN563
ZN667
ZN680
ZNF76
Z5C22

0.00382615
0.01738932
0.02889535
0.04043569
0.02768262
0.00543033
0.01624817
0.00015314
0.04679591
0.04751776
0.00372935
0.04058786
0.02503352
0.00488493
0.04433819

0.0230583
0.03771024
0.01767118
0.01168984
0.02182717
0.01560394
0.00913162
0.01388062
0.01666137
0.00527297
0.01713126
0.02546024
0.02660629
0.00655698
0.00269107

0.0332219
0.00811864
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