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Abstract

This thesis presents a study of the CP properties of the Standard Model (SM) Higgs boson

interaction with τ leptons. In those SM interactions the CP symmetry is conserved. The

measurement of the properties is performed by de�ning a CP sensitive angular observable

ϕ∗CP , which can be kinematically constructed from the Higgs visible decay products. The

interactions occurring between the SM Higgs particle and the τ particles are described by

making use of a mixing angle φτ appearing in the Yukawa coupling. The two channels

considered in the thesis are the τhadτhad and the τlepτhad channels, where τhad denotes a

hadronic decay of the τ and τlep denotes a leptonic τ decay. The study is performed using

proton-proton collision data recorded between 2015 and 2018 with the ATLAS detector

at the Large Hadron Collider. The measured (expected) φτ value is equal to 8.68◦ ± 16◦

(0◦ ± 28◦) at the 68% con�dence level (CL), and 8.68◦ ± 34◦ (−70◦/ + 75◦) at the 95.5%

CL. The pure CP-odd hypothesis is rejected at a value of 3.4σ (standard deviation), which

implies a compatibility between the measurement and the Higgs prediction in the Standard

Model.
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1

Introduction

During the last �ve decades the SM [11, 12, 13, 14] of particle physics has been tested

by many experiments con�rming, by their results, a successful description of the high

energy particle physics interactions. However, it was only in 2012 that the mechanism

of electroweak symmetry breaking in the SM have been veri�ed by the discovery of a

resonance having properties consistent with those, predicted by the Higgs mechanism, of

the Higgs boson. In particular, it is the mechanism itself which gives mass to massive

elementary particles, that implies the existence of a scalar particle, the SM Higgs boson.

The Standard Model predict the Higgs boson to be purely CP-even, even though the

existence of a CP-odd component is not ruled out yet and therefore the existence of a

CP-mixed Higgs boson is still taken into account and it could be considered as evidence

of physics beyond the Standard Model. There are several reasons for which obtaining

evidence for CP violation is an important milestone to achieve. In particular it has a

dominant role in the understanding of the matter-antimatter asymmetry in our universe

by providing important information about the processes involved in its generation.

Di�erent CP scenarios can be investigated by de�ning a model-independent variable

derived from the geometry of the Higgs decay products. This analysis exploits the Higgs

decay into two τ leptons, the next to heaviest fermions into which the Higgs boson can

decay. The τ particle has a relatively short lifetime as a consequence; the signal in the

detector is given by their decay products and thus tau decays can be classi�ed hadronic or

leptonic. In the hadronic case we detect neutral and charged pions while in the leptonic

case electrons and muons. The reconstruction of the decay products allow the geometrical

construction of the two τ 's decay angle which is then correlated to a crucial variable of

this analysis φCP which permits one to determine the CP phase of the Higgs→ττ decay.

A mixing angle between CP-even and CP-odd states can be extracted by studying the

transverse spin correlation of the two τ 's, and eventually a likelihood �t allows one to
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di�erentiate between the di�erent CP scenarios.

An important role to evaluate the results is played by the uncertainties that a�ect the

measurement and therefore need to be accounted for as precisely as possible. Within the

whole set of uncertainties, both statistical �uctuations and systematic uncertainties have to

be studied. Statistical �uctuations can impact the shape of the histograms that are used in

the likelihood �t, while systematic uncertainties take into account all the persistent e�ects

that can lead to an unvarying uncertainty during the whole analysis. The major sources

of systematic uncertainties come from the reconstruction of objects, such as jets, τ , π, e

and µ. They are therefore treated as additional free parameters in the likelihood �t with

the possibility to be evaluated by the �t itself.

This thesis is organised as follows: After an introduction to the theoretical foundations

in chapter 1, an overview on the detector is given in chapter 2. Then, the attention is

pointed to the object reconstruction in chapter 3 which will highlight the reconstructed

objects used in the following thesis. The di�erent methods of measuring the CP-sensitive

observables are then presented in chapter 4, followed by a description of which data, as well

as Monte Carlo simulation samples, are used in the analysis in chapter 5. Subsequently,

the individual steps of this analysis are outlined, beginning with the selection criteria ap-

plied to choose the events of interest in chapter 6. The estimation of the above mentioned

systematic uncertainties, as well as several ongoing studies are presented in chapter 7. Ulti-

mately, the actual likelihood �t and its results are presented in chapter 8 while conclusions

are reported in chapter 9.
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Contributions

This analysis sets a limit on the CP mixing angle φτ which o�ers a new opportunity to

�nd new sources of CP violation in the Higgs interaction with other SM particles which

can give a hint on the nature of the universe, with a more precise look on the di�erence of

matter and antimatter amount.

During my Ph.D. I have been involved in di�erent aspect of the analysis, and my contri-

butions can be summarised as follow:

• Recurrent Neural Network (RNN) Z → ττ uncertainty

• τ uncertainties

• smoothing and pruning studies

• �t group member

• 1D and 2D likelihood function development

• primary vertex beam spot constraint

• development of the �t package



4

1

Theoretical

Background

A brief introduction of the theoretical framework of particle physics is shown in this section.

The theory behind, known as SM, is discussed in section 1.1 with a major focus on the

spontaneous symmetry breaking mechanism in section 1.3. Section 1.4 and section 1.5 are

dedicated to the Higgs Boson, to its production modes and its decays respectively.

1.1 The Standard Model

The most general theory able to describe how fundamental particles behave and to explain

the interactions occurring between them is known as the SM of particle physics. It has

been very useful during the last decades for its power to predict important "placeholders"

in the discovery of nature's laws. As an example, the SM is not able to predict the mass

of the Higgs Boson, as well as individual masses of any particles, but it is very powerful to

predict the ratio of the Z and W boson masses that is linked to the ratio of the weak and

electromagnetic force strength and therefore the SM describes the electroweak interaction

and Quantum Chromodynamics (QCD).

The mathematical theory behind the SM is a non-abelian gauge theory where two

di�erent sectors, the strong interaction and the electroweak interaction, take place. The

strong sector is described by the non-abelian group SU(3)C while the electroweak sector

by the SU(2)L ⊗ U(1)Y that lead the SM to be described by the following non-abelian

group: SU(3)C ⊗ SU(2)L ⊗ U(1)Y .

The three known forces, electromagnetic, strong and weak, except gravity, interact by

the mediation of a vector boson. as shown in 1.1. The properties of a vector boson are

very peculiar. There is no baryonic number conservation applied to them, apart from the

chargedW±, they are all electrically chargeless and the vector boson spin is an integer that

makes the interaction more favored due to the possibility that the spin S can be coupled
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to the orbital angular momentum L. The total angular momentum J is de�ned as th sum

L+S while the exponent represent the parity of the particle that can be either + or -, JP .

Interaction exchanged particle mass JP

strong gluons (g) 0 1−

electromagnetic photon (γ) 0 1−

weak W±, Z0 ≈ 102 1

Table 1.1: The three known forces in the Universe described by the SM.

The strong interaction is mediated by the gluons which, due to the color charge they

carry, can interact with themselves. Similarly to it, the weak interaction boson vectors

carry the weak charge and therefore can interact with themselves as well.

In addition to those bosons, there are other fundamental particles, quarks and leptons,

which have semi-integer spin (1
2) that can be grouped together, by following the mass rule,

in three di�erent families or generations, as shown in table 1.2.

Fermions Generation electric charge color weak isospin spin

leptons νe νµ ντ 0 - 1
2

1
2

e µ τ -1 - 1
2

1
2

Quarks u c t 2
3 r b g 1

2
1
2

d s b −1
3 r b g 1

2
1
2

Table 1.2: The three fermionic generations of matter.

For each fermion, a particle having an half-odd-integer spin and therefore obeying the

Pauli exclusion principle, there is an associated anti-fermion having the same mass but

with opposite electric and color charge, and an opposite z Isospin component. The gluons

are massless but, at the same time, the strong interaction range has a very short �nite

value due to the gluon self-interaction. This can be explained by looking at the color �eld

associated energy, which increases with increasing distance. When the distance is ≥ 1 fm,

the energy is enough to create a quark-antiquark pair, meaning that the "free" particle

must be, from color point of view, neutral. An overview of the SM is given in Figure 1.1.

Even if the Standard Model, is the most powerful theory we have to describe the funda-

mental nature around us, it is not describing several observed phenomena such as neutrino

oscillations, matter-antimatter asymmetry and the gravitational interaction. It is import-

ant to emphasize that, due to its weaker nature, compared to the other fundamental forces,

the gravitational interaction is dozens of orders weaker than the other forces accessible to

the LHC experiments at European Organization for Nuclear Research (CERN).
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Figure 1.1: Standard Model of particles.

1.1.1 Quantum Electrodynamics

The use of gauge bosons to describe particle interactions was �rst developed as a part of

the QED theory. The principal reason behind the formulation of this theory, made by

Feynman, Schwinger and Tomonaga [15] was to expand the electromagnetism formalism

to the elementary particle scheme.

If we consider a charged particle that satis�es the Dirac equation

(iγµ∂µ −m)ψ = 0, (1.1)

we can state that the U(1) global symmetry is conserved while the gauge transformation

is not conserved when local. This is overcome by considering an interaction term between

the electromagnetic �eld and the particle itself in the Hamiltonian. This additional term

simpli�es the QED matrix elements calculations in a speci�c two body scatter process

where two particles interact through the emission of a gauge boson, in this case a photon.

The strength of such an interaction is proportional to the momentum exchange q2. When

the q2 assumes low values it is equal to the �ne structure constant α = 1/137.
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1.1.2 Weak Interaction

Several symmetries are conserved in the domain of the Quantum Field Theory (QFT). Of

particular importance is the quantum symmetry which is responsible for the uniformity

of space, and this symmetry is called parity. In quantum mechanics, parity is described

with an operator which, when applied to any spatial coordinate x of a wave function at a

speci�c time t, �ips its sign into its mirror image:

Ψ(x, t)→ Ψ′(x, t) = P̂Ψ(x, t) = Ψ(−x, t) (1.2)

When the parity operator is applied in the QED framework it acts on the fermions by

�ipping the sign of the current and this leads to QED parity conservation.

However, when Wu carried out the experiment on the beta decay measurement of Co-

60 [16], the data showed a non-conservation of the parity in the process and in general in

the weak interaction processes. This led to the conclusion that there is a di�erence between

the fermionic currents acting in the weak force and the fermionic currents occurring in QED

processes.

1.1.3 Electroweak Uni�cation

Both QED and the weak interaction are QFT theories which are not modi�ed under certain

symmetries of the universe. In particular, when applying the U(1) symmetry, a unitary

group consisting of all complex numbers with an absolute value 1, to the QED process,

the conserved quantity is the electric charge of the particle, while the similar quantity

conserved in weak processes is known as Weak Isospin (IW ), which is associated with the

SU(2) symmetry. The Electroweak (EW) theory uni�es the SU(2)L weak isospin symmetry

with the U(1)Y group of weak hypercharge.

The violation of parity conservation in the SU(2)L gauge group implies that the weak

isospin current couples only to left-handed fermions where the spin projection onto the

particle's momentum is negative. Neutral currents conserve lepton �avour, whereas the

charged currents change the �avour of left-handed fermion �elds.

The SU(2) symmetry introduces three possible weak bosons for the weak interaction

that are usually referred to as W 1, W 2 and W 3 [17]. In this scenario, W 1and W 2 can

represent the physicalW± bosons whileW 3 can be associated with a weak neutral current.

That means that only left handed fermions could couple with the neutral current and this

leads to a discrepancy with the experiments conducted so far. This is also the reason why
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the W 3 can not be associated with the physical Z boson discovered at CERN in 1973 [18]

that is allowed to couple to either left-handed or right-handed fermions.

The solution was �rst suggested by Glashow, Salam and Weinberg [11, 13] by proposing

the electroweak uni�cation. The symmetry formed by the electroweak uni�cation is there-

fore conserved under U(1) transformations, and is called U(1)Y , where the Y represents

the hypercharge that can be expressed in the following way:

Y = 2(q − T3) (1.3)

where q represent the electric charge and T3 represent the third component of the weak

isospin. The uni�ed electroweak theory suggests the existence of four massless mediators

to let the EW interaction happen.

At the same time, the short range of the weak interaction would suggest a massive mediator.

This inconsistency led to the idea of symmetry breaking implemented by Kibble, Guralnik

and Hagen [19], Brout and Englert [20] and Higgs [21, 22] to give what is now known as

the Brout-Englert-Higgs mechanism (BEH).

1.2 CP-symmetry violation

The connection between the geometric conservation laws (along with conservation of en-

ergy, of momentum and of angular momentum) and the symmetries (uniformity of time,

homogeneity and isotropy of space) is of fundamental importance in contemporary physics.

Until the 1950's, parity conservation was believed to be one of the fundamental geometric

conservation laws. The parity symmetry means that the equations of particle physics are

invariant under mirror inversion, that is the mirror image of a reaction occurs at the same

rate as the original reaction.

In 1956 the theoretical physicists Lee and Yang stated that while parity conservation had

been veri�ed in decays via the strong or electromagnetic interactions, it was untested in

the weak interaction and they proposed several possible direct experimental tests [23].

The �rst test based on beta decay of 60Co nuclei, carried out in 1956 by a group led

by Chien Shiung Wu, demonstrated that weak interactions violate the P-symmetry (Par-

ity symmetry) as some reactions did not occur as often as their mirror image [16].

However, parity symmetry still appears to be valid for all reactions involving electromag-

netism and strong interactions.

The symmetry of a quantum mechanical system can be restored if another symmetry S can

be found such that the combined symmetry PS remains unbroken. After the discovery

of P violation, it was proposed that charge conjugation, C, which transforms a particle

into its antiparticle, was the suitable symmetry to restore order. According to the CP-



9 1.2 CP-symmetry violation

symmetry (a composition of C-symmetry, charge conjugation and P-symmetry, parity),

there is no change in the physics laws if a particle is interchanged with its antiparticle

(C-symmetry) and the particle's coordinates are inverted (P-symmetry).

James Cronin and Val Fitch were awarded the Nobel Prize in Physics in 1980 for their

discovery of CP violation in 1964 in neutral kaon decays [24].

The CP violation discovered shows that neutral kaons can transform into their anti-

particles (in which each quark is replaced with its antiquark) and vice versa, but such

transformation does not occur with exactly the same probability in both direction (indir-

ect CP violation).

In 1990 the NA31 Experiment at CERN suggested evidence for CP violation in the decay

process of the very same neutral kaons (direct CP violation). The observation was contro-

versial, but the �nal proof came in 1999 from the KTeV experiment at Fermilab [25] and

the NA48 Experiment at CERN [26].

In 2013 Large Hadron Collider beauty (LHCb) experiment announced discovery of CP vi-

olation in strange B meson decays [27]; in March 2019, LHCb announced discovery of CP

violation in charmed D0 decays with a deviation from zero of 5.3 standard deviations [28].

In 2020, the Tokai to Kamioka (T2K) Collaboration reported some indications of CP viol-

ation in leptons neutrinos for the �rst time [29].

The matter-antimatter asymmetry of the Universe provides one of the primary motivations

to study extensions of the Standard Model of Particle Physics.

The Universe is made up of matter, rather than of equal parts of matter and antimatter as

might be expected. It can be demonstrated that to explain the baryons versus antibaryons

asymmetry observed in the Universe, the Sakharov conditions must be satis�ed. After

the Big Bang, physical laws must have acted di�erently for matter and antimatter, i.e.

violating CP-symmetry.

Various ideas have been proposed [30] [31] that satisfy the Sakharov conditions [32] to gen-

erate a net surplus of matter over anti-matter in the Universe, one of which is the existence

of CP violation during the extreme conditions in the �rst seconds after the Big Bang.

Charge-Parity (CP) symmetry has to be violated to have di�erent reaction rates for baryons

and anti-baryons:

Γ(N
L(∆nBar 6= 0)−−−−−−−−−→ f) 6= Γ(N̄

L(∆nBar 6= 0)−−−−−−−−−→ f̄) (1.4)

In the SM, CP violation is encoded in the Cabibbo�Kobayashi�Maskawa (CKM) matrix

for the quarks and in the Pontecorvo�Maki�Nakagawa�Sakata (PMNS) matrix for leptons.

A source of CP violation only appears in the charged current couplings, an e�ect too

small to generate the observed matter-antimatter asymmetry. In extensions of the SM,

the required CP violation is often obtained by introducing complex phases into the scalar
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sector [33] or into Higgs-fermion interactions [34, 35]. Precision studies of the Higgs bo-

son interactions, in particular CP-violating interactions, can help us to explain the basic

mechanism of matter-antimatter asymmetry.

In the SM the Yukawa coupling matrix is real and thus contains no source of CP violation.

However, the Higgs that we have observed may actually be a superposition of a CP-even

and CP-odd Higgs. This allows for mixing of CP eigenstates like it is observed for K and

B mesons. Just as in the meson case, this mixing makes a CP violating phase possible.

This is approximated by the introduction of the φ∗CP mixing angle.

The measured level of CP violation in these processes and similar ones, however, is insuf-

�cient to explain the matter-antimatter asymmetry by itself. If CP violation also existed

in the Higgs sector, it may have caused a little excess of matter over antimatter to form

in the early cosmos. This may happen as a result of Higgs boson interactions or decay

processes. Physics researchers are currently looking at the precise ways through which this

may occur.

It is hypothesized that the baryogenesis, the creation of baryons such as protons and neut-

rons, is what led to the creation of the matter-antimatter imbalance. The formation of a

matter excess may be enhanced by CP violation in the Higgs sector, which may o�er a

second source of CP violation to complement that seen in other particle interactions.

The Standard Model predicts that the Higgs boson has a spin-parity (JP ) of 0+. During

Run-1 of the Large Hadron Collider (LHC), the �rst period of operation of the collider,

di�erent studies on the nature of the Higgs have led to the exclusion of the spin-parity

states 0−, 1± and 2± at more than 99% Con�dence Level (CL). The studies conducted us-

ing data from A Toroidal LHC ApparatuS (ATLAS) and Compact Muon Solenoid (CMS)

detectors with a centre-of-mass energy,
√
s, of 7 and 8 TeV focused on the decays of the

Higgs in γγ, ZZ, WW [36] [37] [38] [39]. Using the same data, a �rst test for CP-odd

couplings was also performed in the Vector Boson Fusion (VBF) channel of the Higgs decay

in ττ channel [40].

During Run-2 data collection, with a
√
s of 13 TeV, the number of Higgs collected was

an order of magnitude more than Run-1, and as a result CP-invariance constraints were

tightened for the Higgs couplings to vector bosons and improved by studying the Higgs

Yukawa couplings to fermions in the di-τ decays as well as Higgs boson top pair production

(ttH) [41] [42] [43] [44].

The current studies on Higgs boson interactions provided by the ATLAS and CMS ex-

periments at the Large Hadron Collider (LHC) are too loosely constrained to provide a

�ne-grained picture of electroweak symmetry breaking.

The Higgs found within the Standard Model is even under a CP transformation. There-

fore, it would be a clear indication of physics Beyond the Standard Model if there were a
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measurable deviation from the pure CP-even interaction of the Higgs with any particle of

the SM.

Analysing the detailed properties of the Higgs boson therefore remains at the heart of the

LHC research programme.

1.3 Brout-Englert-Higgs mechanism

One of the key problems in modern particle physics is to explain the breaking of electroweak

symmetries. The BEH is a simple mechanism that makes use of a complex iso-doublet

scalar �eld, while accomodating all observed phenomena, to explain the symmetry breaking

[13]. When interacting with itself, the scalar �eld acquires a non-zero vacuum expectation

value which is responsible for the spontaneous electroweak symmetry breaking of SU(2)L x

U(1)Y down to U(1)EM . The general expression of the scalar �eld doublet can be written

as

φ =

φ+

φ0

 =

φ1 + iφ2

φ3 + iφ4

 (1.5)

with a weak hypercharge Y = 1
2 relative to U(1)Y , where the Higgs doublet φ consists of a

complex charged component, described by φ+ and a neutral complex component φ0 that

can be decomposed into its CP-even component φ3 and a CP-odd component φ4. For such

a scalar �eld, show in equation 1.5, the covariant derivative takes the form:

Dµφ =
(
∂
∂µ + i

2gσ
aW a

µ + i
2g
′Bµ

)
φ (1.6)

where σa (with a=1,2,3) is the Pauli matrices term, W a represents the SU(2)L gauge �eld

while B represent the U(1)Y one and g and g' are the respective gauge couplings.

With those considerations in mind, the scalar part of the Higgs Lagrangian can be expressed

as:

LHiggs = (Dµφ)†(Dµφ)− V (φ) (1.7)

where, in order to maintain the SU(2)L x U(1)Y invariance, the V (φ) term in equation

1.7 must take the form of the most general renormalisable scalar potential with constants

λ and µ2. Those constants can be respectively associated to a self-coupling �eld term and

a scalar boson mass term:

V (φ) = −µ2φ†φ+ λ(φ†φ)2 (1.8)

The solutions of the potential in equation 1.8 are therefore dependent on the λ and µ values

and this leads to di�erent scenarios:

- λ < 0 The potential is devoid of a stable minimum.
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- −µ2φ†φ, λ > 0 In this scenario the minimum in located at φ = 0 corresponding to the

minimum energy and the symmetries of the Lagrangian are also respected.

- −µ2 < 0, λ > 0 This con�guration of the potential has the minimum energy located

at φ values di�erent from φ = 0.

Figure 1.2: Representation of the scalar �eld potential V (φ), commonly known as the
Mexican hat potential.

Under the conditions of −µ2 < 0, λ > 0 the potential assumes the shape shown in

�gure 1.2 where the minimum energy of the Higgs Potential is not located at φ = 0. The

SM gauge symmetry is therefore spontaneously broken by the neutral component of the

scalar �eld, in equation 1.5, which acquires a non-zero Vacuum expectation value (VEV)

v. Such a potential can be satis�ed by an in�nite number of degenerate states but one

arbitrary choice is to consider the ground state to be:

φ =
1√
2

0

v

 with v =

√
−µ2

λ
(1.9)

By applying a small perturbation around the ground state by using a unitary gauge

con�guration and considering the neutral component of the scalar �eld in equation 1.5 as

an expansion of the vacuum expectation value, the scalar doublet take the following form:
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φ =
1√
2

 0

v + h

 (1.10)

The h term in the neutral component represents a real scalar �eld.

If we consider the Higgs potential in equation 1.8 with a scalar �eld as given by equa-

tion 1.10, the corresponding Lagrangian shown in equation 1.7 will acquire a term depend-

ing on λv2h2 which represents the physical Higgs boson with a mass

mλ = v
√

2λ (1.11)

The derivative, shown in equation 1.6, allows the W and B gauge �eld associated with

the SU(2)L⊗U(1)Y symmetry to couple with the Higgs �eld, and the choice of the unitary

gauge con�guration allows the values of φ1 = φ2 = φ4 to disappear from the scalar �eld

of equation 1.5. Thus φ1, φ2 and φ4 represent three Goldstone degrees of freedom which

become the longitudinal components of the W and Z physical gauge bosons. The mass of

the W and Z gauge bosons represents the extra degree of freedom that comes out through

the covariant derivative of the kinetic term in the Higgs Lagrangian, equation 1.7.

To demonstrate the generation of the gauge boson masses, the general scalar �eld φ

of the covariant derivative, equation 1.6, has to be replaced with the modi�ed scalar �eld,

equation 1.5:

Dµφ =
(
∂
∂µ + i

2gσ
aW a

µ + i
2g
′Bµ

) 1√
2

0

v

 (1.12)

Dµφ =
v2

8

 gW 1
µ − igW 2

µ

−gW 3
µ + g′Bµ

. (1.13)

By considering the scalar �eld in absence of perturbation (i.e. without any h-mixed terms),

the kinetic term of the Lagrangian, equation 1.7, takes the form

(Dµφ)†(Dµφ) =
v2g2

8
(Wµ

1 − iW
µ
2 )(W 1

µ + iW 2
µ) +

v2

8
(g′Bµ − gWµ

3 )(g′Bµ − gW 3
µ) (1.14)

where this term of the Lagrangian density can be interpreted as new �elds corresponding

to massive particles. By de�ning the physical gauge �elds as

W+
µ =

1

2
(W 1

µ − iW 2
µ) (1.15)

and

W−µ =
1

2
(W 1

µ + iW 2
µ) (1.16)

the Lagrangian term becomes
1

2

(
gv

2

)2

= W †µW
µ (1.17)
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and the W mass can be expressed as

mW =
gv

2
(1.18)

By using the same convention, the Z and A remaining gauge bosons can be de�ned as

Zµ =
1√

g2 + g′2
(gW 3

µ − g′Bµ) (1.19)

Aµ =
1√

g2 + g′2
(g′W 3

µ + gBµ) (1.20)

with their respective mass

mZ =
v

g

√
g2 + g′2, (1.21)

mA = 0. (1.22)

The Zµ represent the neutral boson of the weak force, while the Aµ describe the massless

vector �eld associated to the electromagnetic (EM) photon �eld. The nonzero vacuum

expectation value yields the breaking scheme SU(2)L ⊗ U(1)Y → U(1)EM which remain

conserved in Electroweak symmetry breaking (EWSSB).

1.3.1 Lepton Higgs Coupling

The Yukawa coupling between the Higgs �eld and the Yukawa term produces an additional

term interpreted as the fermion mass. The coupling ensures either the invariance of the

symmetry SU(2)L ⊗ U(1)Y or a single state with a coupling constant gf .

LYukawa = −gf (χ̄L,fφψR,f + ψ̄R,f φ̄χL,f ). (1.23)

where χ and ψ represent, respectively, the left-handed fermions isospin doublet and the

right-handed fermions singlet. By applying the scalar �eld of equation 1.5 in the Yukawa

Lagrangian, equation 1.23, the lepton Yukawa Lagrangian will take the form:

Llepton
Yukawa = − gl√

2

(v̄, l̄)L

 0

v + h

lR + l̄R(0, v + h)

v
l


L


= −gl(v + h)√

2
(l̄LlR + l̄RlL)

=
gl√
2
vl̄l − gl√

2
hl̄l.

(1.24)

The results shown in equation 1.24 prove that the masses of the leptons appear in the

Lagrangian when considering the non-zero vacuum expectation values of the Higgs �eld:

ml =
glv√

2
. (1.25)
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Even though the calculation for the quark masses is slightly more complicated it can

be proven that the result is similar to the fermion case and the mass term appearing in

equation 1.25 is valid for all fermions.

1.4 Higgs Production

A general description of the main processes involved in the Higgs production will be given in

this section. The Standard Model Higgs, as demonstrated in section 1.3.1, can be coupled

to either fermions, top and bottom quarks as well as τ lepton, or weak bosons such as W±

and Z.

The Higgs boson is predominantly produced via gluon-gluon fusion. The second dominant

process is the vector boson fusion, while the associated production mode, where the Higgs

is produced via qq →HW, HZ, tt̄H, bb̄H, has smaller cross sections.

Table 1.3 shows the di�erential cross section values for the most important Higgs produc-

tion mechanisms available at the LHC with a center-of-mass energy of
√
s = 13 TeV.

1.4.1 Gluon-gluon fusion

The dominant Higgs production mechanism at the LHC involves gluon fusion via an inter-

mediate top-quark loop:

gg → X +H (ggF ) (1.26)

The leading order (LO) process proceeds through a top quark loop between the gluons

and the Higgs particle. Although in principle all quarks should be included in the loop,

in practice the restriction to just the top quark su�ces because the Higgs couples about

35 times more strongly to the top than to the next-heaviest fermion, the bottom quark,

leading to a relative suppression of the bottom contribution by a factor 352. The calculation

of the matrix element in lowest order is �nite, even though the diagrams feature a loop,

which is a common source of in�nities. The reason for that is that there is no fundamental

ggH coupling in the Standard Model which could absorb such in�nities. To calculate the

cross section one has to consider either the Parton Distribution Function (PDF) or the

next-to-leading order (NLO) corrections in αs [46, 47].

The cross section measurements can be improved by considering also the emission of

soft, virtual and collinear gluons which contribute to the soft limit where the relative center

of mass edges towards the Higgs mass. Other corrections involving soft-gluon radiation

have been done at next-to-next-leading (NNLO) order and NNNL0 order [48, 49].

To evaluate the cross section of the gluon-gluon fusion Higgs production mode, the

leading top quark has to be considered in the limit of the top mass approaching to in�nity
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Table 1.3: The main mechanisms for Standard Model Higgs boson production at
√
s = 13

TeV, for a Higgs mass mh = 125.0 GeV, and the corresponding cross sections. [45].

mt → ∞. In this approximation the ggH coupling becomes point-like; the corresponding

Feynman diagram results with one less loop to calculate and the approximation at higher

order can be computed for N3LO [50], NNLO [51, 51, 52], NLO [53]. The ggF cross section

value shown in table 1.3 is calculated combining the N3LO corrections with the soft-gluon

resummation at di�erent orders of accuracy [54, 55].

1.4.2 Vector boson fusion

Corresponding to the second largest contributor to the Higgs boson production in the SM,

the VBF is important for its power to discriminate signal from background in the proton-

proton (pp) collision, due to its peculiar �nal state. The VBF channel is therefore of great

interest even if the its cross-section is an order of magnitude lower than ggF's, the main

Higgs production mode.

The production of the Higgs comes through the scattering of two quarks that interact via
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the exchange of a W or Z boson:

q + q → q + q +H (V BF ) (1.27)

where the Higgs is radiated from the weak propagator.

The two quarks in the �nal state produce hadronic jets which are detected at ATLAS.

Since the momentum transfer in the weak propagator which produces the Higgs Boson is

`+`−
√
s, the two hadronic jets are at high pseudo-rapidity η, de�ned as:

η = −ln
(
tan

θ

2

)
(1.28)

where θ is the angle between the jet direction and the beam axis. In most cases of parton-

parton scattering a coloured object is exchanged with an associated colour �ow between

the outgoing partons and the remnant particles. This can be modelled by a colour string

which is stretched across the central rapidity interval. This string then fragments into

particles which occupy the region between the two jets.

However, it is also possible for the exchanged object to be a colour singlet. In this case the

colour strings connect each outgoing parton with the remnant jet closest to it in rapidity.

This leads to a suppression of particle production in the rapidity region between the two

jets.

Higgs is colour neutral and if it decays into quarks, the decay products must be colour

neutral as well, so the colour �ow is between jets coming from the Higgs. Thus there is

no colour connection between the forward VBF jets and the Higgs related jets. Gluon

emission is typically soft and in the direction of the jets (collinear), hence the rapidity gap.

The cross section is computed with strong and electroweak corrections to an accuracy of

NLO state [56, 57]. Additional NNLO corrections are also applied [58].

1.4.3 Vector boson associated production Vh

The process involved in the production of the Higgs boson with a weak vector boson

increases the cross section, compared to the VBF channel, when a Z boson is involved in

the process. If the Z boson is not present, the Vh process, also known as Higgs-strahlung,

is strongly suppressed by a quark-quark subprocess corresponding to qq̄V h.

The cross section is computed with QCD correction up to NNLO order [59].

tt̄ associated production

Even though the Higgs production in association with a tt̄ pair occurs with a very small

cross section, it is very important for the Higgs sector for its resolution power of the

Yukawa coupling between the top quark and the Higgs, a feature that allows this process

to be unique in this regard. NLO corrections are shown in Refs. [60, 61, 62, 63].
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1.5 Higgs Boson Decay

The boson known as the Standard Model Higgs Boson has a tiny lifetime equal to 1.56×

10−22 and is not directly observable. What we actually measure in the detector are the

decay products that can be summarised in three categories, as shown in �gure 1.3.

Figure 1.3: Leading order Feynman diagram for Higgs Boson decay to two fermions (left),
two bosons (center) and two γ (right).

For the Higgs boson discovered at CERN, with a mass equal to 125 GeV, the dominant

decays correspond to the production of two fermions through the Yukawa interaction as

well as the production of a pair of W or Z bosons. Fig. 1.3 shows the leading order

Feynman diagrams for those processes but also the Higgs to γγ diagram where the decay

products are obtained through a fermion loop similarly to the gluon pair decay mode.

Fig. 1.4 shows the Higgs decay branching ratios as a function of the Higgs mass. As it

is clear from the �gure, the main decay mode for the SM Higgs is into a pair of b-quarks

due to their heaviest mass that can be produced in the collider.

It is also worth to mention the Higgs decay mode in γγ mainly for two reasons. Despite

having a smaller branching ratio compared to the fermions and bosons decays, it has a

very clean signature, due to the two very energetic photons that are produced, but also the

di-photon decay mode was one of the �rst decay channels in which the Higgs boson was

discovered by both ATLAS [64] and CMS [65]. The other discovery mode was Higgs to a

pair of Z bosons where both particles decay to a pair of leptons (µ+µ−) each, providing a

very clean signature to select, as well as the decay of the Higgs in W+W− → e+νee
−ν̄e.
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Figure 1.4: Standard Model Higgs decay branching ratio as a function of the Higgs mass.
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2

The ATLAS

Experiment at the

LHC

ATLAS (A Toroidal LHC ApparatuS) is one of the four main LHC experiments, the

others being CMS, A Large Ion Collider Experiment (ALICE) and LHCb, taking data

at a centre-of-mass energy of 13 TeV using beams delivered by the LHC. In this chapter

an overview of the LHC will be given in Section 2.1, then the ATLAS detector will be

described in Section 2.2, and �nally the Trigger system, used to select the data, will be

described in Section 2.3.

2.1 The Large Hadron Collider

As of today, the LHC [66] is the world's largest and most powerful particle accelerator.

It was designed to explore some of the fundamental open questions in particle physics by

colliding protons at energy and luminosity never explored before. It is located at CERN,

in the Geneva area, at a depth ranging from 50 meters up to 175 meters underground. It

consists of a 27-kilometers ring made of superconducting magnets divided in two separate

beam pipes to let the particle travel in opposite directions.

The beams are guided around the ring by a strong magnetic �eld generated by coils -

made of special electric cables - that can operate in a superconducting regime. More than

thousand superconducting dipole and more than three hundred quadrupole magnets, with

an average magnetic �eld of 8.3 Tesla, are employed and kept at a temperature below 1.7

Kelvin, in order to preserve their superconducting properties.

The former are used to bend the beams and the latter to keep them focused while they

get accelerated. The beams are accelerated by radiofrequency (RF) cavities. An RF cavity

is a metallic chamber that contains an electromagnetic �eld. Charged particles that pass

through the cavity are a�ected by the electromagnetic �eld, which transfers energy pushing

them forwards along the beam line. To achieve the con�nement of beams in "bunches",
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protons are forced to stay close in energy by accelerating or decelerating them accordingly

to the energy they have when arriving.

The collider �rst went live on September 2008 but, due to a magnet quench incident,

it has been fully operational since November 2009, when low-energy beams circulated in

the tunnel for the �rst time since the incident. This also marked the start of the main

research programme and the beginning of the so-called Run 1: �rst operational run (2009

- 2013) at 7/8 TeV centre-of-mass energy.

Performance of the LHC

After a long shutdown In June 2015 the LHC restarted delivering physics data, the so-

called Run 2 - second operational run (2015 − 2018) - during which the LHC collided up

to 1011 bunches of protons every 25ns at 13TeV and the design luminosity, the highest

luminosity the detector was designed to cope with, of 2 · 1034cm−2s−1. The de�nition of

the luminosity is [67]:

L = f
nbN1N2

4πσxσy
(2.1)

where nb is the number of bunches, N1 and N2 represent the numbers of protons per bunch

in each of the colliding beams, f is the revolution frequency of the bunches, and 4πσxσy

is the transverse area of the bunches at the interaction point, described by the Gaussian

widths σx and σy (horizontal and vertical dimensions of the beam).

The relation between the number of collision during a speci�c experiment and the lumin-

osity is given by the following expression:

Nevent = Lσevent (2.2)

where σevent is the cross section of the process under investigation. The LHC has not only

collided protons but also heavy ions, in particular lead nuclei at
√
sNN = 5.02 TeV, at a

luminosity of 1027cm−2s−1[68].

Acceleration stages

The acceleration stage occurs at di�erent stages where the proton beams are slightly ac-

celerated each time before reaching the maximum energy. Figure 2.1 shows a sketch of the

CERN's accelerator complex. The �rst stage take place at Linear Accelerator 2 (LINAC2).

Here protons are accelerated up to 50 MeV, and then injected in the PSB where they reach

1.4 GeV. The Proton Synchrotron corresponds to the second stage, where the beams are

boosted up to 25 GeV and then Super Proton Synchrotron (SPS) makes them reach en-

ergies up to 450 GeV. Eventually, the beams are injected in bunches with a 25 ns spacing
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Figure 2.1: CERN Accelerator complex. The LHC is the last ring (dark gray line). Smal-
ler machines are used for early-stage acceleration and also to provide beams for other
experiments [1].

into the LHC, where they travel in opposite directions, while they are accelerated up to

a centre-of-mass energy of 13 TeV. Once the bunches reach the maximum energy, they

are made collide at four di�erent points, corresponding to the origin point of the collision,

inside four experiments around the ring [66].

The four large detectors at the collision points are the multi-purpose detectors AT-

LAS [3] and CMS [69], the LHCb detector [70], which focuses on �avour physics, and

ALICE [71] which specialises in heavy ion physics. The big four are not the only exper-

iments at the CERN's accelerator complex. There are also smaller experiments based at

the four caverns about the collision points e.g. TOTal cross section, Elastic scattering and

di�raction dissociation Measurement at the LHC (TOTEM) [72], Large Hadron Collider

forward (LHCf) [73] and Monopole & Exotics Detector At the LHC (MoEDAL) [74], but

these will not be discussed any further.

2.2 The ATLAS Detector

ATLAS is a general-purpose detector designed to collect data with the highest luminosity

provided by the LHC. It measures about 45 m in length and 25 m in diameter. It has a
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Figure 2.2: Cut-away view of the ATLAS detector. The dimensions of the detector are 25
m in height and 44 m in length. The overall weight of the detector is approximately 7000
tonnes [1].

forward-backward symmetric cylindrical geometry with respect to the interaction point and

is designed to reconstruct and measure physics objects such as electrons, muons, photons

hadrons and hadronic jets. Its design was optimised to be as sensitive as possible to the

discovery of the Higgs boson and Beyond Standard Model (BSM) physics. For this reason,

the sum of all the main detectors with the help of several sub-systems give the possibility

to observe all decay products by covering almost 4π steradians of solid angle.

In Figure 2.2 a cut-away view of ATLAS with all its components is shown. The inner-

most layer is the Inner Detector (ID) which is the core of the tracking system and consists

of a Pixel, a SemiConductor Tracker (SCT), and a Transition Radiation Tracker (TRT)

detectors. It is submerged in a 2 T magnetic �eld, generated by a thin superconducting

solenoid, which bends all the charged particle's trajectories allowing transverse momentum

measurement. The electromagnetic and hadronic calorimeters form the next layer and they

are both used to perform precise energy measurements of photons, electrons, and hadronic

jets. Located on both sides of the detector, �nally, there are the two muon tracking cham-

bers which perform measurements of the muon momenta.
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The ATLAS coordinate system

ATLAS uses a right-handed coordinate system with its origin at the nominal Impact Para-

meter (IP) in the centre of the detector and the z-axis along the beam pipe. The x-axis

points from the IP to the centre of the LHC ring, and the y-axis points upward. Cylindrical

coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around the

beam pipe.

The pseudorapidity is de�ned in terms of the polar angle θ as:

η ≡ − ln
(

tan
(
θ/2
))

(2.3)

Rapidity is de�ned as:

y = 0.5 ln
E + pz
E − pz

(2.4)

where E denotes the energy and pz is the component of the momentum along the beam

direction. In the (η, φ) space a distance ∆R can be therefore de�ned as:

∆R =

√
∆η2 + ∆φ2 (2.5)

where ∆η and ∆φ are the di�erences in pseudo-rapidity and azimuthal angle between any

two objects. By considering ∆η and ∆φ di�erent regions can be de�ned such as a central

region and a forward region.

2.2.1 The Magnet System

a Geometry of magnet windings and tile calorimeter
steel. The eight barrel toroid coils, with the end-cap
coils interleaved are visible. The solenoid winding
lies inside the calorimeter volume [3].

b Schematic view of the superconducting mag-
nets [75].

Figure 2.3: The ATLAS magnet system.
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The ATLAS magnet system, with a lenght of 26 m and a diameter of 22 m, is of fundamental

importance to bend the trajectories of charged particle and therefore to measure the relative

momentum. Figures 2.3a and 2.3b show the geometry of the system and its components,

which are made of Alloy of niobium and titanium (NbTi) - superconducting material - and

will be described in the following paragraphs.

The Central Solenoid

The dimensions of the central solenoid correspond to an axial length of 5.8 m, an inner

radius of 2.46 m, and an outer radius of 2.56 m. It is located between the ID and the

Electromagnetic Calorimeter (ECAL) and its main purpose is to bend the charged particles

that go through the ID. It is aligned to the beam axis providing a 2 T axial magnetic �eld

that allows accurate momentum measurement up to 100 GeV [75].

The Barrel and the End-cap Toroids

Figure 2.3b displays the toroid magnetic system that surrounds the calorimeters. With its

cylindrical shape this component consists of a barrel and two end-caps toroids. The barrel

toroid is made of eight coils and produces an approximately 0.5 T toroidal magnetic �eld

for the central muon detectors.

The end-cap toroids, made of eight coils each, produce an approximately 1 T toroidal

magnetic �eld, able to improve bending power for the muon spectrometer in the end-cap

regions.

2.2.2 The Inner Detector

The innermost component of the ATLAS detector is the ID [76], used to reconstruct the

track momenta and charges for a wide range of particle momenta (from 100MeV to several

TeV) and within η within |η| < 2.5. The tracks are then used to �nd primary and secondary

vertices with the best possible resolution.

Figure 2.4 shows an overview of the ATLAS ID while in �gure 2.5 is summarized the

ID inclusive of independent sub-systems, the Insertable B-Layer (IBL), the Pixel detectors,

the SCT tracker and the TRT tracker.

These sub-detectors will be discussed in the following paragraphs.

Insertable B-Layer IBL

The IBL [77] is the innermost Pixel Detector layer as shown in Figure 2.5. It was added

during ATLAS Run 2 upgrade (2013/2014), the innermost Pixel Detector layer improves
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Figure 2.4: Overview of the ATLAS ID with labels and dimensions. [2].

Figure 2.5: Diagram of the ATLAS ID and its sub-detectors.

the vertex reconstruction by a factor ∼ 1.4 as well as tracking precision and the impact

parameter resolution by a factor of 2. It is comprised of 6M channels and each pixel

measures 50×250µm. Its resolution is 8×40µm. The IBL improves the impact parameter

reconstruction of tracks by a factor 2, as well as improving the Primary Vertex (PV)

reconstruction by a factor 1.4, of primary importance e. g. for several aspect of the physics
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object reconstruction.

Pixel detector

The Pixel detector is made of 1750 identical sensorchip-hybrid modules, and each of them

can cover an active area of 16.4 × 60.8 mm. The total number of modules correspond

to roughly 80 million semiconductor silicon pixels. Each pixel covers an area of 50 µm in

the φ direction and 400 µm along the z-axis (beam axis) [78]. The silicon pixel detector

measures 48.4 cm in diameter and 6.2 m in length providing a pseudo-rapidity coverage

of |η| < 2.5. Three concentric barrel layers placed at 50.5 mm, 88.5 mm and 122.5 mm

respectively are shown in Figure 2.5. The Pixel detector also has six disk layers, three for

each forward region, which provide enough precision hits for tracks with η > 2.0. The �ne

granularity of this detector allows accurate measurement and precise vertex reconstruction.

It has a resolution of 10× 115µm.

The silicon microstrip detector system SCT

The SCT comprised of silicon micro-strip layers. Thanks to its resolution (17× 580µm) it

can accurately measure particle momenta. It is made of 4088 modules of silicon micro-strip

detectors arranged in four concentric barrel layers form the SCT detector. Similarly to the

ID, it is mainly used for precise momentum reconstruction within the range |η| < 2.5. The

structure of the SCT is shown in �gure 2.5, made of four concentric barrel layers and two

end-cap layers. The resolution for each module is 17 µm in the R−φ direction and 580 µm

in the z direction. The fact that the SCT covers a larger area and with more measurements

means that the SCT with less granularity maintain the same level of performance of the

Pixel detector: SCT uses ∼ 6.3 million read-out channels.

The Transition Radiation Tracker TRT

The TRT, as shown in �gure 2.5, is the last and outermost sub-system of the Inner Detector.

It consists of straw tubes (4 mm diameter) wound from a multilayer �lm reinforced with

carbon �bers and a 30 µm gold plated tungsten wire is located in its centre. The straw,

full of a gas mixture of 70% Xe, 27% CO2 and 3% O2 [79], contains three concentric layers

with di�erent radii, each of which has about 50 thousands of straws located in 32 modules.

When a charged particle passes through the gas, ionisations occur allowing the electrons

to be collected at the anode and the ions at the cathode, and therefore, using the time it

takes for electrons to drift to the wire, we can calculate the distance from the wire tube

and the resulting position.
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The TRT provides up to 36 point per track - the large the number and the larger

average radius compensate for the lower resolution (170µm per straw).

Another important aspect of the TRT is that it is capable detecting the transition

radiation photons emitted when a relativistic particle passes through the edge of two media

with di�erent dielectric constants. The amount of radiation is proportional to the speci�c

particle and therefore thresholds are set to classify di�erent particles.

With a resolution of 130 µm, on average almost 35 hits are observed when a particle

crosses the gas mixture.

Performance of the ID

The reconstruction of the tracks is of fundamental importance to measure well the prop-

erties of the physical objects expected in the �nal state of this analysis such as π and

leptons. Derived from the contribution of the three ID sub-systems, the overall perform-

ance expressed in terms of momentum resolution was calculated using cosmic muons [80]:

σpT
pT

= 1.6± 0.1%⊕ (53± 2) · 10−5

GeV
× pT (2.6)

2.2.3 The Calorimeters

Figure 2.6: A computer generated image of the full calorimeter.
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The ATLAS Calorimeter system, shown in Figure 2.6, is comprised of two main sub-

systems. The ECAL and the Hadronic Calorimeter (HCAL) are the places where particles

that interact via the electromagnetic force and hadronic particles respectively are measured

and identi�ed. A cover angle in φ and |η| < 4.95 is reached when combining both detectors.

ECAL is comprised of one barrel and two end-cap sectors. When particles cross the layers

of the ECAL they slow down and lose energy while generating showers as electron pairs

that are collected to measure the energy. The pair production process occurs above a few

MeV regime, below it photoelectric and Compton scattering are the most dominant e�ects.

Photons are also emitted via bremsstrahlung by electrons and positrons, and this e�ect,

together with the pair production is maintained until the energy of the photon is lower

then the pair production threshold.

The choice to design the ECAL as multiple layers of Liquid Argon (LAr) samplers and lead

absorbers brings two advantages, a full φ coverage with no non-interactive regions and a fast

extraction of the electric signals from the readout. ECAL is made of two half-barrel wheels

providing a pseudo-rapidity coverage up to |η| < 1.475 and two end-cap providing 1.375 ≤

|η| ≤ 3.20 coverage. The barrel is divided in three layers with di�erent granularities. Layer

1, used to separate γ and τ , is segmented into strips of ∆φ×∆η = 0.0031× 0.098. Layer

2, that correspond to the biggest layer of the calorimeter and therefore the responsible of

the energy collection, has a granularity of ∆φ×∆η = 0.025×0.0245. The third layer helps

to collect shower tail with a granularity ∆φ×∆η = 0.0031× 0.098.

The total thickness of the ECAL is 22 radiation lenght X0 in the barrel and 24 radiation

lenght X0 in the end-caps. Similarly to ECAL, HCAL is comprised of one barrel and two

end-cap sectors. The barrel is made of tiles of scintillating material (Tile Calorimeter)

whereas the Liquid Argon Calorimeter (LAr) is employed as an end-cap calorimeter. For

best performance, all hadronic particles interacting with the detectors have to deposit their

whole energy within the calorimeter.

Measuring the energy of the hadronic showers is the main purpose of HCAL, which is

built using steel and scintillating tiles [81]. It is made up of three barrels, a central

one that covers the region |η| < 1.0, and two extended barrels that cover the region

0.8 < |η| < 1.7. Each barrel is made up of 64 modules and each module is in turn made

up of three layers. Ultimately, the smallest section of the calorimeter module is a cell with

a ∆φ×∆η = 0.1× 0.1 granularity for the two innermost layers and ∆φ×∆η = 0.2× 0.1

for the outermost one.

An additional 3.1 < |η| < 4.9 coverage is provided by the LAr forward calorimeter (FCal).

It uses LAr as active material and copper as absorber [81].
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Performance of the Calorimeter

The performance of the calorimeter is important to measure the properties of the τ leptons

used in the analyses presented in this thesis. Experimental measurements have been per-

formed using test beam data [82]. The energy resolution is then �tted using equation 2.7

σ(E)

E
=

a√
E[ GeV]

⊕ b, (2.7)

where a is the stochastic term and b is a constant that includes local non-uniformities in

the calorimeter response. The �tted energy resolution for ECAL is

σ(E)

E
=

(10± 0.4)%√
E

⊕ (0.4± 0.1)% (2.8)

with a variation of no more than 0.7% for the entire coverage of the calorimeter. The

measurement was performed �ring an electron beam at a module that is identical to those

in ATLAS.

The �tted energy resolution for HCAL is shown in equation 2.9.

σ(E)

E
=

(52± 1.0)%√
E

⊕ (3.0± 0.1)%⊕ (1.6± 0.1)/E, (2.9)

where the additional term is added to account for electronic noise.

2.2.4 The Muon Spectrometer

The outermost sub-system of the whole ATLAS detector is the Muon Spectrometer (MS) [83],

shown in Figure 2.7. The main purpose of the MS is to perform precision measurement

of muon momenta. Such a precision measurement is performed with big superconducting

toroid magnets that bend the muon tracks as well as high-precision tracking chambers.

One large barrel toroid and two end-cap toroids made up the MS, covering the |η| ≤ 1.4

and 1.6 < |η| ≤ 2.7 regions respectively, and both together act over charged muons by

de�ecting the track accordingly to the magnetic �eld, which has a magnitude ranging

between 0.5 to 2T generated by eight large superconducting coils. To measure tracks, three

cylindrical layers are arranged parallel to the beam axis in the barrel. In the transition

and endcap regions three chambers are placed in planes perpendicular to the beam.

The Monitored Drift Tube (MDT), a set of Aluminium tubes containing a W-Re

(Tungsten-Rhenium) wire fully covered by non-�ammable Ar-CH4-N2 mixture, are used

to measure precisely the track coordinates in the bended direction. They cover most of

the pseudo-rapidity range and the particle position resolution is 80 µm.

The Cathode Strip Chamber (CSC), covering a pseudo-rapidity range of 2 < |η| < 2.7,

is similar to the MDT with the only di�erence of having a cathode strips rather then tubes
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Figure 2.7: Cut-away view of the ATLAS muon system [3].

placed above and below the anode wires. The cathode wires are placed both orthogonal

and parallel to the wires enabling measurement of the transverse coordinate. CSC is �lled

with non-�ammable gas mixture of Ar-CO2-CF2.

Similarly to the CSV, the Thin-Gap Chamber (TGC) is a technology which is used in

the end-cap region of the MS for triggering muons by providing large signals is a very tiny

time window.

Lastly, the Resistive-Plate Chamber (RPC), covering the pseudo-rapidity in the range

|η| < 2.7 provide a measurement of the track coordinate in the non-bending plane. They

are also gas-based detectors, made of two resistive parallel plates. It makes use of an

electric �eld to generate avalanche multiplication having as a center the �rst ionisation

electron. A set of Aluminium strips detect the avalanche signal.

2.3 The ATLAS Trigger System

The core of data taking is the ATLAS Trigger System, a crucial component of any high

energy physics experiment able to decide whether or not to store an event. The principal

function is to reduce the event rate from ∼ 40 MHz bunch-crossing to ∼ 1 kHz.

The Trigger System is made of a software trigger and a hardware trigger, the High Level

Trigger (HLT) and Level-1 (L1) respectively. L1 is capable do analyzing information from

the Muon Spectrometer and from the calorimeter to determine the Regions of Interest, an

η − φ region where the event are located. L1 tau trigger is entirely based on calorimeter
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information. Topological clusters are calibrated locally at cell level and added up vectorially

to form a proto-jet. This allows to set a pT requirement of 20 or 25 GeV and isolation

criteria on single taus. Also two isolated taus with a pT of at least 12 GeV are accepted.

Thresholds depend on instantaneous luminosity conditions to limit the rate into the trigger

system. For high luminosities a jet with pT > 25, GeV and η < 3.2 (L1 J25) has been

required.

Additional inspection is performed with the HLT software running on a computer cluster

known as the HLT farm.

A further investigation is performed by the Fast TracKer (FTK) system [84], that use

the information from the inner detector to improve the selection. It greatly enhances the

identi�cation of particles with improved energy deposition and track reconstruction.
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Object reconstruction

This chapter describes how the ATLAS objects used in the analysis are reconstructed,

with a particular emphasis on primary vertices, important for the construction of the main

observable ϕ∗CP , as well as either charged pions or neutral pions, of primary importance

for the decay plane reconstruction. Section 3.2.3 will describe in detail the hadronic τ

decays, used to reconstruct the mass of di-tau system mMMC
ττ and sections 3.2.4 and 3.2.5

will show, respectively, the jets and missing transverse energy reconstruction, both used

to select the events as de�ned in table 6.3 and table 6.4 for the semi-leptonic and fully-

hadronic case, respectively.

Moreover, it is of fundamental importance to reconstruct the 4-vector of each particle

present in the individual decay of the τ 's to construct the observable ϕ∗CP through the

τhad−vis, a visible hadronic decay of the τ , to get the highest possible sensitivity.

3.1 Primary vertex and track parameters

The detector responsible for the reconstruction of charged particles is the ID. When a

proton-proton collision occurs at LHC, each charged particle deposits hits in the Inner

Detector and this is used to reconstruct charged tracks. The tracks are then used in the

vertex �t to �nd the point where they originate, the initial point, corresponding to the

vertex of the collision. For each p-p collision a bunch of vertices can be reconstructed, but

only the one having the highest p2
T , in which pT is de�ned as the component of transverse

momentum (i.e. perpendicular) to the beam line of the reconstructed tracks, is selected

as the primary vertex (PV) of the interaction, while all the others are classi�ed as pile-

up vertices. A later algorithm can assign a di�erent vertex as the primary vertex of the

interaction if the reconstructed τ objects, of interest of this analysis, are associated to

another vertex.
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A set of Perigee parameters, de�ned as d0, z0, φ, θ, q/p, is used in ATLAS to describe

the reconstructed tracks. The �rst two, d0 and z0, are related to the impact parameter

(b), which is de�ned as the distance of closest approach to the vertex, and correspond to

the longitudinal z0 and the perpendicular d0 components. The two variables φ and θ, plus

the distance of the point to the origin in the z direction, are the cylindrical coordinates.

θ is the polar angle, measured between the z-axis and particle, with 0 ≤ θ ≤ π and φ is

the azimuthal angle in the x-y plane with 0 ≤ φ ≤ 2π. The relation between the spherical

coordinates(r, θ, φ) and the Cartesian coordinates(x, y, z) is given by the following:

x = rsin(θ)cos(φ),

y = rsin(θ)sin(φ),

z = rcos(θ).

(3.1)

q/p is the ratio of the charge and the momentum of the particle.

3.2 Object Reconstruction

In this section will be given a brief description of the reconstruction of the main abjects

involved in this analysis. Electron reconstruction is given in section 3.2.1, muon recon-

struction in section 3.2.2, hadronic τ reconstruction in section 3.2.3, jets reconstruction in

section 3.2.4 and the missing transverse energy in section 3.2.5.

3.2.1 Electron Reconstruction

The ATLAS Detector that is responsible for the electron reconstruction is the ECAL.

When electrons pass through the calorimeter, they interact with an absorber layer that

has the task to stop the particle in order to measure both position and magnitude of the

deposited energy. The electrons are also required to match a track which is reconstructed

in the ID detector [85].

Before reaching the calorimeter, the electron passes via the pixels, SCT, TRT, and

presampler, where it is subjected to a series of interactions. When interacting with other

detectors it produces photons that also enter the calorimeter and deposit energy near the

electron.

There are two processes in identifying an electron. The �rst step is pattern recognition,

where the candidate's energy loss is examined using the hypothesis of being a π particle.

If the likelihood of the candidate particle of being a π is low, the signal is �tted using

the electron hypothesis, which takes into consideration the potential energy loss from

bremsstrahlung of up to 30% at each intersection. Subsequently, the Gaussian Sum Filter
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algorithm is employed to consider the e�ects of non-linear bremsstrahlung on the electron

candidate [86].

In the leptonic channel of this analysis, the criterion for the electron transverse mo-

mentum is tightened even more to the recommended values that are advised for electrons

matched to the single-electron trigger.

3.2.2 Muon Reconstruction

The ATLAS detector dedicated to the muon's reconstruction is the Muon Spectrometer.

The reconstruction of the muon is performed by matching the signal of the Muon Spectro-

meter with tracks detected by the ID. The muons must satisfy pT > 10GeV and |η| < 2.47.

Muons that satisfy this criteria are then used as an input to the overlap removal procedure

(OLR).

An algorithm is used when signals are found in the muon chamber to compare them

to similar hits. If the hit happens in the MDT then the algorithm goes through each layer

to �nd a segment, which represents a collection of linked positions. If the hit happen in

the CSC, the segment is reconstructed in the η-φ plane. RPC and TGC are capable of

measuring the perpendicular vector to the bending plane.

A muon track can be created using two segments or a high-quality section. Reconstruc-

ted muon tracks may be divided into four categories: combined muons, segment-tagged

muons, calorimeter-tagged muons, and extrapolated muons [87]. In order to rebuild the

muon tracks, the combined muons category uses information from both the ID and the

MS. This strategy uses a global �tting technique to merge data from diverse sources.

A muon candidate is typically reconstructed by �rst taking into account the outermost

hit and then comparing it to hits from the tracks in the inner detector. Muons that are

reconstructed utilizing at least one segment of the track in the MDT or CSC chambers,

along with the data from the MS, are referred to as segment-tagged category muons. The

calorimeter-tagged muons are those reconstructed by using the energy deposit in the calor-

imeter while muons hitting only the MS are categorised as extrapolated muons, of primary

interest when recovering muons exceeding the ID range and therefore in the 2.5 < |η| < 2.7

region.

In the leptonic channel, the criterion for the electron transverse momentum is tightened

even more to the recommended values that are advised for muons matched to the single-

muon trigger [6].
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3.2.3 Tau Hadronic Reconstruction

The main reconstructed analysis object is the τ lepton. The τ hadronic decay mode, as

shown in �gure 3.1, with the exception of the neutrino, has only decay products that

are measurable in the hadronic calorimeters, usually referred to as visible decay product.

These decays can be identi�ed and consequently separated from jets originated by quarks

or gluons by looking at their properties, such as the energy deposit, as well as the track

multiplicity. They can also be separated from electrons with the additional information

of the Transition Radiation Tracker. The �rst algorithm used to reconstruct τ particles is

Figure 3.1: Feynman diagram of the τ hadronic and leptonic decays.

the anti−kT algorithm [88], topo-cluster based jet, that uses information from the tracks

and the clusters associated to either the core of the hadronic shower (R=0.2) or the outer

part (R=0.4), where R is the jet radius. It is set to be R=0.4 to distinguish between τ 's or

jets, with the additional requirements on the jet seeding of a visible hadronic τ (τhad−vis)

candidate to have pT > 10GeV and |η| < 2.5 [89] [90].

The choice of the τ -lepton vertex is determined by the amount of momentum provided

by tracks associated to a jet. The transverse momentum (pT ) of the tracks must be larger

than 1 GeV as well as the closest distance in the transverse plane (d0) between the track

and the candidate τ -lepton vertex must be less than 1 mm in order to identify the vertex.

Similar to this, the closest distance in the longitudinal plane has to ful�ll
∣∣∆z0sin(θ)

∣∣ < 1.5

mm, where ∆z0 is the closest approach along the longitudinal axis, and θ is the polar angle

of the track.

The energy deposited in the calorimeter cells is used to calculate the energy of the can-

didate τ -lepton [90]. The direction of the candidate τ -lepton is identi�ed by considering

the vectors of the clusters of calorimeter cells within a cone, which is constrained by an

angular di�erence of ∆R < 0.2 from the direction of the seed jet that emerges from the

candidate τ -lepton vertex.

The reconstructed τ identi�cation, and separation from jets, is than performed by an RNN

algorithm [89] which uses as input information from the reconstructed tracks and the en-

ergy deposited in the hadronic calorimeter by the τ decay products.
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To discriminate the τ candidates from the electron fakes (τhad−vis), mainly produced in

background processes such as Z →ee+jets, a multivariate discriminant (Electronic Boos-

ted Decision Tree (eBDT)) has been developed [90]. Similarly to the RNN algorithm, it

provides discrimination based on tracks and shower information, with additional informa-

tion from the TRT.

The number of tracks associated to the τ candidate equal to 1 or 3, separates the

1-prong case from the 3-prong case. A transverse momentum cut of pT > 20 GeV and

a pseudorapidity cut |η| < 2.47, except for the crack region (1.37 <|η|< 1.52), are then

applied.

The RNN Tau ID score is a number between [0,1] where 0 represent a Fake τ while 1

is a True τ . The RNN score threshold is set to 0.01 and, to avoid muons reconstructed

as τ 's, a veto criteria is applied (MUONORL). The choice to apply a RNN Tau ID score

of 0.01 was made to minimize the loss of signal events at the level of 2.5% for the ggH

process and 4% for the VBF process while populating of the anti-ID region, a region with

orthogonal selection criteria of the identi�cation and isolation algorithms, essential for the

data-driven estimation of the hadronic visible τ misidenti�ed as jet.

Table 3.1 shows the recommended transverse momentum requirements for the τhad−vis

in both channels.

Table 3.1: The pT thresholds applied at trigger and o�-line stage for the selected electrons,
muons and τhad−vis.
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3.2.4 Jet Reconstruction

To reconstruct jets in ATLAS di�erent detectors are involved, in particular the calorimeters

which provide the principal signal for jet measurement and the particle trajectories detected

by the ID.

A growing volume algorithm is used to expand the calorimeter cells from the calori-

meters seed cell de�ning what is known as the topo-cluster, corresponding to the linked

calorimeter cells [88].

The jet calibration is performed in several steps. Initially, the vertex with the highest∑
p2
T is selected as primary vertex and cleaned by the unwanted pile-up e�ect. Following

that, a simulation-based calibration is performed to correct the jets four-momentum. Than,

jet quality is improved by consider tracks variables, muon segment and calorimeter readout.

Finally, calibration of the jet energy is performed taking into account real data [9].

The algorithm able to distinguish between hard-scatter and pile-up vertices is called Jet

vertex Tagger (JVT). It is based on a multivariate algorithm trained on simulated samples

and applied to jets within the range 20 < pT < 50 GeV and |η| < 2.4. For each jet, the

algorithm returns a score that can be a number between 1, corresponding to the maximum

likelihood of being an hard-scatter vertex, and 0. Jets with a transverse momentum higher

the 50 GeV are consider hard-scattering jets.

It is also used the DL1r b-tagging algorithm [91] to identify the b-quark jets and the

algorithm result is applied to every reconstructed jet with pT > 20GeV and |η| < 2.5.

3.2.5 Missing Transverse Energy

Missing Transverse Energy (MET) in ATLAS is reconstructed from calorimeters clusters

and from reconstructed muons, electrons, and τhad−vis as well as the whole jet collection.

The missing transverse energy is an estimate of the imbalance of the transverse mo-

mentum momentum in the detector, pMISS
T [10]. To calculate the vector, �rstly the trans-

verse momenta of all reconstructed �nal-state objects, such as electrons, muons and τ 's,

are considered, then it is obtained by considering the negative sum of them 3.2.

The MET used in this analysis is obtained with the o�cial ATLAS tool, named ATLAS

Missing Transverse Energy Tool, that has been set to use the default TIGHT criteria

requiring a transverse momentum greater than 30GeV. The Missing Transverse Energy

Tool runs its own dedicated OLR procedure in order to prevent track and calorimeter

clusters from being double-counted.
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Figure 3.2: A transverse view of the detector. The blue arrows represent observed particles
and their momentum while the red arrow represent the missing energy of the particle(s)
that did not interact with the detector but due to the conservation laws can be calculated.

3.2.6 Overlap Removal

Physics objects are reconstructed in ATLAS from a set of tracks plus the colorimeter

information, either electromagnetic or hadronic. The information can be shared between

di�erent reconstructed objects and therefore an ambiguity can arise. The procedure applied

in ATLAS to remove this ambiguity is called overlap removal procedure (OLR) and it is

applied to the baseline object through the so-called AssociationUtils package [92].

3.3 Tau Decay Plane Reconstruction

This analysis depends on the speci�c τ decay mode for the reconstruction of the τ decay

plane, so it is crucial to get a precise measurement of the τ decay products and their

vectors. The Tau Particle Flow method [4], developed during ATLAS Run-2 data, satis�es

both requirements. The algorithm provides a more detailed classi�cation of tau decay

modes than the reconstruction algorithm used in Run 1 and referred to as Baseline.

By combining tracking detector measurements and calorimeter measurements, the

particle �ow algorithm determines the charge and momentum of the charged and neutral

pions from τ decay. Utilizing a Boosted Decisions Tree (BDT) and counting the number

of charged and neutral pions, the decay mode is determined using the properties of the τ

decay products and the number of reconstructed pions. The analysis takes advantage of

three di�erent BDTs, developed to distinguish between the di�erent decay modes of the τ

with the aim of improving the neutral pions identi�cation.

The possibility of misidenti�ed tracks and τ decays, in which 1 prong or 3 prong (1p/3p)
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are involved leads to a small misidenti�cation.

The Tau Particle Flow e�ciency that correspond to the e�ciency of correctly identifying

a certain decay mode, calculated using simulated Z → ττ Run-1 events [4], is given in

�gure 3.3, which shows for each generated decay mode, listed on the horizontal axis, the

probability of being classi�ed as a certain reconstructed decay mode, as listed on the ver-

tical axis. Overall, the 74.7% of tau candidates are correctly classi�ed. The algorithm

used in Run 1 was able to only distinguish between 1-prong and 2-prong while the Tau

Particle Flow algorithm uses new categories involving charged hadrons such as π+ and π−

as well as π0s. Taking advantage of the superior resolution provided by the π± tracks, the

Tau Particle Flow provides signi�cantly improved angular and energy resolution compared

to Baseline algorithm. This analysis uses samples from Run-2 MC and data. Similar e�-

ciency matrices are also calculated using SHERPA 2.2.1, for the Run-2 Z → ττ simulated

samples in �gure 3.4, and using Powheg +Pythia8 for the signal ggH sample, �gure 3.5.

Figure 3.3: E�ciency matrix of the τ particle �ow decay mode classi�cation [4]. Each
element in the e�ciency matrix is normalized by the total number of events in its cor-
responding generated decay mode (column), while an element in the purity matrix is
normalized by the total events in the corresponding reconstructed decay mode (row).
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Figure 3.4: E�ciency matrix of the Sherpa 2.2.1 Z → ττ MC sample used in the analysis.
Each element in the e�ciency matrix is normalized by the total number of events in its
corresponding generated decay mode (column), while an element in the purity matrix is
normalized by the total events in the corresponding reconstructed decay mode (row).
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Figure 3.5: E�ciency matrix of the Powheg + Pythia8 H → ττ ggH signal sample used in
the analysis. Each element in the e�ciency matrix is normalized by the total number of
events in its corresponding generated decay mode (column), while an element in the purity
matrix is normalized by the total events in the corresponding reconstructed decay mode
(row).
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Analysis strategy

Considered as a topic of major interest in Higgs physics, the measurement of a slight but

measurable deviation of the SM Higgs from a pure CP-even, where CP is a composition of

Charge symmetry and Parity symmetry state, would be a signature of physics beyond the

standard model. This strong motivation, since the birth of the Higgs physics, was the aim

of di�erent studies conducted to evaluate the Higgs coupling to other SM particles. A list

of Higgs boson production and decay modes is shown in �gure 4.1.

A coupling or interaction is said to be CP-even (scalar) if it remains unchanged under the

combined CP transformation. If however the coupling sign changes under the combined

CP transformation it is said to be CP-odd (pseudoscalar).

Di�erent motivations bring the attention to the coupling with fermions. This is mainly

due to the fact that the CP-odd contributions are introduced in the Higgs to vector gauge

boson coupling as high order operators that yield a small contribution to the coupling

itself. On the other side, the Higgs to fermion coupling could occur at tree level, moving

the LHC attention to two channels, H → ττ and H → bb, bearing in mind that the bb

decay mode su�ers from signi�cant QCD jet background at the LHC, while the ττ decay

mode has a more favourable signal to background ratio.

Recently both ATLAS [42] and CMS [93] studied the Higgs CP properties in the Higgs

to top quark channel and both experiments rejected the pure CP-odd hypothesis with a

signi�cance respectively of 3.9σ and 3.2σ.

The studies shown in the following is the �rst attempt for ATLAS to reject the CP-odd

hypothesis in the coupling of Higgs to τ particles while the �rst attempt for CMS [94]

rejected the pure CP-hypothesis with a signi�cance of 3.0 σ.

For the purpose of this analysis, both hadronic and leptonic τ decays are used to

determine the CP-sensitive observable, the mixing angle ϕ∗CP . With a relevant branching

fraction of 65%, the hadronic τ decays are a factory of pion mesons, both charged π± or
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Figure 4.1: Summary of Higgs boson production and decay modes by the ATLAS collab-
oration [5].

neutral π0, that are produced with an additional τ neutrino.

Leptonic τ decays produce muons and electrons, corresponding to the visible part of the

decays, whereas electron neutrino and muon neutrino energy is calculated using the missing

energy information. Both hadronic and leptonic τ branching fraction are summarised in

table 4.1:

The nomenclature, XPY N , or similarly XpY n, used in this work to classify di�erent

hadronic decay modes looks at the decay products and counts the number of X charged

particles (P) and the number of Y neutral particles (N). The leptonic decays are simple

represented with an "l".
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Decay mode Branching ratio Nomenclature

π−ντ 10.8 % 1P0N
π−π0ντ 25.4 % 1P1N

π− ≥ 2π0ντ 10.4 % 1PXN
3π−ντ 9.3 % 3P0N

µ−ν̄µντ 17.7 %
e−ν̄eντ 17.4 %

Table 4.1: Branching ratio of the τ− hadronic and leptonic decay modes [95], calculated
using PYTHIA8 [96].

4.1 CP-measurements via φτ mixing angle.

It is possible to access the di�erent CP-scenarios by looking at the spin correlation in the

di-τ system, that is carried by the taus' decay products. Both longitudinal and transverse

components can be accessed, following the notations used in reference [8], through the

model-independent Yukawa interaction between the Higgs and the taus:

LHττ = −mτ

ν
kτ (cosφτ τ̄ τ + sinφτ τ̄ iγ5τ)H (4.1)

where ν = 246 GeV is the vacuum expectation value of the Higgs �eld, kτ > 0 is

the reduced Yukawa coupling strength, and φτ (where φτ is de�ned in the range [-π/2,

π/2]) is the �CP-mixing� angle, that parametrizes the CP-even and CP-odd components

contribution to the coupling between Higgs and the two τ particles. Equation 1.25 sets

the SM Yukawa coupling as

gl =
ml

√
2

ν
(4.2)

In order to allow a CP odd/even mixture signature, the coupling strength modi�er kτ and

the mixing angle φτ are introduced in equation 4.1. The Higgs boson parity is therefore

determined as follows:

scalar φτ = 0, P = + 1,

pseudoscalar φτ = π/2, P = -1

where P is the parity of the Higgs boson. Any other value of φτ is a signature of CP-

violating scenarios.

The di�erential decay width can be written, if βτ =

√
1− 4m2

τ

m2
h
, in terms of the tau spin

components in the Higgs rest frame as [8] [97]:

dΓH→τ+τ− ∝ 1− s−z s+
z + cos(2φτ )(s−⊥·

+
⊥) + sin(2φτ )[(s−⊥× s+

⊥) · ~k−] (4.3)
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The normalised τ− spatial momentum in the Higgs boson rest frame is ~k−, ~s± are the

unity spin vectors of τ± in their respective rest frames and the transverse and longitudinal

components of ~s± with respect to ~k− are represented, by respectively, s±⊥ and s±‖ . As is

clearly evident in equation 4.3, the only component sensitive to the ϕ∗CP mixing angle

is the transverse spin correlation of the two τ 's, that can be obtained from the angular

distribution of the τ decay products. Speci�cally, the acoplanarity angle ϕ∗CP , de�ned in

the interval [0, 2π] is the angle, in the Zero Momentum Frame (ZMF), constructed between

the τ decay planes spanned by the τ decay products, as is schematically shown in �gure

4.2.

a scalar b pseudoscalar

Figure 4.2: Angular correlations of the tau decay products from H/A → τ+τ− decays. H
represents the scalar Higgs boson while A is a pseudoscalar Higgs boson.

A scalar Higgs boson, denoting a SM CP-even case, can be reconstructed if the trans-

verse spin components are parallel and thus the charged pions, the decay products of the

τ , are emitted back-to-back, whereas antiparallel spin components as well as charged pions

emitted into the same direction are a signature of a CP-odd case, and therefore a pseudo-

scalar Higgs boson. In �gure 4.3 the Higgs rest frame is approximated by the visible di-tau

in the ZMF; in this case the pions are emitted in opposite directions and the ϕ∗CP peak is

therefore located at π while for the pseudoscalar boson the pions are emitted in the same

direction and the ϕ∗CP peaks are located at 0 and 2π, as illustrated in �gure 4.4.

The di�erential decay width, shown in equation 4.3, can be more accurately written in

terms of ϕ∗CP and φτ as follows:

dΓH→τ+τ− ≈ 1− b(E+)b(E−)
π2

16
cos(ϕ∗CP − φτ ) (4.4)

where the spin analysing power of the particular decay mode is parametrized by the

energy-dependent terms b(E±), which are equal to 1 for decays where no neutral particles

are involved and for the other decays depend on the energy.

The normalised ϕ∗CP distribution is plotted against the di�erential decay width in �gure

4.4, showing that the SM-like hypothesis of a scalar Higgs boson follows a cosine function

while , for the pseudoscalar Higgs boson it is shifted by a factor of π. Any other non-integer
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Figure 4.3: Illustration of a decay H → τ+τ− → π+π−+2ν in the Zero Momentum Frame.
The decay planes spanned by the momenta of the tau leptons and the pions are shown,
together with the angle they form [6].

Figure 4.4: Normalised φ∗CP distribution for pp → H/Z∗/γ∗ → τ+τ− production [6].

phase represents a CP-mixing signature, and therefore a BSM. The red line in �gure 4.4

shows a crucial feature of φ∗CP , a �at and uniform distribution of the background processes

thus no sensitivity bias to φτ .

Accordingly to the decay mode, two methods are developed in [8] and [97] to build

the ϕ∗CP , the IP-method, described in section 4.1.1, and the ρ-method, described in 4.1.2

which can be used to calculate the CP-mixing angle in presence of π0 particles, through

the production of a ρ meson. The combined IP-Rho method is then described in section

4.1.3 and an a1-method, used for 3-prong decays, in section 4.1.4.
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4.1.1 IP method

The IP method described in this section takes its name from the impact parameter vector

of the charged decay product (π±, l±) used to reconstruct the decay plane. The direct

hadronic and leptonic decays are the best candidate for this method because there is only

one visible charged particle, but overall it can be used on any decay mode. Here, this

method is applied for the hadronic decay where a τ± particle produces a π± and a ντ and

the leptonic decay where a lepton, either µ or e, is produced with its relative neutrino as

well as the tau neutrino.

The impact parameter vector, as shown in �gure 4.5, is constructed from the τ pro-

duction vertex towards the pion track. In particular, the spatial vector q± of the charged

particle and its three-dimensional impact parameter are used to produce the decay plane,

where the 3D-IP is the distance of closest approach of a charged particle's track to the

production vertex of the τ leptons, that also corresponds to the Higgs production vertex

(Higgs PV), assuming the Higgs boson does not travel. Speci�cally, the impact parameter

vector is de�ned by the 2D closest approach, the minimal distance to the pion in the trans-

verse plane (d0) and in the longitudinal plane (z0). The relation between the 3D closest

approach and the 2D closest approach is given by the assumption that the pion track is

a straight line and therefore it is obtained as the minimum distance between the track

momentum and the primary vertex.

For kinematic description reasons, n̂+ and n̂− de�ne the normalised impact parameter

vectors in the laboratory frame. A boost in the di-τ rest frame allows one to separate

the boosted impact parameter vector n̂∗± into its parallel n̂∗±‖ and perpendicular n̂∗±⊥

normalised components to the spatial vector q̂∗±, where q̂∗ represents the momentum of

the pion. The angle between the decay planes ϕ∗ is de�ned by the following:

ϕ∗ = arccos
(
n̂∗+ · n̂∗−

)
(4.5)

The equation 4.5 is only valid in the range 0 ≤ ϕ∗ ≤ π and therefore any mixing

between scalar and pseudoscalar Higgs coupling components would not be covered. To

extend the measurement toward 2π and to check the τ± decay plane side as well a triple

correlation is performed as follows:

O∗CP = q̂∗− · (n̂∗+ × n̂∗−) (4.6)

The sign obtained by equation 4.6 allows one to de�ne a CP-sensitive angle ϕ∗CP as
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follow:

ϕ∗CP =

 ϕ∗ O∗CP ≥ 0

2π − ϕ∗ O∗CP < 0
(4.7)

Figures 4.5 and 4.6 illustrate the de�nition of the impact parameter vector and the

3-vectors for constructing ϕ∗ in the IP method.

Figure 4.5: De�nition of the Impact Parameter vector [7] n± in the decay plane of either
τ± → π±ντ or τ

± → l±νντ [6].

Figure 4.6: Geometrical view of the ϕ∗ angle construction in the IP-method [8].

The comparison between the primary vertex, corresponding to the Higgs production

vertex, uncertainties and the magnitude of the impact parameter vectors carries informa-

tion about the performance of this method. In particular, poor performance is achieved
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when the impact parameter vectors are smaller or similar to the primary vertex uncertain-

ties. Among those uncertainties is the signi�cance of the track impact parameter in the

transverse plane dsig0 that can be obtained by dividing the d0 vector by its uncertainty. De-

�ning a dsig0 threshold is therefore crucial to better split the events with 1P0N and leptonic

decays in two regions based on this value, the high and low sensitivity regions. Several dsig0

threshold values were tested and it was decide to use dsig0 = 2.1 for the hadronic case and

dsig0 = 2 for the leptonic case. The φ∗CP shape distributions are shown for the 1P0N-1P0N

channel in �gures 4.7.
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Figure 4.7: φ∗CP shape distribution for 1p0n-1p0n VBF preselection high(left) and
low(right).

4.1.2 ρ method

The ρ method, as its name suggests, it is based on the ρ meson decay, equation 4.8, where

in addition to a charged pion a neutral pion is emitted and they can both be used to

calculate the decay plane and subsequently the ϕ∗CP observable. In this analysis, this

method is applied to the 1p1n-1p1n and 1p1n-1pXn channels, where for the 1p1n-1pXn

case the 4-momentum sum of the whole set of π0s is considered.

τ± → ρ±ν, ρ± → π±π0 (4.8)

Similarly to the IP method, to de�ne the ϕ∗ we need to decompose the ρ 4-momentum

vector into its components, thus q∗− (q∗+) and q∗0− (q∗0+) vectors identify the charged

and neutral components of ρ− (ρ+). By boosting both charged and neutral components in

the di-ρ rest frame the angle ϕ+ and the triple-odd correlation O∗CP can be obtained, and,

as a consequence, an angle ϕ∗ can be de�ned:

ϕ∗ =

 ϕ∗ O∗CP ≥ 0

2π − ϕ∗ O∗CP < 0
(4.9)
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To make the ϕ∗ variable sensitive to the φτ angle the upsilon variables, equation 4.10,

should be taken into account. They are constructed to be sensitive to the sign of the τ

spin-analysing functions.

y− =
Eπ− − Eπ0

Eπ− + Eπ0

, y+ =
Eπ+ − Eπ0

Eπ+ + Eπ0

(4.10)

where Eπ±,0 represent the pions energy in the lab frame. All of those considerations allow

to de�ne ϕ∗CP as follows:

ϕ∗CP =

 ϕ∗ y+y− ≥ 0

ϕ∗ + π y+y
∗
− < 0

(4.11)

Di�erent values of the | y+y− | upsilon product were tested and it was found that larger

absolute values are more sensitive to φτ . To account for this e�ect a threshold is used to

categorize the events into high and low sensitive regions.

The φ∗CP shape distributions are shown for the 1p1n-1p1n channel in �gure 4.8 and for the

1p1n-1pXn/1pXn-1p1n channel in �gure 4.9.
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Figure 4.8: The φ∗CP shape distributions for 1p1n-1p1n VBF preselection high(left) and
low(right).
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Figure 4.9: The φ∗CP shape distributions 1p1n-1pXn 1pXn-1p1n VBF preselection
high(left) and low(right).

4.1.3 IP-ρ method

The IP method in section 4.1.1 and the ρ method in section 4.1.2 apply to the cases where

both taus decay to the same �nal state. For the cases when one τ decays to a charged

pion while the other through a ρ meson the IP-ρ method is used. For a given decay

H → τ−τ+ → π−ρ+ + 2ντ , the ϕ
∗
CP is de�ned in the π−ρ+ rest frame and all relative

momentum vectors are boosted in it. In the case of the τ− → π−ντ the three-momentum of

the neutral pion is identi�ed by the vector q̂∗0+, similarly the three-momentum component

of the impact parameter vector of the π− is represented by n̂∗−. Thus the ϕ∗ is de�ned

by:

ϕ∗ = arccos(q̂∗0+ · n̂∗−⊥ ) (4.12)

Similarly to the already described methods, a triple-odd correlation with the three

momentum vector of the negative pion is helpful to compute the angle sensitive to the

Higgs CP properties, equation 4.13. Using again the upsilon function in equation 4.10 the

ϕ∗ takes the form:

ϕ∗ =

 ϕ∗ O∗CP ≥ 0

2π − ϕ∗ O∗CP < 0
(4.13)

ϕ∗CP =

 ϕ∗ y+ ≥ 0

ϕ∗ + π y+ < 0
(4.14)

Similarly to the previous methods, the separation in ϕ∗CP can be enhanced by categor-

ising the event based on the dsig0 value, as well as the upsilon y function, equation 4.10.
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This method is applied for the ϕ∗CP construction of the following channels: 1p0n-1p1n in

�gure 4.10, 1p0n-1pXn in �gure 4.11, l-1p1n in �gure 4.12 and l-1pXn in �gure 4.13.
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Figure 4.10: φ∗CP shape distribution for 1p0n-1p1n 1p1n-1p0n VBF preselection high(left)
and low(right).

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p0n_1pXn, 1pXn_1p0n, preselection_high

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p0n_1pXn, 1pXn_1p0n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

Figure 4.11: φ∗CP shape distribution for 1p0n-1pXn 1pXn-1p0n VBF preselection high(left)
and low(right).
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Figure 4.12: φ∗CP shape distribution for l-1p1n VBF preselection high(left) and low(right).
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Figure 4.13: φ∗CP shape distribution for l-1pXn VBF preselection high(left) and low(right).

4.1.4 a1 method

The a1 method, similarly to the ρ-method, is mainly developed to account for decays where

3-prongs are involved, it is shown in equation 4.15.

τ → a1ντ , where a±1 → ρ0π± and ρ0 → π+π− (4.15)

To construct the ϕ∗ observable two of the three prongs needs to be grouped together to

form the ρ0 resonance. The ϕ∗ observable can be calculated by applying the rules of the

ρ-method, with the condition that the π0 is now represented by the ρ0.

As already tested in [92] to have a slightly optimal CP-sensitivity, the way to group

together the charged π's is by requiring the opposite charges for the two pions forming the

ρ and to take into account the mass e�ects to calculate the correct upsilon variable, but this

approach did not provide the best sensitivity when evaluating the a1 method performance

on MC events and therefore a di�erent approach is considered.

Speci�cally, in this analysis two important points are taken into account. The �rst is
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related to the intermediate ρ0 meson that is formed by an arbitrary π+π− pair, related to

the broad resonance peak of ρ0 at the reconstruction level. The second point, as already

stated, is related to the mass e�ect in the upsilon variable used in this method which needs

to be de�ned considering those e�ects. The mass e�ect is dependent on the decay channel

and even in the 1p1n case the mass terms are negligible due to the very close mass values

between the π0 and π±, but di�ers considerably for the a1 case where the ρ0 has a mass

of mρ0 = 770 MeV while mπ± = 139 MeV and therefore the associated mass terms in the

upsilon calculation have a bigger e�ect in the construction of ϕ∗CP .

The upsilon calculation for this method, as already de�ned in [92], is:

y±a1 =
Eρ0 − Eπ±
Eρ0 + Eπ±

−
m2
a1 −m

2
π± +m2

ρ0

2m2
a1

(4.16)

Only events with three charged pions and zero neutral pions are considered (3p0n).

In particular, the events considered in the τhadhad channel is the 1p1n-3p0n while, in the

τlephad channel is l-3p0n. The corresponding φ
∗
CP are shown in �gures 4.14 and 4.15.
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Figure 4.14: φ∗CP shape distribution for 1p0n-3p0n VBF preselection high(left) and
low(right).
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Figure 4.15: φ∗CP shape distribution for l-3p0n VBF preselection high(left) and low(right).

4.2 Analysis Decay mode

As stated above, three di�erent methods are implemented to construct the observable

decay plane. Section 4.1.1 describes the IP method used for decays containing only one

charged particle, the rho method, described in section 4.1.2, extends the calculation of the

decay plane to the case where there is an additional neutral particle, while, the a1 method,

described in section 4.1.4, is used in the 3-prong decays case.

Those methods need to be combined to accommodate both τlepτhad and τhadτhad decay

channels used in the analysis. As a result, 10 di�erent di − τ decay modes are identi�ed,

four of them for the τlepτhad case, l-1p0n, l-1p1n, l-1pXn, l-3p0n, and six of them related to

the τhadτhad case, 1p0n-1p0n, 1p0n-1p1n, 1p1n-1p1n, 1p0n-1pXn, 1p1n-1pXn, 1p1n-3p0n.

They are summarised in table 4.2, where for each decay mode the ϕ∗CP construction method

used to calculate it and the relative branching fraction of the di−τ decays are shown. The

general Feynman diagram of the decay of the Higgs in two τ is given in �gure 4.16, whereas

the Feynman diagram of the leptonic l decay mode in �gure 4.17a, the 1p0n decay mode

in �gure 4.17b and the 1p1n decay mode in �gure 4.17c.
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Figure 4.16: Higgs decay in a τ+τ− couple. The τ+ decays hadronically producing a quark-
antiquark while the τ− decays leptonically producing an electron and electron-antineutrino.

a Leptonic decay of the τ . b 1pOn decay mode. c 1p1n decay mode.

Figure 4.17: Figure 4.17a shows the Feynman diagram of a τ decays into an electron, an
electron-antineutrino and a tau-antineutrino. Figure 4.17b shows the Feynman diagram
of the hadronic τ decay in a couple quark-antiquark plus a tau-antineutrino and a π+

particle (1p0n decay mode) while �gure 4.17c shows the hadronic τ decays into a π+ and
a π0 (1p1n decay mode).

Decay Channel Decay mode combination Method Fraction in all di-tau decay

τlepτhad

l-1p0n IP-IP 7.6%
l-1p1n IP-ρ 17.8%
l-1pXn IP-ρ 7.3%
l-3p0n IP-a1 6.5%

τhadτhad

1p0n-1p0n IP-IP 1.2%
1p0n-1p1n IP-ρ 5.5%
1p1n-1p1n ρ-ρ 6.4%
1p0n-1pXn IP-ρ 2.2%
1p1n-1pXn ρ-ρ 5.3%
1p1n-3p0n ρ-a1 4.7%

Table 4.2: Decay mode combinations used in the analysis with the relative fraction.
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4.3 Background estimation

In any �eld of particle physics research it is of fundamental importance to evaluate and

identify all the background processes having a contribution to the signal in order to get

valid conclusions and to produce sensible results. With this in mind, the main background

contributions to this analysis come from events where two τ particles are emitted by the Z

and γ bosons, as well as events, such as the W boson decaying to a real τ plus jets, having

as a �nal decay product a misidenti�ed QCD jet. In addition to those, a small contribution

is also given by tt̄ and di-boson decays.

The majority of the processes considered in the background are taken from the Monte Carlo

simulation such as Z → ττ + jets, W → τν + jets as well as di-boson events and tt̄, while

data-driven methods are employed when a hadronic τ comes from a mis-reconstructed jet.

Therefore, control regions are deeply linked with the background modeling, constructed to

make the best validation of the background processes.

The main background process, corresponding to Z → ττ + jets events, is modeled and es-

timated by using SHERPA simulations. Two normalisation factors are de�ned for V BF_0

and V BF_1 Z control regions (ZCR) respectively to drive the corresponding normalisa-

tion factors of the Z → ττ events obtained from data.

The second dominant source of background, comes from jets which are wrongly identi�ed

as τ leptons. They are mainly due to W+jets events, as well as QCD multijet and top pro-

duction. the estimation of this background is performed using a data driven method called

Fake-Factor method. The fake-factor, by using either data and MC simulated samples,

can estimates the contribution of fake events in distinct regions. An anti-τ region, de�ned

as the region where the τ candidate satisfy all analysis requirements with the exception of

the τ identi�cation requirement. The estimations of observables are estimated using the

events occurring within this range. Equation 4.17 is used to calculate the expected yield

of the fake events in the signal region.

(Nanti−τ
Data represent the number of events which fall in the corresponding anti-τ region,

Nanti−τ
MC,nojet is the number of non-fake events falling in the same anti-τ region of Monte

Carlo simulated samples. The di�erence between those two quantities is multiplied by a

fake-factor F , de�ned in equation 4.18.

NSR
FAKES = (Nanti−τ

Data −Nanti−τ
MC,nojet)F (4.17)

The combined fake factor in equation 4.17 is constructed from the individual fake-factor

of the most relevant processes, weighted by the relative expected fractional contribution in

the anti-τ region:

F = RQCDFQCD +RWFW +RTopFTop (4.18)
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The top production fake-factor is not expected to play a dominant role in the analysis,

mostly due to the very low level, almost 3%, of the MC prediction over the analysis, which

lead to its embedding in the W fake-factor and therefore the combined fake-factor take the

form of:

F = RQCDFQCD +RWFW (4.19)

where RQCD, corresponding to the fraction of QCD multijet events, is retrieved from data,

while the fraction of W events is RW = 1 − RQCD. The fake-factor Fi, either FQCD or

FW , are calculated separately in the control regions. In order to enrich the region with

fake events, the control regions for these background sources are de�ned by inverting the

selection criteria [98] [99]. The Fake Factor calculation is shown in �gure 4.20.

Fi =
Npass−τ,CRi
Data −Npass−τ,CRi

MC,nojets

Nanti−τ,CRi
Data −Nanti−τ,CRi

MC,nojets

(4.20)

Npass−τ,CRi
Data − Npass−τ,CRi

MC,nojets represent the di�erence between the number the number of

events passing the τ identi�cation in the data and MC samples, while the di�erence

Nanti−τ,CRi
Data − Nanti−τ,CRi

MC,nojets correspond to the number of events failing the τ identi�ca-

tion in the data ad MC.

The fake-factors are then summed up with the expected fractional contribution of that

process, Ri.

The fake-factor method has the following properties. Fake-factors related to di�erent data

periods can be combined as well as for di�erent decay channels and the fake-factor calcu-

lated in Z control region can be used in the signal regions.
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Data and Simulated

samples

This chapter will describe the data in section 5.1 and the Monte Carlo (MC) simulated

samples in section 5.2, where both data and MC samples are shared with the H → ττ

coupling analysis [92]. Moreover, in order to study the di�erent CP hypotheses, CP-even

CP-odd and CP-mixed H → ττ dedicated samples are used.

5.1 Data

The data used in this analysis correspond to the full pp Run 2 dataset. The proton-

proton collisions occur every 25 ns and the total integrated luminosity is equal to 139fb−1.

Table 5.1 shows, for each year, the integrated luminosity (
∫
Ldt) and the related Good

Run List (GRL) �les.



61 5.1 Data

Table 5.1: GRL �les used in the analysis.
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5.2 Monte Carlo simulations

To generate all the CP-hypotheses simulated samples a set of tools, each one with a speci�c

goal, are being used.

The three important steps to simulate are the Higgs production, which is carried out by the

POWHEG tool by simulating the di-τ system, the Higgs decay and hadronisation, carried

out by PYTHIA 8 and eventually the TauSpinner [100, 101, 102] tool which takes care of

the tau polarization. The shared procedure of generation of the simulated samples initially

provides the simulation of the di-τ system without the spin correlations, also known as

the unpolarized samples. Then, the TauSpinner tool, by applying event weights to the

unpolarized samples, introduces the spin correlations and creates the templates for each of

the CP-hypotheses.

The need to consider the spin e�ect in the τ -decays pushed the development of a tool

able to do it, and indeed TauSpinner can therefore add or remove the spin-e�ects in these

interactions. The way in which the tool does that, is by �rstly estimating the τ -decay

polarization by checking the τ decay kinematics stored in the MC truth block. Then,

TauSpinner provides the derivation of the event weight, which can be used to either add

or remove the spin e�ects of the process, by considering the Born-level matrix element of

the process itself.

This procedure gives the possibility to avoid the event generation for each speci�c CP

template, because the same simulated events can be used, by applying di�erent weights,

to produce di�erent CP-templates.

Table 5.2 show an overview of the signal MC generators. The simulated Higgs boson

signal samples include the principal Higgs boson production modes at LHC: Gluon Gluon

Fusion (ggF), VBF, and the two associated production processes, VH and tt̄H. Gluon-gluon

fusion is the dominant process with an expected cross-section of 48.58 pb, the second dom-

inant process is the VBF with 3.781 pb, VH with 2.2496 pb and tt̄H with 0.507 pb. They

are initially simulated, as already stated, without any τ spin correlations for each of the pro-

duction modes and subsequently weights are applied to obtain the di�erent CP hypotheses.

5.2.1 Signal generator

ggF The gluon gluon fusion accuracy is calculated at the Next-to-Next-Leading Order

(NNLO) QCD with the POWHEG NNLOPS program [103, 104, 105, 106, 107]. This pre-

cision is achieved, for arbitrary gg→H observables, by reweighting the Higgs boson rapid-

ity spectrum MiNLO [108, 109, 110], where MiNLO represent the Multiscale Improved
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Next-to-Leading Order (NLO). The Pythia8 [95] setup uses the The PDF4LHC15 NLO

Parton Distribution Function (PDF) [111] and AZNLO tune [112]. The ggF prediction

coming out from the MC sample is then normalised to the Next-to-Next-to-Next-Leading

Order (N3LO) cross-section and, in addition to that, QCD corrections plus electroweak cor-

rections at next-to-leading NLO order are also applied [113, 50, 114, 115, 116, 117, 118, 119,

120, 121, 122]. The decay branching ratios are calculated with HDECAY [123, 124, 125]

and PROPHECY4F [126, 127, 128].

Vector Boson Fusion POWHEG [105, 106, 107, 129] is the tool used to generate the

Higgs boson production via the VBF channel while non-perturbative e�ects and parton

showers are simulated with Pythia8 [95]. POWHEG brings with it a next-to-leading order

(NLO) accuracy. To take into account e�ects due to either �nite heavy-quark masses

or soft-gluon resummation it is also tuned to the next-to-next-to-leading order accur-

acy (NNLO). Similarly to the gluon-gluon fusion case, the PDF4LHC15 PDF set [111]

and the AZNLO tune [112] of Pythia8 are used. The MC prediction is then normal-

ised to an approximate-NNLO QCD cross section plus NLO electroweak corrections [56].

The decay branching ratios are calculated with HDECAY [123, 124, 125] and PROPH-

ECY4F [126, 127, 128].

VH POWHEG is the tool for the the production of the Higgs boson with the associated

vector boson, responsible for the generation of the samples while non-perturbative e�ects

and partons showers are simulated with Pythia8. The POWHEG prediction accuracy is

calculated at the next-to-leading order for the VH bosons plus one jet production. The

accuracy of the loop responsible for the gg→VH process is at leading order and it is also

simulated separately. The PDF4LHC15 PDF set and the AZNLO tune of Pythia8 are

used. The MC prediction for this process is then normalised to an NNLO QCD accuracy

plus the NLO EW corrections for the proton-proton interaction producing VH �nal state

at NLO, while, for the gg→VH process [130, 131, 132, 133, 134, 59, 135] the QCD accuracy

is calculated at the next-to-leading-logarithm. The decay branching ratios are calculated

with HDECAY and PROPHECY4F.

tt̄H tt̄H events are simulated using the PowhegBox v2 generator [105, 106, 107, 136, 137]

with a next-to-leading order accuracy plus the NNPDF3.0nlo [138] PDF set. Events are

then interfaced to Pythia8 using the A14 tune [139] and the NNPDF2.3lo [138] PDF set.

EvtGen v1.6.0 is used to perform the bottom and charm decays.



64 5.2 Monte Carlo simulations

Process Generator PDF set Tune Order
ME PS ME PS

H→ ττ/WW

ggH Powheg Pythia8 PDF4LHC15 CTEQ6L1 AZNLO NNLO + NNLL
VBF Powheg Pythia8 PDF4LHC15 CTEQ6L1 AZNLO (N)NLO
VH Powheg Pythia8 PDF4LHC15 CTEQ6L1 AZNLO NNLO
tt̄H Powheg Pythia8 NNPDF30 A14 NLO

Table 5.2: Overview of the data generators used for the main signal samples.
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5.2.2 Background generator

V+jets Sherpa v2.2.1 [140] is the generator used to simulate the V+jets process. Di�erent

accuracy is used according to how many partons are involved in the process. The NLO

Matrix Element (ME) is the accuracy used for up to two partons, while, when considering

more partons in the process, Leading Order (LO) matrix elements accuracy is used. Both

of them are calculated using Comix [141] and OpenLoops 1 [142, 143, 144] libraries. Both

cases are then matched with SHERPA parton showers [145] using either MEPS@NLO [146,

147, 148, 149] prescription or the set of tuned parameters suggested by the SHERPA team.

The set of PDF used in this channel is NNPDF3.0nnlo [150] and the samples are normalised

to a NNLO order prediction [151].

Electroweak production Final states involve either lljj, lνjj or ννjj, where l is a

lepton, ν a neutrino and j is an hadron, are generated with Sherpa v2.2.1. The accur-

acy for this process is at leading order matrix elements with up to two additional parton

emissions. Following the MEPS@LO prescription [147], the matrix elements are merged

with SHERPA parton showers using the set of default tuned parameters suggested by the

SHERPA authors. The NNPDF3.0nnlo set of PDF is used. In order to avoid the overlap

with the semi-leptonic diboson topologies, VBF approximation is applied to the simulated

samples.

tt tt samples are simulated using PowhegBox v2 [152] generator with an NLO accuracy

using the NNPDF3.0NLO PDF set with the hdamp parameter set to 1.5 mtop [153], where

hdamp is a resummation damping factor and one of the parameters that controls the match-

ing of POWHEG matrix elements to the parton shower and mtop is the quark top mass.

To simulate the parton shower, hadronisation and underlying event, Pythia8.230 [154] gen-

erator is used with parameter set to A14 tune [139] plus the NNPDF2.3lo PDF set [155].

EvtGen v1.6.0 [156] is utilised for bottom and charm decays.

Single-top s-channel PowhegBox v2 is the generator responsible for the single-top

s-channel production with an NLO QCD accuracy using the NNPDF3.0nlo parton distri-

bution function set. Pythia8.230 with the A14 tune and the NNPDF2.3lo PDF set is then

used to interface the events.

Single-top t-channel Similarly to the single-top s-channel, PowhegBox v2 [157] is

the generator of this channel with a NLO accuracy in the four-�avour, rather than �ve-

�avour, scheme with NNPDF3.0nlo PDF set. Again Pythia8.230 with the A14 tune and
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the NNPDF2.3lo PDF set is then used to interface the events.

tW The process involving the associated production of a top quark with W bosons (tW)

is simulated using the PowhegBox v2 [158] generator with next-to-leading order accuracy

in QCD using the �ve-�avour scheme at the NNPDF3.0nlo parton distribution function

set. In order to remove any interference or overlap with the tt̄ production, the diagram

removal scheme is used [159]. Pythia8.230 with the A14 tune and the NNPDF2.3lo PDF

set is then used to interface the events.

diboson Sherpa v2.2.1 is the generator, depending on the speci�c process, responsible

for the simulation of processes involving samples of dibosons �nal states (VV), including

o�-shell e�ects and Higgs-boson contributions, when needed. Either fully leptonic �nal

states, where both bosons decay leptonically, or semileptonic �nal states, where one of the

two bosons decays hadronically, are generated using matrix elements at NLO order QCD

accuracy when only one additional parton emission is involved and at leading order ac-

curacy when three additional parton emissions are involved. The matrix element accuracy

of the loop-induced processes gg→VV, for both semileptonic and fully leptonic case, is

calculated at leading order for at maximum one parton additional emission.

The matrix elements are then matched and merged with the SHERPA parton shower

based on Catani-Seymour dipole factorisation [160, 161] using the MEPS@NLO prescrip-

tion. The OpenLoops 1 library is then used to calculate the virtual QCD corrections. The

NNPDF3.0nnlo set of PDF is used plus a set of tuned parton-shower parameters developed

by the SHERPA authors.

Finally, to consider also the pile-up corrections, Pythia8, with the NNPDF2.3lo set of

PDF and the A3 tune [162], is used to model the e�ect of multiple interactions in the same

and neighbouring bunch crossing on top of the original hard-scatter event.

Table 5.3 shows an overview of the background MC generators.

Process Generator PDF set Tune Order
ME PS ME PS

Background

V+jets SHERPA 2.2.1 NNPDF30 SHERPA NNLO
tt̄ Powheg Pythia8 NNPDF2.3 A14 NLO
single top Powheg Pythia8 NNPDF2.3 A14 NLO
di-boson SHERPA 2.2.1 NNPDF30 SHERPA NNLO

Table 5.3: Overview of the MC generators used for the main background samples.
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Event selection

The events are selected following a recipe that includes three main steps. In the �rst one,

events are classi�ed by looking at the proper decay channel they belong to and for each

channel the associated trigger requirements are applied. The aim of the second step is

to de�ne the signal regions, and to do so events are categorised to extract the ones that

contain Higgs events, identify the production modes and all possible topologies. Lastly,

to optimise the observable's sensitivity, Higgs's events are divided by hadronic tau decay

mode and by kinematic regions.

This analysis shares the same data and Monte Carlo (MC) simulated samples with the

H → ττ coupling analysis. In addition, this analysis uses dedicated signal H → ττ

samples with di�erent CP hypotheses. The trigger requirements are kept identical to the

previous full Run 2 H → ττ coupling analysis [92], and in turn the lep-had and had-had

baseline preselection is kept similar to the 36fb−1 Run-2 data H → ττ coupling analysis

[99].

6.1 Trigger selection

According to the channel di�erent triggers are used. In particular, the di-hadronic τ triggers

are used for the τhadτhad channel, while the single lepton triggers are used for τlepτhad.

Table 6.1 shows the lowest unprescaled triggers while table 6.2 shows the pt thresholds

requirements for the trigger to match the leptonic candidates in the used datasets, 2015-

2018. In addition, for the di-hadronic case, the individual single τ 's trigger objects are

used to match the two τhad−vis, see chapter 3, candidates to the relative legs of the di-τ

object.

An additional level-1 calorimeter trigger jet with pt higher than 25 GeV and η lower

than 3.2 is taken into account in the trigger used in the dataset 2016-2018 to mitigate the

increasing of instantaneous luminosity. In addition to that, the leading jet is required to be
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located within R ≤ 4, see section 3.2.4 for the R de�nition, with the jet Region of Interest

(ROI), that satis�es the jet part of the trigger criteria. The two motivations for that are

to guarantee a consistent kinematics selection in the 2015 and 2016-2018 dataset and to

avoid possible biases due to the turn-on e�ects of the trigger's jet part.

Trigger Data period HLT Chain name (in the menu)

Single electron
2015 e24_lhmedium_L1EM20VH, e60_lhmedium or e120_lhloose

2016-2018 e26_lhtight_nod0_ivarloose, e60_lhmedium_nod0 or e140_lhloose_nod0

Single muon
2015 mu20_iloose_L1MU15 or mu50

2016-2018 mu26_ivarmedium or mu50

Ditau

2015 tau35_medium1_tracktwo_tau25_medium1_tracktwo_L1TAU20IM_2TAU12IM
2016 tau35_medium1_tracktwo_tau25_medium1_tracktwo
2017 tau35_medium1_tracktwo_tau25_medium1_tracktwo_03dR30_L1DR_TAU20ITAU12I_J25
2018 tau35_medium1_tracktwoEF_tau25_medium1_tracktwoEF_03dR30_L1DR_TAU20ITAU12I_J25

Table 6.1: Trigger items used in this analysis. The single lepton triggers are used in τlepτhad

channel. The di-hadronic τ trigger is used in the τhadτhad channel.

Trigger chain Data period HLT pTthreshold O�ine pTthreshold

Single electron
2015 pT(e)> 24GeV pT(e)> 25GeV

2016-2018 pT(e)> 26GeV pT(e)> 27GeV

Single muon
2015 pT(µ)> 20GeV pT(µ)> 21GeV

2016-2018 pT(µ)> 26GeV pT(µ)> 27.3GeV

Ditau 2015-2018
pT(leading τhad−vis)> 35GeV pT(leading τhad−vis)> 40GeV

pT(subleading τhad−vis)> 25GeV pT(subleading τhad−vis)> 30GeV

Table 6.2: The pT thresholds applied at trigger and o�ine stage for the selected electrons,
muons and τhad−vis.

6.2 Preselection

On top of the trigger requirements, speci�c sets of preselection cuts are applied for both

τlepτhad and τhadτhad channel, summarised in table 6.3 and 6.4.

Speci�cally, the τlepτhad channel is �rstly required to have a single reconstructed τhad−vis

lepton and a single reconstructed lighter lepton such as an electron or muon, and, in

addition, both τ candidates must have opposite charges with an absolute value equal to

1, with the condition that the τhad has to pass the τ jets medium identi�cation criterion.

A transverse momentum higher than 40GeV is required for the leading jet of the event

as a consequence of the level 1 calorimeter trigger being in use since 2016 data-taking

[163]. Additional conditions, due to trigger requirements, are applied on both τ transverse

momentum such as a thresholds of 21 GeV for the single electron trigger chain and 27.3

GeV for the single muon trigger chain, while a 30 GeV pT cut is applied in the di-τ trigger

chain. In the semileptonic τlepτhad channel a set of additional cuts are applied, such as

a ∆R cut (de�ned as the angular distance between the τ candidates), a pseudorapidity
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cut between both candidates ∆η to reject non-resonant events, a number of track cuts to

identify the number of prongs and therefore classify the events, a transverse missing energy

EmissT > 20 GeV cut and, �nally, a transverse mass cut on the lepton to reject W + jets

processes.

Table 6.3: Summary of event selection requirements in the τlepτhad channel.

The full hadronic �nal state τhadτhad is characterized by two τhad−vis reconstructed ob-

jects. Compared to the semi leptonic channel, the event preselection uses a slightly higher

leading jet transverse momentum corresponding to a threshold of 70 GeV. Similarly to the

τlepτhad case, additional level-1 calorimeter trigger is applied by including a |η| cut lower

than 3.2 [163]. The main preselection requirement is to have exactly two di�erent τhad−vis

candidates, both associated to the same primary vertex, with two additional criteria cor-
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responding to, an opposite charge and an absolute value equal to one. On top of charge

criteria, to pass the preselection, both τs have to pass the medium identi�cation criteria

for rejection against non-τ jets. To safely reject uninteresting leptons such as electrons and

muons, a corresponding veto is applied. The two τs have to satisfy a cut on the angular

distance ∆R between them corresponding to 0.6 < ∆R < 2.5, a relative pseudorapidity

∆η lower than 1.5 and also an odd number of tracks to di�erentiate between 1-prong case

and 3-prong case. cuts on transverse momentum, 40 GeV for the leading τ and 30 GeV for

the sub-leading τ , and missing energy, ETmiss higher than 20GeV, are applied to improve

the invariant mass estimation.

Table 6.4: Summary of event selection requirements in the τhadτhad channel.
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6.3 Signal regions

Once both τs pass the preselection criteria, signal regions can be constructed by the invari-

ant mass of the system. The algorithm which is responsible to calculate it is the Missing

Mass Calculator mMMC
ττ , an advanced likelihood-based algorithm [164]. The signal region,

and thus the Higgs boson candidate, is therefore located in the following window 110 GeV

< mMMC
ττ < 150 GeV by using the four-vectors of the visible τ decay products and the

missing transverse energy EmissT . The �rst de�nition of the mMMC
ττ , de�ned as the di-τ

invariant mass, appears in the Run-2 data H→ ττ coupling cross section measurements

[99].

Event categorisation regions

For the purpose of this analysis the events falling in the MMC mass range are afterwards

categorised in two production modes, vector boson fusion (VBF) and gluon gluon fusion

(ggF), where the event has to pass a set of cuts to be classi�ed as VBF, while if it fails to

pass those requirements is classi�ed as ggF.

To be classi�ed as VBF event, it has to �rstly contain a minimum number of two jets

with a corresponding threshold of 70 GeV for the �rst one and 30 GeV for the second

jet, with a relative pseudorapidity higher than 3.0 (|∆ηjj |) and an invariant mass higher

than 400GeV. On top of that, the two reconstructed candidate τs must lie between the two

pseudorapidity leading jets. The VBF signal region is further split in two categories, named

V BF_0 and V BF_1, constructed from the output of the VBF BDT, see table 6.3 and

table 6.4. The reason behind this choice is to enhance the vector boson fusion production

mode over the ggF production mode and the main background known as Z→ ττ + jets.

That further split is based on the Multivariate analysis (MVA)-BDT discriminant output

coming from the VBF tagger [111]. In order to either get enough event yields in each

category or having higher signal signi�cance, de�ned according to the probability that

such an observation is due to statistical �uctuation of background events, to have a better

observable binning and therefore a more stable �t, the BDT cut point, that needs to be

optimised, is chosen at BDT=0.1 [92].

As previously said, if the events fail to to satisfy the VBF selection conditions they

are categorised in the boost region. The major requirement is related to the Higgs Boson

candidate, in particular to its transverse momentum (pt(H)) that has to be larger than 100

GeV; The Higgs transverse momentum is computed from the transverse momenta of all

the visible decay products of both τ -leptons plus the missing transverse momentum. The

boost region is in turn split in boost tight and boost loose, where the boost tight includes

events with a ∆R ≤ 1.5 and pt(H) > 140 GeV while the boost loose events with ∆R >
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1.5 and pt(H) < 140 GeV.

6.3.1 Decay mode and signal optimisation regions

A further split of production categories, VBF and ggF, is performed by selecting the tau

decay modes. In particular, only the 1-prong case is considered in the τlepτhad channel plus

the combination of the corresponding di-tau decay modes such as l-1p0n, l-1p1n, l-1pXn,

while 1-prong and 3-prong cases are taken into account in the full hadronic channel τhadτhad

plus di-tau system decay mode combinations such as 1p0n-1p0n, 1p0n-1p1n, 1p1n-1p1n,

1p0n-1pXn, 1p1n-1pXn and 1p1n-3p0n.

An additional splitting in high and low, de�ned in table 6.3 and table 6.4, performed

to get the highest maximum ∆NLL value in the stat-only �t for the observable φτ , is

computed by using kinematic observables correlated with the φ∗CP amplitude. In sec-

tion 10.1 are shown the φ∗CP distributions, in high and low optimisation regions, calculated

at preselection level, related to the 0◦/90◦ and 40◦/140◦ templates.

The analysis aim is to perform a shape-only measurement and therefore checking the dis-

tortion of the φ∗CP shape at various level gives more insight than calculating the e�ciency.

Given that the φ∗CP shape of the CP-even/odd signal and Z → ττ background are well de-

termined at generator level. Z control region φ∗CP distributions, shown in section 10.2, give

an hint on the distortion of the φ∗CP shape per decay mode combination in the preselection

level. The φ∗CP distribution are then produced for the Signal Region (SR) and for the Z

control region in section 10.3.

6.3.2 Fit Signal Regions

An important aspect to take into account while performing the �t with a huge number of

signal regions, of which there are 48 in the τhadτhad channel and 24 in the τlepτhad channel,

is to avoid statistical �uctuations that could come up in many of the background templates

of low statistics regions. Those issues are overcome during the �t by merging together all

the high sensitivity regions in a single high region and similarly all the low sensitivity

regions in a common low region. Merging the regions per sensitivity, corresponding to a

total number of 16 signal regions, 8 related to the τlepτhad channel and 8 to the τhadτhad

channel, could potentially minimize the �t instability and allow the use of a �ner binned

φ∗CP distribution with a higher sensitivity.
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6.4 Control regions for Zττ and multijet background

The Z control region for this analysis is de�ned as the Z→ ττ region that corresponds to

the di-tau system mass range between 60 GeV and 110 GeV. The mass of the binary system

is, similarly to the Higgs to ττ case, calculated by the missing mass calculator algorithm.

The Z Control Region (ZCR) is divided in ZCR_0 and ZCR_1 but each event can fall

randomly in any of the two regions according to a randomly assigned number, between 0

and 1. This trick is helpful because ZCR_0 is used to get the Z→ ττ normalisation while

ZCR_1 for estimating the φ∗CP shape uncertainty in the principal background events.
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7

Systematic

Uncertainties

The systematic uncertainties play an important role in the �t results and, for this reason,

they have to be taken into account with a proper evaluation. This section will give an

overview over all the systematic uncertainties by strictly following the combined perform-

ance group guidelines, with an additional focus on the RNN shape systematics and the

role played by the di�erent smoothing options applied in the �t step.

The major sources of uncertainties are deeply connected with all of the physics objects we

have to reconstruct to e�ciently calculate and �t the φ∗CP ; they are listed in experimental

uncertainties chapter 7.1. In addition to that the other big sources such as luminosity,

Pile-UP reweighting and Fake Backgrounds have to be studied. All the uncertainties are

considered in the region ±1σ.

The experimental uncertainties are shown in section 7.1 while the theoretical uncer-

tainties and the analysis-speci�c uncertainties are respectively shown in section 7.2 and

section 7.3.

Dedicated studies are then performed to measure the RNN shape uncertainties in section

7.5, but also to calculate the Beam Spot (BS) constraint of the primary vertex in section 7.6

as well as the impact of di�erent smoothing options in the �nal �t results in section 7.7.
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7.1 Experimental Uncertainties

An important source of the systematic uncertainties is represented by the experimental

uncertainties. Within this source are considered uncertainties related to the limited ac-

curacy of the measuring apparatus but also from the limitation and simpli�cations of the

experimental procedure.

Overall, MET and JET uncertainties will be discussed in detail due to their higher im-

pact in the �nal �t of this analysis. Jet uncertainties are discussed in section 7.1.1, MET

uncertainties in section 7.1.2, lepton uncertainties in section 7.1.3 and the luminosity un-

certainties in section 7.1.4.

7.1.1 Jet uncertainties

The jet energy scale (JES) and resolution (JER) are determined in a multi step process,

as shown in �gure 7.1, starting with Monte Carlo simulations and comparing them to

several measurements in data at various energy ranges, resulting in about 80 correlated

uncertainties that are cooked down to some 40 nuisance parameters, designed to maintain

correlations important for analyses [9]. In almost every calibration stage the full four-

momentum is corrected, thereby adjusting the jet pT , energy and scale.

Figure 7.1: Calibration stages for EM-scale jets. Other than the origin correction, each
stage of the calibration is applied to the four-momentum of the jet [9].

The origin correction recalculate the jet direction to point to the hard-scatter primary

vertex in order to improve the η resolution of jets.

Reconstructed jets associated to a hard scatter vertex are corrected with a pile-up en-

ergy density derived per area in η and φ and as a function of pT and number of primary

vertices NPV . Four systematic uncertainties are related to the NPV (in-time pile-up),

the instantaneous luminosity µ (out-of time pile-up), the per-event median energy dens-

ity ρ, and the pT dependence of the residual pile-up correction derived from comparing

reconstructed jets and truth jets [9].
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In the next step the reconstructed jet 4-momentum is corrected to particle level energy

scale, providing a directional correction in η and setting an absolute energy scale. This

correction mainly accounts for hardware imperfections and transitions in granularity.

While previous steps focused on dependencies in η, the following Global Sequential

Calibration (GSC) corrects for di�erences in the longitudinal shower development. In this

step di�erences between quark and gluon initiated jets, particle composition and energy

distribution within a jet, are calibrated. Apart from variables measuring the longitudinal

shower development, tracks are used as well in this step. The 2011 calibration procedure,

described in Ref. [165], identi�es �ve observables, listed in Ref. [9], that enhance the

resolution of the JES.

As a �nal step in-situ calibrations using various physics processes are used to correct for

remaining data and MC di�erences. Di-jet events, Z/γ+jet events and Multi-jet Balance

(MJB) events cover a wide energy range from about 30GeV to 1.2TeV and the forward

region up to |η| < 4.5.

67 variables modelling the systematic uncertainty are coming from the Z+jet and MJB

in-situ calibration. Three uncertainties each are due to η inter calibration, jet �avour

and composition, and GSC response, resulting in a total of 80 uncertainties. Typical

uncertainties range from 4.5% at low pT to 1% at 200GeV. An eigen-decomposition results

in a set of 19 nuisance parameters describing jet energy uncertainties, which is used in this

analysis.

7.1.2 Missing transverse energy uncertainties

The techniques used to estimate the MET uncertainties are described in [10] and include

the sources listed in table 7.1. Every reconstructed physics objects undergoes a speci�c

calibration process, which converts the detector signals into a completely corrected four-

momentum measurement. In each event, the hard component of the missing transverse

energy Missing Transverse Energy (EmissT ) is calculated based on the selected muons, elec-

trons, photons, hadronically decaying tau, and jets. On the other hand, the soft component

poses a necessary but challenging aspect of EmissT reconstruction. It comprises all the de-

tector signals that do not correspond to the previously de�ned reconstructed objects. This

component can include contributions from the hard scattering process, as well as pile-up.

This analysis uses the uncertainty on the soft term. To calculate the uncertainty three

quantities illustrated in �gure 7.2 are calculated:

The parallel scale(∆L) the mean value of the parallel projection of psoftT along phardT .

The parallel resolution (σ‖) the root-mean-square of psoft‖ .
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The transverse resolution (σ⊥) The root-mean-square of the perpendicular compon-

ent of psoftT with respect to phardT de�ned as psoft⊥ .

Figure 7.2: Illustration of the track-based soft term projections with regard to phardT for
the systematic uncertainty calculation, ref. [10].

The results, presented in Ref. [10], show a pT dependent systematic uncertainty between

1.8 and 5 GeV for a 0 < pT < 100.

MET Resolution MET-SoftTrk-ResoPara, MET-SoftTrk-ResoPerp

MET Soft track energy scale MET-SoftTrk-Scale

Table 7.1: MET uncertainties list.

7.1.3 Lepton uncertainties

Systematic uncertainties a�ect the reconstruction of leptons, such as e, µ, τ . Systematic

uncertainties belonging to τ particles are well studied in detail. With the introduction of

the full leptonic channel in the �t stage, in addition to the hadronic one, the reconstruction

of muons and electrons needs to be more precise.

Those uncertainties take into account di�erent source of errors, in particular energy resol-

ution, energy scale, uncertainties in the reconstruction and identi�cation of the object as

well as trigger related uncertainties.

The τ uncertainties used in this thesis are the 2019-summer set. They include similar

sources to both electron and muon uncertainties, with additional sources on the eVeto on

fake τhad−vis. Section 11.1 provides a list of the systematic uncertainties employed in this

analysis for every lepton.

7.1.4 Luminosity uncertainties

Luminosity uncertainties have to be calculated for the HIGGS signal and the simulated

background not constrained in by Control Region (CR) in data. The value measured by

the LUCID-2 [166] detector for 2015-1028 is 1.7% [167].
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7.2 Theoretical Uncertainties

Most of the theoretical uncertainties, belonging to the signal H → ττ and to the main

background Z → ττ , are inherited from the full Run-2 H → ττ analysis, as described

in [92].

When considering the uncertainties described in table 7.2, which are estimated before

pruning procedure, only the shape and migration components are taken into account as

the �nal absolute normalization values are determines during the �t.

Regarding background processes, the choice to consider only the theoretical uncertainties

of Z → ττ+jets and Z →ll+jets samples is justi�ed from the fact that theory uncertainties

belonging to other background processes are expected to be irrelevant.

Therefore, the main source of theory uncertainties signal prediction are:

QCD scale uncertainties High perturbative orders missing in the calculation.

QCD scale uncertainties Non perturbative orders of the calculation.

Experimental input parameters An example is the PDFs as well as the αS .

While, the main sources of uncertainties taken into account for both Z → ττ+jets and

Z →ll+jets samples are:

PDF central value evaluated considering the standard deviation of the 100 NNPDF

replicas event weights of NNPDF3.0nnlo PDF set used in Sherpa.

renormalization and factorization scales evaluated using Sherpa.

ckkw jet-to-parton matching uncertainty, evaluated using truth-level parameterisation as

a function of jet multiplicity and pT (Z).

qsf resummation scale uncertainty, evaluated using truth-level parameterisation as a func-

tion of jet multiplicity and pT (Z).

αs evaluated using event-weights provided by Sherpa.

PDF alternative value evaluated comparing predictions from NNPDF3.0nnlo PDF set

(nominal) with MMHT2014nnlo68cl PDF set [168].

Moreover, the analysis makes use of di�erent normalisation factors for each production

cross section such as ggH, VBF and VH and therefore the respective theoretical uncertain-

ties are not expected to impact the �t result.
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A comparison between the nominal event generator and alternative event generators is

performed to estimate the MC modelling uncertainties.

Nuisance Parameter (NP) name and description

Higgs− > ττ

theory_sig_qcd_[0 − 8]_ggH

LHCHXSWG scheme for perturbative uncertainties on ggH

theory_V BFH_mur_muf_envelope

Renormalisation and factorisation scales µR/muF acceptance uncertainty for VBFH

theory_V H_mur_muf_envelope

Renormalisation and factorisation scales µR/µF acceptance uncertainty for VH

theory_ttH_mur_muf_envelope

Renormalisation and factorisation scales µR/µF acceptance uncertainty for ttH

theory_sig_AlphaS

αS acceptance uncertainty for the signal

theory_sig_pdf_[0 − 29]

PDF acceptance uncertainties for the signal (PDF4LHC)

Higgs− > ττ

theory_z_AlphaS

αS acceptance uncertainty, evaluated using event-weights provided by Sherpa

theory_z_alt_pdf_envelope

Comparison of predictions from alternative PDF sets

theory_z_pdf_envelope

Standard deviation of the 100 NNPDF replicas event weights of NNPDF3.0nnlo PDF set in Sherpa

theory_z_mur_muf_envelope

Renormalisation and factorisation scales µR/µF uncertainty, evaluated using event-weights provided by Sherpa

theory_z_ckkw

Jet-to-parton matching uncertainty, evaluated using truth-level parameterisation as a function of jet multiplicity and pv (Z)

theory_z_qsfy

Resummation scale uncertainty, evaluated using truth-level parameterisation as a function of jet multiplicity and pv(Z)

theory_z_CT14_pdfset

Comparison of predictions from NNPDF3.0nnlo PDF set (nominal) with CT14nnlo PDF set

theory_z_MMHT_pdfset

Comparison of predictions from NNPDF3.0nnlo PDF set (nominal) with MMHT2014nnlo68cl PDF set

Table 7.2: Theoretical uncertainties.
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7.3 Analysis-speci�c uncertainties

The whole set of systematic uncertainties used in this analysis included the uncertainties

described so far which are mostly in common whit the Full Run-2 H → ττ cross-section

analysis plus a set of speci�c systematic uncertainties, speci�cally developed for this ana-

lysis, that are directly linked to the main observable ϕ∗CP , such as the track uncertainties

on the �nal state reconstructed objects, uncertainties on the angular resolution of the re-

constructed π0 and theoretical uncertainty on the ϕ∗CP shape needed to consider the e�ect

of the TauSpinner reweighting, as well as the decay mode classi�cation of the di-τ system.

Most systematics are shape systematics, meaning that the ±1σ systematics found by the

Combined Performance ATLAS groups result in a shape variation in ϕ∗CP with a ±1σ en-

velope. This envelope is propagated into the �nal �t with a nuisance parameter as variable

scale factor. The impact of the most important systematics is shown in �gures 8.13, while

in the following table 8.4 the names of the nuisance parameters and their relation to the

systematic uncertainty are listed.

Tau decay mode classi�cation uncertainties

The uncertainties developed to account for the di�erent decay mode classi�cations are

based on the Run-1 strategy [4] where the relative decay mode classi�cation e�ciencies

are calculated using data to extract the scale factors as well as the uncertainties built to

match the MC distribution with data. Scale factors are obtained, for each decay mode and

for all the tau ID working point to take into account the whole set of scenarios, but also

to account for the migration of nearby decay modes, see table 7.3.

Systematic uncertainties Unc. (%)
TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P0N_RECO_1P0N_TOTAL 5.8

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P1N_RECO_1P0N_TOTAL 19.5

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P1N_RECO_1P1N_TOTAL 11.2

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P1N_RECO_1PXN_TOTAL 8.1

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1PXN_RECO_1P1N_TOTAL 1.9

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1PXN_RECO_1PXN_TOTAL 8.3

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_3P0N_RECO_3P0N_TOTAL 8.4

TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_3PXN_RECO_3P0N_TOTAL 1.9

Table 7.3: Tau decay mode classi�cation uncertainties.
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ϕ∗CP systematic uncertainties

This analysis makes use of the track uncertainties, see table 7.4, generated during the

smearing process of all reconstructed objects in both semi-leptonic and full hadronic chan-

nels, and they are estimated following the Tracking Combined Performance (CP) ATLAS

group recommendation [169]. Those systematics are applied to consider the di�erence

between data and MC.

Moreover, a set of uncertainties in table 7.5 accounting for the reconstructed π0 angular

resolutions and energy scale are considered in the �t.

Eventually, the TauSpinner reweighting process produces another source of uncertainty

(PHISTAR-THEORY-SHAPE).

TRK_BIASD0_WM
TRK_BIAS_Z0_WM
TRK_BIAS_QOVERP_SAGITTA_WM
TRK_RES_D0_DEAD
TRK_RES_D0_MEAS
TRK_RES_Z0_DEAD
TRK_RES_Z0_MEAS

Table 7.4: ϕ∗ Track uncertainties.

TAUS_PI0_RECALC_PHI_STAR_ETA_SMEAR
TAUS_PI0_RECALC_PHI_STAR_PHI_SMEAR
TAUS_PI0_RECALC_PHI_STAR_ENERGY_SCALE

Table 7.5: π reconstruction uncertainties.

τlepτhad - Fake Systematic Uncertainties.

The sources of systematic uncertainties considered in this analysis, arising from the back-

ground estimate using the Fake-Factor method, are:

1. The uncertainty on FQCD and on FW due to low statistics.

2. The uncertainty on the RQCD estimation with contribution from di�erent sources.

3. MC subtraction term uncertainty.

In closure test the same fake estimation method is applied in same sign region, and take

the discrepancy between Data and prediction as closure uncertainty.
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τhadτhad - Fake Systematic Uncertainties.

Four di�erent sources of uncertainties are considered for the fake τhadτhad data-driven

method.

1. Statistical uncertainty on the W+jets fake-factor.

2. MC subtraction uncertainty in the fake-factor calculation.

3. Uncertainty on the limitation of the fake-factor parametrization.

4. Uncertainty on the closure of the fake estimation performed with the fake-factor

derived in the τhadτhad high-∆η region.

7.4 Data-driven fake estimation uncertainties

Another source of uncertainties is introduced in the �t to treat the fake τ estimations and

its contribution can be split in the semi-leptonic and fully hadronic contribution.

The uncertainty sources considered for the τlepτhad include the statistical uncertainties

on the fake-factor measurement, statistical uncertainty on the extrapolation of the ratio

of QCD contributions in di�erent signal and control regions (RQCD) and the relative

Isolation Factor used for the same derivations, uncertainties on MC-subtraction for fake-

factor measurements as well as Isolation Factors and RQCD derivations, and eventually

closure uncertainties extrapolated from the same-sign region.

Table 7.6 7.7 summarize the uncertainties on fake estimation for both τlepτhad and τhadτhad

channels, where the uncertainties are shown in percent di�erence compared to the nominal

fake estimation.
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Boost VBF

`-1p0n `-1p1n `-1pXn `-3p0n `-1p0n `-1p1n `-1pXn `-3p0n

lh fake closure 1p0n 10.8 100.2
lh fake closure 1p1n -4.4 -27.0
lh fake closure 1pXn 16.6 1.9
lh fake closure 3p0n 13.3 -15.8

lh fake FF QCD 1p0n stat 1.5 2.3
lh fake FF QCD 1p1n stat 1.1 2.9
lh fake FF QCD 1pXn stat 1.8 3.1
lh fake FF QCD 3p0n stat 2.4 4.1

lh fake FF W 1p0n stat 10.7 21.6
lh fake FF W 1p1n stat 7.5 19.4
lh fake FF W 1pXn stat 12.4 26.0
lh fake FF W 3p0n stat 13.9 26.5

lh fake mcsubstr 1p0n -11.0 -9.3
lh fake mcsubstr 1p1n -11.9 -16.2
lh fake mcsubstr 1pXn -9.8 -7.3
lh fake mcsubstr 3p0n -10.3 -8.6

lh fake RQCD 1p0n stat 0.3 -0.2
lh fake RQCD 1p1n stat 0.1 0.8
lh fake RQCD 1pXn stat -0.1 -0.5
lh fake RQCD 3p0n stat 0.0 -0.1

Total (systematic) 19 15 23 22 103 37 27 32

Statistical 1.1 0.6 0.8 0.5 3.2 1.5 2.3 1.6

Table 7.6: Systematic uncertainties in the fake-factor method used for the τlepτhad channel
by decay mode regions in the Boost and VBF SRs (where the fake estimation is derived
in each decay mode region and separately in Boost or VBF regions). The uncertainties
are presented in percent di�erence of the varied and nominal values of the fake estimation.
The total systematic uncertainty is calculated assuming all components are uncorrelated.
The statistical uncertainty of the fake yield is also shown in the last row for comparison.
(The size of the Isolation Factor systematics in the τlepτhad channel are not present in the
table but their sizes are expected to be very small [6].)
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1p0n-1p0n 1p0n-1p1n/1p1n-1p0n 1p1n-1p1n 1p0n-1pXn/1pXn-1p0n 1p1n-1pXn/1pXn-1p1n 1p1n-3p0n/3p0n-1p1n

hh fake � composition -18.2 -17.4 -13.6 -9.7 -9.3 -10.6

hh fake � param -0.9 -0.9 -0.9 -0.9 -0.9 -0.9

hh fake � stat 1p0n lnm -11.2 -5.5 -4.7

hh fake � stat 1p0n nm 12.0 6.2 5.5

hh fake � stat 1p1n lnm -4.4 -7.5 -4.0 -4.0

hh fake � stat 1p1n nm 3.8 8.2 4.0 4.0

hh fake � stat 1pXn lnm -6.1 -5.5

hh fake � stat 1pXn nm 5.7 5.9

hh fake � stat 3p0n lnm -9.7

hh fake � stat 3p0n nm 9.2

hh fake � mcsubstr 1p0n nm -8.8 -4.6 -4.1

hh fake � mcsubstr 1p0n lnm 6.3 3.1 2.7

hh fake � mcsubstr 1p1n nm -5.1 -11.0 -5.3 -5.4

hh fake � mcsubstr 1p1n lnm 4.2 7.1 3.7 3.8

hh fake � mcsubstr 1pXn nm -3.9 -4.0

hh fake � mcsubstr 1pXn lnm 3.1 2.8

hh fake � mcsubstr 3p0n nm -6.1

hh fake � mcsubstr 3p0n lnm 5.0

Total (systematic) 27 22 22 16 16 21

Statistical 32 13 1.3 2.5 1.3 1.7

Table 7.7: Systematic uncertainties in the fake-factor method used for the τhadτhad channel
by regions of decay mode combination. The fake factors used in the τhadτhad channel are
derived from the ones from the τlepτhad channel. The uncertainties are presented in percent
di�erence of the varied and nominal values of the fake estimation. The total systematic
uncertainty is calculated assuming all components uncorrelated. The statistical uncertainty
of the fake yield is also shown in the last row for comparison [6].
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7.5 RNN shape uncertainties

The e�ects of tau identi�cation on the φ∗ shape were studied in detail for this analysis.

The tau identi�cation procedure is based on an RNN classi�er [89], employing information

from the reconstructed charged-particle tracks and the clusters of energy in the calorimeter,

associated to the τhad-vis candidates.

The dependence of the φ∗ shape on the RNN score can be estimated using Z → ττ

events. Systematic uncertainties baseD on the di�erences between data and MC can be

extracted comparing data-driven and ZMC → ττ φ∗ shape in ZCR region. To check that

the MC predictions in the SR and the ZCR are compatible, the ratio of φ∗ distributions in

ZMC → ττ events in the ZCR region and ZMC → ττ events in the SR is also constructed.

The Z control region is divided into Boost tight, Boost loose and VBF regions, where

each of them is sub-divided into High and Low. All channels from the extended scenario

of signal regions were added together for the purposes of this analysis. Based on the RNN

scores of the two taus, each region is split into 4 di�erent RNN bins using the criteria

shown in Table 7.8.

τ0 τ1
RNN bin 11 nTrks±= 1 & 0.25 <RNNs <0.65 nTrks±= 1 & 0.25 <RNNs <0.65

nTrks±= 3 & 0.4 <RNNs <0.7 nTrks±= 3 & 0.4 <RNNs <0.7

RNN bin 12 nTrks±= 1 & 0.25 <RNNs <0.65 nTrks±= 1 & RNNs >0.65
nTrks±= 3 & 0.4 <RNNs <0.7 nTrks±= 3 & RNNs >0.7

RNN bin 21 nTrks±= 1 & RNNs >0.65 nTrks±= 1 & 0.25 <RNNs <0.65
nTrks±= 3 & RNNs >0.7 nTrks±= 3 & 0.4 <RNNs <0.7

RNN bin 22 nTrks±= 1 & RNNs >0.65 nTrks±= 1 & RNNs >0.65
nTrks±= 3 & RNNs >0.7 nTrks±= 3 & RNNs >0.7

Table 7.8: RNN Bins criteria.

For each RNN score bin and for each region the following distributions are produced:

• φ∗ shape for ZMC → ττ in the ZCR

• φ∗ shape for ZMC → ττ in the signal region (SR)

• Data-driven φ∗ shape for Z → ττ

The φ∗ distributions are sampled in 3 bins in the cases of Boost loose and Boost tight

regions and in 2 bins, due to statistical limitations, in the VBF region. The φ∗ distribu-

tions in the ZMC → ττ SR and ZCR and the data-driven ZCR are shown in �gure 7.3 for

Boost loose, while Boost tight and VBF channels are shown in section 11.3.
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The ZMC → ττ ZCR/SR (Z peak/SR) does not display signi�cant discrepancies in the

Boost loose and Boost tight cases, while the discrepancies in the VBF region are mostly

covered by the statistical uncertainties.

The ratio of data-driven Z → ττ and ZMC → ττ in the ZCR region is used to estimate a

systematic uncertainty on the φ∗ shape. The size of the systematic uncertainty on the φ∗

distribution in the signal region is shown in Figure 7.4.

Those uncertainties are not considered in the �nal �t for mainly two reasons. The �rst one

is that at preselection level they appeared to be small and therefore they are not impacting

the �nal �t results, while the second reason is due to the double counting of many other

uncertainties such as the mis-modelling, tracks uncertainties, π0 uncertainties, cluster and

all the other uncertainties being used in the production of the RNN score.
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Figure 7.3: Boost Loose φ∗ shape distributions shown for the di�erent RNN bins.
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Figure 7.4: The 3 bins φ∗ envelopes and the "ztt_rnn_shape" systematic uncertainty are
shown for the di�erent signal regions.
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7.6 Primary vertex uncertainties

Variations of the beam spot (BS) constraint applied in the calculation of the primary vertex

can lead to another source of systematic uncertainty that potentially could a�ect the ϕ∗

distribution and therefore dedicated studies were done to check if the primary vertex (PV)

used to calculate the impact parameter vector, as well as the ϕ∗ calculation, needed to be

revised.

The PV reconstruction is performed using tools called vertex �nders. The reconstruc-

tion of the vertices [170] is performed in two steps. The �rst one, called vertex �nding,

associates tracks to a particular vertex, while the second, known as vertex �tting, performs

the reconstruction of the vertex position with its covariance matrix as well as an estimation

of the �t quality. A beamspot constraint is applied by default when performing the vertex

�t in ATLAS.

The aim of the study is to estimate the e�ect of changing the BS constraint on the

primary vertex position and therefore on the main �t observable ϕ∗. Three di�erent set-

ups were tested on MC events, the �rst one concerning the default BS, the second one

concerning the scenario where the BS is removed and the last one concerning a softened

BS, reduced by 55% of the default one. A comparison with the MC distributions is also

performed.

This study makes use of four additional MC samples, VBF CP-even and CP-odd and

similarly ggH CP-even and CP-odd, generated using Pythia8 with angular decay correl-

ations in the decay of the Higgs boson provided by Pythia8. The samples were used for

cross-check purposes and have much smaller statistics than the signal MC samples de-

scribed in section 5.

The beamspot is a representation of the 3D pro�le of the luminous region, where the

LHC beams collide in the ATLAS detector. Its reconstruction is based on an unbinned

maximum-likelihood �t to the spatial distribution of primary vertices collected from many

events [170] and is updated several times during a run. The uncertainties in the beamspot

parameters are small and are incorporated in the primary vertex �tting algorithms to

provide an additional constraint on the PV position.

All MC samples are produced with a beamspot at b = (xb, yb, zb) = (−0.5,−0.5, 0)

and a covariance matrix:

cb =


0.012 0 0

0 0.012 0

0 0 422

 =


0.0001 0 0

0 0.0001 0

0 0 1764

 (7.1)

A covariance weighted estimate of the �tted vertex without the BS constraint and



90 7.6 Primary vertex uncertainties

a subsequent application of a weaker BS constraint is used for these studies. If v =

(xv, yv, zv) and cv are the position and covariance of a given primary vertex, obtained from

the default PV reconstruction, the corresponding vertex position, d = (xd, yd, zd) without

a BS constraint and its covariance matrix cd can be obtained using:

d = cd(vc−1
v − bc−1

b ), (7.2)

where

c−1
d = c−1

v − c−1
b (7.3)

Similarly, to obtain a primary vertex position with a softened beamspot constraint v
′

and its covariance cv′ , the following transformations are applied:

v
′

= cv′ (dc−1
d + bc−1

b′
), (7.4)

where

c−1
v′

= c−1
d + c−1

b′
(7.5)

and

cb′ =


0.012 × f2 0 0

0 0.012 × f2 0

0 0 422 × f2

 (7.6)

The factor for softening the BS constraint used for these studies is chosen to be f = 1.55.

This results in closer shapes of the distributions of the vertex positions to the MC truth

distributions, while the default PV distributions show a bias (squeezing in the transverse

plane) and much broader distributions in the case of no-BS constraint as shown, for the

VBF even sample, in �gure 7.5 and in section 11.4 for the VBF odd sample as well as ggH

even and odd samples.

The residual distributions on the other hand, shown in �gure 7.6 for the VBF even

sample and in section 11.5 for the other samples, show marginally better resolution for

the default PV, compared to the one with a softer BS constraint. The �t is to a single

Gauss function in the range (-0.02,+0.02) in the x- and y-coordinates and (-0.06.+0.06)

in the z-coordinate to include the core of the distribution only. The worst resolution is

still in the case of no BS constraint. The z-coordinates are not a�ected, as expected.

2D distributions were also considered: Figure 7.7 for the VBF even sample shows the

distribution of the reconstructed vertex coordinates and the corresponding residuals vs

the MC truth coordinates. All the other sample results are shown in section 11.6. The

z-coordinate shows no biases in all 3 cases, while the x-coordinate (similarly for y, not

shown) su�ers from some biases - larger distances to the z-axis result in a larger squeeze of
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the vertex position in the transverse plane. The smallest bias in the x-residual distribution

is observed in the case of no-BS constraint, which gives an indication that the improved

vertex resolution in x and y is at the cost of a bias in the reconstructed vertex position. This

makes it di�cult to predict how the choice of BS constraint would a�ect the reconstruction

of the CP-sensitive angle ϕ∗. Hence the three BS setups were also used in the ϕ∗ calculation

and compared to the MC truth value.
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Figure 7.5: PV coordinates (x, y, z) and the distance in the detector transverse plane
(Rxy) for the VBF CP-even sample. Comparison between the default BS constraint, no
BS constraint and 55% of the BS constraint is performed.
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Figure 7.6: Coordinate residual plots of the VBF CP-even sample.
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Figure 7.7: First row shows true z position (y-axis) vs z position (x-axis) plots, second
row shows true z position (y-axis) vs z residual (x-axis) plots, third row shows true x
position (y-axis) vs x position (x-axis) plots and forth row shows true x position (y-axis)
vs x residual (x-axis) plots.From left to right the plots correspond to the noBS case, default
case and soft BS case. All of them are calculated using the VBF even sample.



95 7.6 Primary vertex uncertainties

The �rst step in the ϕ∗ calculation, in the case of the IP-IP method, is to construct the

IP vector when considering a reconstructed PV. It is obtained by the following formula

IP = ip+ k · π4p − PV, (7.7)

where the parameters used in the formula are:

ip = (xπMC , y
π
MC , z

π
MC) if using MC truth, where xπMC , y

π
MC , z

π
MC are the coordinates of

the π production (τ decay) vertex;

π4p = four-momentum of the pion;

k = (PV − ip) · π̂4p , where π̂4p is the unit vector.

The pion four-momentum is obtained from the MC record, while the PV is the recon-

structed primary vertex position (Hybrid method). This allows one to make an estimate of

the e�ect due to the PV only, without the additional e�ects of momentum smearing. The

IP vector is then calculated for both π+ and π−, as well as its parallel and perpendicular

projections onto the relative π direction and lastly the two IP vectors, IP(π+) and IP(π−)

and both four-momenta, π+
4p and π

−
4p, are boosted into the reference frame, de�ned as the

zero momentum reference frame of the two pions.

The ϕ∗ distribution obtained, plotted using 7 bins between [0, 2π] , is shown for the MC

truth in �gure 7.8 and for the hybrid method, using the VBF even sample, in �gure 7.9.

The ϕ∗ distributions related to the other samples are shown in section 11.7. The �t function

used is u cos(ϕ∗ − 2φτ ) + w.

To validate the choice for using the PV with the default BS constraint, ϕ∗ residual com-

parison plots are produced between the three di�erent scenarios and the MC distribution,

in �gure 7.10, as well as between themselves in �gure 7.11.

The resolutions are then obtained from a double Gaussian �t, de�ned by two Gaussian

function, a narrow and wide, to the ϕ∗ residual plots. The results are shown for the MC

method either in �gure 7.12 concerning the VBF even sample or in section 11.8 for the

other samples. Similarly results are shown for the Hybrid method either in �gure 7.13 for

the VBF even sample or in section 11.8 for the other samples. The standard deviation

tables for the hybrid method are shown in tables 7.9 7.10.

The obtained resolutions are equivalent within the statistical uncertainties, with the

largest di�erence between the default BS constraint and the no-BS constraint cases. Using

a BS constraint di�erent to the default one is not expected to lead to a sizeable change in
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Figure 7.8: ϕ∗ distributions for MC truth for the four signal samples.

Figure 7.9: From left to right, in the upper row, the VBF CP-even ϕ∗ hybrid method
distributions for default and no BS while in the lower row soft BS.

the �nal results and no additional systematic has been assigned due to the uncertainty of

the PV reconstruction.
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Figure 7.10: ϕ∗ residual plots of the three di�erent hybrid scenarios against the MC for the
ggH sample (top(left CP-even, right CP-odd)) and the VBF sample (bottom(left CP-even,
right CP-odd)).

Figure 7.11: ϕ∗ residual plots of the three di�erent scenarios against themselves for the
ggH sample (top(left CP-even, right CP-odd)) and the VBF sample (bottom(left CP-even,
right CP-odd)).
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Figure 7.12: From left to right, in the upper row, the VBF CP-even ϕ∗ residual plot when
considering (hybrid default - MC) and (hybrid noBS - MC) while in the lower row the
(hybrid soft - MC) case.

Figure 7.13: From left to right, in the upper row, the VBF CP-even ϕ∗ residual plot when
considering (hybrid default - hybrid noBS) and (hybrid soft - hybrid default) while in the
lower row the (hybrid soft - hybrid noBS) case.
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residual VBF CP-even VBF CP-odd

σnarrow σwide σnarrow σwide

default - MC 0.339 ± 0.020 1.994 ± 0.081 0.334 ± 0.013 2.053 ± 0.079

noBS - MC 0.369 ± 0.023 2.167 ± 0.092 0.387 ± 0.016 2.389 ± 0.100

soft - MC 0.367 ± 0.033 2.114 ± 0.102 0.361 ± 0.014 2.193 ± 0.091

default - noBS 0.134 ± 0.009 0.643 ± 0.050 0.121 ± 0.006 0.56 ± 0.02

soft - default 0.050 ± 0.003 0.230 ± 0.011 0.052 ± 0.002 0.225 ± 0.010

soft - noBS 0.079 ± 0.004 0.384 ± 0.021 0.069 ± 0.003 0.334 ± 0.016

Table 7.9: VBF standard deviation table of the Gaussian functions, narrow and wide.

residual ggH CP-even ggH CP-odd

σnarrow σwide σnarrow σwide

default - MC 0.339 ± 0.027 1.868 ± 0.101 0.406 ± 0.025 2.078 ± 0.152

noBS - MC 0.334 ± 0.050 1.746 ± 0.092 0.404 ± 0.028 2.531 ± 0.207

soft - MC 0.331 ± 0.029 1.914 ± 0.109 0.384 ± 0.022 2.038 ± 0.129

default - noBS 0.135 ± 0.013 0.589 ± 0.088 0.102 ± 0.007 0.486 ± 0.025

soft - default 0.1 ± 0.0 0.531 ± 0.116 0.1 ± 0.0 0.357 ± 0.023

soft - noBS 0.081 ± 0.006 0.339 ± 0.030 0.069 ± 0.004 0.346 ± 0.018

Table 7.10: ggH standard deviation table of the Gaussian functions, narrow and wide.
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7.7 Smoothing Options

In order to speed-up and improve the stability of the �t, smoothing and pruning procedures

are applied using TRexFitter. Several algorithms are available for smoothing, each has its

advantages and disadvantages.

The algorithm rebins the input systematic variation histograms until the number of slope

variations is less than a certain threshold. The smoothing procedure is used to get rid of

larger-than-expected systematic variations due to statistical �uctuations, making sure that

genuine shape e�ects from systematic uncertainties are kept, while statistical �uctuations

in the systematic variations are smoothed out.

The smoothing options available in TRexFittex [171] are:

1. CommonToolSmoothMonotonic

2. CommonToolSmoothParabolic

3. MaxVariation

4. TTBARResonance

The two simplest algorithms, CommonToolSmoothMonotonic and CommonToolSmooth-

Parabolic, rely on rebinning the input distributions of the systematic variations to perform

the smoothing. If the statistical uncertainty of the nominal distribution is larger than 5%

of the total yield, the algorithm rebins it to 1 �nal bin. The next step of the algorithm

is to merge bins that are most compatible until two extrema, a bin di�erent than the

neighbouring one, are found in the case of the CommonToolSmoothMonotonic smoothing

function, while until three bins are found in the case of the CommonToolSmoothParabolic

smoothing function. The estimation of compatible bins is performed by considering the χ2

value between the considered bin and the average of all neighbouring bins. This procedure

is repeated until the statistical uncertainty is smaller than 5% in all bins.

The TTBARResonance algorithm has two variations, one related to the correlated

source of the events and the second one for the uncorrelated source of events. Two di�erent

thresholds are then de�ned according to the source of the events, δM = max(δS, δN)

for the correlated case and
√
δS2 + δN2, where δS is the statistical uncertainty of the

systematic variation S and δN is the statistical uncertainty of the nominal histogram N.

For each i-th bin the quantity xi−1,i is calculated using both statistical uncertainties of the

i-th bin, Si and Ni, and the bin before the i-th bin i− 1, Si−1 and Ni−1:

xi−1,i =

∣∣∣∣Si −Ni

Ni
− Si−1 −Ni−1

Ni−1

∣∣∣∣ (7.8)
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For each i-th bin is also calculated its relative statistical uncertainty δxi−1,i. If the con-

dition xi−1,i < δxi−1,i is satis�ed for at least one bin, the smoothing algorithm looks

for neighbouring bins "b-1" and "b" presenting the highest ratio
δxb−1,i

xb−1,b
and the bins are

merged together. The process �nishes when there are no bins satisfying the condition

xi−1,i < δxi−1,i.

Finally, The MaxVariation algorithm limits the number of variations in the ratio

between the Systematic (syst) and nominal by following two steps. In the �rst one, the

distribution is �rstly rebinned until the relative statistical uncertainty is below a tolerance

value, if not, the process is repeated by halving the threshold. The second step takes

place when the uncertainty is below the selected threshold, in which case the ROOT [172]

smoothing algorithm is used to create smooth transition between merged bins.

The e�ects of the di�erent smoothing options on selected systematics are illustrated in

�gures 7.14 7.15 for JET_JER_E�ectiveNP_4 and in section 11.9 for TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT

and TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P0N_RECO_1P0N_TOTAL. For each sys-

tematic, the boost tight high and the boost loose high regions are shown.

Having in mind the reduction of the migration of events between signal regions (SRs)

and control region (ZCR), as well as reducing large yield variation, it was decided to study

the whole set of smoothing options applied on MC samples. When applying smoothing,

the systematics are treated as correlated with the nominal distribution.

To explore the impact on the �t results, the ∆NLL distributions are compared in �gure 7.16

for the di�erent smoothing scenarios. The post-�t nuisance parameters ranking are shown

in tables 7.11 7.12 7.13 7.14 for the di�erent options. It shows that the biggest number of

systematics with a large impact on the �t, and therefore the worst �t-environment, occurs

when CommonToolSmoothMonotonic is used. The CommonToolSmoothParabolic instead

shows a huge number of systematics pruned away. The TTBAR and the MaxVariation

options, in terms of number of systematics with a considerable impact on the �t, are com-

parable. The MaxVariation option, as illustrated in �gure 7.16, shows a higher sensitivity

compared to the TTBARResonance algorithm, that re�ects the lower impact on the �t of

the whole set of nuisance parameters with a particular reduced impact, more than the 5%,

by the Jet MET group. The Impact on the �nal �t of the grouped sources of systematic

uncertainties for each smoothing option is shown in tables 7.15 7.16. All of these improve-

ments allowed us to choose the MaxVariation algorithm as the best performing smoothing

algorithm.
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Figure 7.14: The JET_JER_E�ectiveNP_4 is shown, for the τhadτhad channel, in the boost tight
high signal region for the ZttQCD envelopes. The Smoothing options applied, from up to
down, are TTBar, MaxVariation, Monotonic and Parabolic.
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Figure 7.15: The JET_JER_E�ectiveNP_4 is shown, for the τhadτhad channel, in the boost loose
high signal region for the ZttQCD envelopes. The Smoothing options applied, from up to
down, are TTBar, MaxVariation, Monotonic and Parabolic.
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Table 7.11: The nuisance parameters ranking is shown for the MAxVariation smoothing
option.
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Table 7.12: The nuisance parameters ranking is shown for the TTBAR smoothing option.
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Table 7.13: The nuisance parameters ranking is shown for the Monotonic smoothing option.
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Table 7.14: The nuisance parameters ranking is shown for the Parabolic smoothing option.

Figure 7.16: ∆NLL distribution showing the comparison among the di�erent smoothing
options.
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Parameter of interest (POI) Central Value (0.0◦) Central Value (0.0◦)

nuisance parameters
Impact on uncertainty
MONO

Impact on uncertainty
PARA

Flavour Tagging +0.08307, -0.01696 +0.01866, -0.01274
DecayMode +0.71437, -0.30370 +0.68408, -0.64884
Electron +0.49081, -0.31822 +1.00731, -0.10374
Fake Estimation +2.01361, -1.82658 +2.10815, -1.09309
Jet +9.52456, -7.64456 +11.0531, -9.00824
Luminosity +0.02291, -0.08057 +0.08585, -0.01262
MET +2.76571, -1.84342 +2.94612, -1.88019
Muon +2.17679, -2.15648 +1.93121, -2.99726
π0 +0.22032, -0.35615 +0.13652, -0.45726
SignTheory +1.75337, -0.82439 +1.93428, -1.23445
Tau +2.71177, -1.85315 +2.93096, -1.89197
Track +1.00715, -1.58984 +0.48840, -1.46757
ZttTheory +3.87409, -2.74642 +3.58987, -1.94353

Table 7.15: Impact on the �nal �t of the grouped sources of systematic uncertainties. From
left to right, CommonToolSmoothMonotonic and CommonToolSmoothParabolic.

POI Central Value (0.0◦) Central Value (0.0◦)

nuisance parameters
Impact on uncertainty
MaxVar

Impact on uncertainty
TTBAR

Flavour Tagging +0.12504, -0.01503 +0.07221, -0.05147
DecayMode +0.60973, -0.60185 +0.88167, -1.65005
Electron +0.93888, -0.83942 +0.22930, -0.19635
Fake Estimation +1.79151, -1.19243 +1.05469, -1.12376
Jet +9.82024, -8.04397 +9.22727, -9.98675
Luminosity +0.07417, -0.13837 +0.04472, -0.07421
MET +1.46022, -0.98830 +1.79812, -1.82268
Muon +1.74405, -1.32031 +0.21513, -0.45233
π0 +0.31920, -0.71896 +0.10468, -0.30292
SignTheory +1.83211, -0.77907 +1.60111, -1.25583
Tau +1.79929, -1.84424 +2.13869, -2.67085
Track +1.36206, - 0.6865 +0.08612, -0.11379
ZttTheory +3.32901, -2.20039 +2.56561, -3.13917

Table 7.16: Impact on the �nal �t of the grouped sources of systematic uncertainties. From
left to right, MaxVariation and TTBAR.



109

8

Results

In this section an overview about the �t model is given in section 8.1, in particular the

di�erent CP templates are then discussed in subsection 8.1.1, while the treatment of the

nuisance parameters is evaluated in subsection 8.1.2 as well as the sensitivity regions used

in this analysis in subsection 8.1.3.The likelihood function used to verify the sensitivity of

both blinded and unblinded �ts is then discussed in section 8.2 and �nally the results are

shown in section 8.3, where the Asimov dataset results are presented in section 8.3.1 while

the unblinded results in section 8.3.2.

8.1 Fit Model

The main observable of this analysis is ϕ∗CP , which allows the extraction of the CP mix-

ing angle φτ . φτ is estimated using a Maximum Likelihhod (ML) �t performed using

TRexFitter package [171] with additional tools such as Histfactory [173], RooFit [174] and

RooStats [175]. The packages are also equipped with other components able to perform

template morphing and either pruning or smoothing of the systematic variation histograms.

The ϕ∗CP �t is performed using the 8 τlepτhad signal regions (SR) and the 8 τhadτhad

signal regions plus 2 control regions (CR), de�ned in section 6.3.2. To get a uni�ed value

of the CP mixing angle, the φ∗CP templates of all the decay mode combinations are merged

together in each signal region or control region. The control regions are needed to constrain

the background normalisation and the nuisance parameters and are useful to describe the

systematic uncertainties, in particular a single-bin histogram is used to retrieve the Z→ ττ

normalisation. The signal normalisation is not computed in the ML �t in order to estimate

φτ from only the φ∗CP shape distribution.

Merging the whole set of decay modes in each SR, brings with it the need to �rstly

�x the decay mode combination normalisation and their respective ratios and secondly
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to include as �t nuisance parameters the normalisation uncertainties and the decay mode

migration.

As de�ned previously, the analysis includes, for both the semileptonic channel τlepτhad

and the full hadronic channel τhadτhad, 8 di�erent signal regions.

The �rst 4 belong to the vector boson fusion Higgs (VBF) and VH production modes:

- VBF 1 high

- VBF 1 low

- VBF 0 high

- VBF 0 low

while the other 4 belong to the gluon gluon fusion Higgs (ggH) and ttH production

modes:

- Boosted tight high

- Boosted tight low

- Boosted loose high

- Boosted loose low

Finally, the two Z → ττ + jets control regions, for each channel:

- VBF 0

- Boosted 0

The schematic summary of the whole set of regions is shown in �gure 8.1, and, on top

of the already discussed regions, a set of normalisation factors (NF) is de�ned in order to

have the H → ττ signal sample and Z → ττ background samples free to �oat in some of

the regions:

- NF H

- NF VBF Z→ ττ

- NF Boosted Z→ ττ
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Figure 8.1: Schematic summary of the �t models used in the analysis. They are grouped
by topologies (Boosted (green) and VBF (red)) and by decay channels (HH for τhadτhad

channel and LH for τlepτhad channel). The boxes with dashed lines as boundaries indicate
the free �oating normalisation factors which are acting on various regions.

8.1.1 CP templates

The templates chosen for the binned likelihood function included either CP-even (SM

hypothesis) or CP-odd signals plus the expected background. The likelihood function

adopted in the following is a Poisson probability density function where each term of the

function corresponds to a di�erent bin of the main analysis observable ϕ∗CP distributions

and the POI is estimated maximising the likelihood. Section 8.2 will provide a more

comprehensive explanation of the methodology employed in conducting the test statistic.

Several hypotheses are being considered, particularly CP-even hypothesis is satis�ed for

the value of φτ = 0◦, CP-odd hypothesis for the value φτ = ±90◦ and every value between

the CP-even and CP-odd degree is therefore considered as a hint of a CP-mixed coupling.

The 19 signal templates, created by reweighting the CP-�at VBFH, ggH, VH, and ttH →

ττ signal samples obtained via ATLAS simulation with TAUSPINNER [100], correspond

to φτ values from -90◦ to +90◦ with 10◦ intervals.

The �t uses, for the CP hypothesis templates, a one dimensional morphing with a linear

interpolation [176] on the parameter of interest φτ .

8.1.2 Treatment of nuisance parameters (NP)

As described in section 7, this analysis includes several heterogeneous nuisance paramet-

ers. Same of them, which take into account the normalisation of the CP-even and -odd

templates as well as the Z → ττ background sample, are treated by the �t model as un-

constrained nuisance parameters, while most of the other systematic uncertainties, such

as experimental and theoretical systematic uncertainties, make use of a Gaussian or Log
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constraint. For each nuisance parameter the correlated bin-by-bin +1σ (-1σ) variations of

the input histogram represent the upward (downward) variation.

Another source of nuisance parameters belong to the independent bin-by-bin �uctuation

that can appear in the MC templates, thus they are also included in the �t as a Poisson

constraint term where the statistical uncertainty of each bin is correlated to the �tted error

of the Poisson term itself.

For each systematic uncertainty a symmetrization option is applied to any bins showing

both variations +1σ and -1σ lying in the same direction compared to the nominal distri-

bution. The option acts by keeping the biggest variation among them and varying by the

same amount but in the opposite direction to the smaller one. In the case of negative bins,

or bins with zero content, the yield is set to a very tiny value (1e−16). The τhadτhad +

τlepτhad analysis combined �t considers one-sided and "absolute" symmetrisation options.

An additional improvement of the �t, in terms of speed and stability, is done by apply-

ing either smoothing or pruning. In order to get rid of the larger than expected systematic

variations, the analysis team has chosen the MAXVARIATION smooth function which is

used to modify the input systematic variation histograms until the number of slope vari-

ations is less than the pruning threshold that is set at 1% and, as a result, the �t ignores

the NP if bin-by-bin variations are less than 1%.

The last step of having a more stable and fast �t is performed through a pruning system

where, if the total yield of the shape variation of any of the systematics is under 1%, the

systematic is pruned away from the �t. The total yield is also a�ected by the binning of

the main �t observable ϕ∗CP , and to take into account this e�ect, the pruning threshold is

modi�ed just after the rebinning in order to prove that the �t results are independent by

the pruning threshold chosen. Thus, it was decided to set the pruning threshold to 0.01, so

that regions where the statistical noise is dominant, which would lead to an over-estimation

of the shape component of the systematic variation in the �t, are kept out of the likelihood

calculation.

8.1.3 Sensitivity regions

Before applying the whole set of systematic uncertainties, a statistic-only �t is performed to

explore the sensitivity for the combined case and per decay channel, as shown in �gure 8.2.

The results in table 8.1, show that the contribution of some signal regions is lower than

0.5% of the overall sensitivity, as assessed by ∆NLL(±90◦) In order to improve the stability

of the combined �t while taking care about the overall sensitivity, a single bin histogram is

used for each of those regions. Signal regions are also used to constrain the normalisation
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factors of the Higgs (NF H) and the background (NF Z→ ττ).

Figure 8.2: Expected ∆NLL curves for the τhadτhad plus τlepτhad combined �t with only the
statistical uncertainty of the Asimov dataset. The sensitivity of each �t can be estimated
by ∆NLL at φτ = ±90◦. The intercepts of the two ∆NLL curves with ∆NLL=0.5 (grey
horizontal dashed line) correspond to the 68% con�dence levels on φτ from the combined
�t.
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Signal Region Expected ∆NLL (+89.9) Expected ∆NLL (-90)

lh vbf 1 signal high -0.184827 0.1849

hh vbf 1 signal high 0.303696 0.3041

hh vbf 1 signal medium 0.0471471 0.0471574

hh vbf 1 signal low 0.0517643 0.051772

lh vbf 1 signal medium 0.0150913 0.0151166

lh vbf 1 signal low 0.0232238 0.0231985

hh vbf 0 signal high 0.0432063 0.0432313

hh vbf 0 signal medium 0.00828052 0.0082875

hh vbf 0 signal low 0.0079066 0.00790576

lh vbf 0 signal high 0.0369403 0.0369201

lh vbf 0 signal medium 0.00737764 0.00739102

lh vbf 0 signal low 0.00248572 0.00248579

hh boost tight signal high 0.17646 0.17646

hh boost tight signal medium 0.0503772 0.0503771

hh boost tight signal low 0.014189 0.0141891

lh boost tight signal high 0.0949515 0.0949515

lh boost tight signal medium 0.0155676 0.0155654

lh boost tight signal low 0.00571889 0.00571909

hh boost loose signal high 0.0795746 0.0795747

hh boost loose signal medium 0.027808 0.0278081

hh boost loose signal low 0.00592716 0.00592738

lh boost loose signal high 0.0449817 0.0449818

lh boost loose signal medium 0.0146505 0.0146473

lh boost loose signal low 0.00237323 0.0023733

Table 8.1: Expected ∆NLL(±90◦) for τhadτhad + τlepτhad combined �t with only the statist-
ical uncertainties of Asimov data. A binning of 7 bins are used in the observable histogram
for all the regions in this �t. Regions contributing less than 0.5% of the overall sensitivity
are identi�ed and fewer bins are used for these regions in the �nal combined �t (to reduce
overall �t time without a�ecting sensitivity.
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8.1.4 Binning Optimisation

The optimization of observable binning in this analysis, which uses the entire Run-2 data-

set as opposed to the prior round of analysis, which only used data acquired in 2015-2016,

represents a signi�cant advancement. A three-bin arrangement of [0, π
2 ,

3
2π, 2] was de-

veloped to address the constraints imposed by both data and MC statistical uncertainty.

The three-bin arrangement of [0, π
2 ,

3
2π, 2] demonstrates the most e�ective capacity to

discriminate between CP-even and CP-odd states, as shown in Ref. [6]. Typically, when

comparing shapes through a likelihood �t, the sensitivity improves as the number of bins

increases. However, when the bins increases, the e�ect of statistical uncertainties of data

and MC samples implemented in the likelihood �t will dampen the expected sensitivity

causing the sensitivity to level o�. According to �gure 8.3, the expected sensitivity of the

φ∗CP levels out at about seven to nine bins.
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Figure 8.3: Maximum ∆NLL as a function of the number of bins of observable for the
Asimov �t using 3, 4, 5, 7, and 9 bins in the observable φ∗CP [6].

8.1.5 Pre�t distribution

After treating the whole set of systematic uncertainties with symmetrisation, smoothing

and pruning, as described in sec 8.1.2, this section shows the distributions that are fed to

the likelihood model.

Nine bins are used for the signal regions, except for the VBF 1 High and Medium that,

for sample size reason, use only 7 bins. All Low regions are represented by 4 bins due to

their very low sensitivity. Pre�t plots are shown in �gure 8.4 for the hh channel and in

�gure 8.5 for the lh channel.

A single-bin distribution is used for the VBF and boost production modes, leading to 8
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di�erent control regions (CR), as shown in �gure 8.6, 4 related to the τhadτhad channel and

4 for the τlepτhad channel, which are used to transfer only yield, but no shape information

from the control regions to the signal regions.

Two additional control regions, shown in �gure 8.7, are employed to make use of the

shape information of the ρ mass to constrain π0 related uncertainties (smearing and energy

rescaling).
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Figure 8.4: Pre-�t distributions in the H → ττ signal regions in the τhadτhad channel,
which will be included in the likelihood model. `OtherBkgs' includes W, diboson, top,
Z→ll,H→WW samples.
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Figure 8.5: Pre-�t distributions in the H → ττ signal regions in the τlepτhad channel,
which will be included in the likelihood model. `OtherBkgs' includes W, diboson, top,
Z→ll,H→WW samples.
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Figure 8.6: Pre-�t distributions in the Z → ττ control regions in both semi-leptonic and
full-hadronic channels, which will be included in the likelihood model. `OtherBkgs' includes
W, diboson, top, Z→ll,H→WW samples.
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Figure 8.7: Pre-�t distributions in the Z → ττ control regions for the ρ mass distribution.



121 8.2 Sensitivity

8.2 Sensitivity

The binned likelihood function L(x, φτ , θ) is a function to the data x, the free �oating

mixing angle φτ , and nuisance parameters θ corresponding to the systematic uncertainties

described in section 7. The weighted signal templates de�ned in section 8.1.1 for each

φτ hypothesis are used to evaluate the likelihood function while keeping the background

processes, as shown in section 5.2, unchanged.

From the likelihood function, a Negative Log Likelihood (NLL) is obtained by taking the

negative logarithm of the likelihood function. The negative log-likelihood is a measure of

the discrepancy between the observed data and the expected data predicted by the stat-

istical model. Comparing the negative log-likelihood under di�erent hypotheses helps to

estimate model parameters or comparing the quality of the �t between di�erent models.

The NLL is the test statistic used in this analysis. The test statistic is validated performing

the �t over the Asimov dataset, discussed afterwards in section 8.3.1.

The test statistic can be constructed as a function of φτ , and it is expressed by the for-

mula 8.1, Ref. [177].

q = −2ln
L(x;φτ , θ)

L(x;φτ , θ)
= −2lnλ(k) (8.1)

where the numerator corresponds to the conditional maximum-likelihood estimator while

the denominator represents the unconditional maximum-likelihood estimator. In this ana-

lysis, we adopted as a NLL the q/2 function, and thus the con�dence range [φτ −σφτ , φτ +

σφτ ] is extracted from the NLL using the Neyman construction [178]:

−logL(φτ ±Nσφτ ) = −logLmax +
N2

2
(8.2)

The NLL curve is produced by calculating the NLL value for each φτ hypothesis and for

each speci�c dataset x. The best estimator φ̂τ at which the NLL curve is minimal, obtained

by reading o� the ∆ NLL = NLL−NLLmin at 0.5, determines the 68% central con�dence

interval (N = 1 standard double-sided Gaussian quantiles �1σ�). This interval contains the

true value of φτ in 68% of all cases.

The highest contribution to the sensitivity mainly comes from the high categories,

either VBF, boost loose or boost tight.

8.3 Fit results

Two di�erent sets of results are produced in this analysis. An Asimov dataset is used

to show simulated results, as shown in section 8.3.1, while the data results are shown in

section 8.3.2.
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8.3.1 Asimov �t results

An Asimov dataset [177] is typically constructed by assuming a speci�c set of parameter

values and then generating simulated data based on those values. When it is used in

a statistical test, it will return the result expected from that model con�guration. An

Asimov dataset is built as binned dataset, in which the event count in each bin is set to

the expected event yield for the chosen model parameters.

An Asimov dataset is created in statistical hypothesis testing by assuming a certain

set of model parameters that represent a potential hypothesis or scenario. Theoretical pre-

dictions for the observable quantities in a certain experiment are de�ned by these model

parameters. To generate an Asimov dataset, a large number of events based on the as-

sumed model parameters has to be simulated. These simulated events re�ect the expected

behavior of particles or physical processes as predicted by the chosen hypothesis. The

resulting dataset contains simulated measurements of various observables, such as particle

energies, momenta, or decay products, that would be observed in an idealized experiment.

The Asimov dataset is used in a statistical study to determine the model's compatibility by

measuring how well the chosen model's parameters match the observed data. By measuring

the di�erences between the simulated dataset and the real experimental data, it enables

users to evaluate the importance of their hypothesis or compare various hypotheses.

The Asimov �t results, shown in this section, belong to the τhadτhad + τlepτhad combined

�t. Results are presented for both 1-dimensional and 2-dimensional �ts.

The expected sensitivity on ϕτ is shown as a function of −∆ln(L), in �gure 8.10, as well

as a function of the signal strength µττ in �gure 8.11.

The 1D result, as shown in �gure 8.10, is calculated using 30 data points, from −90◦ to

+89.9◦. The expected sensitivity value for ϕτ is 0◦± 29◦ at one standard deviation with a

CP-odd exclusion limit of 2.24σ for the stat-only case, as shown in �gure 8.2 and 2.1σ for

the statistical plus systematic uncertainties �t as shown in table 8.2.

The expected post-�t values of the signal strength and background normalisations are

shown in �gure 8.8. Figure 8.9 shows the systematic uncertainties with the biggest impact

on the �nal �t results.

The combined, τhadτhad and τlepτhad, �t performed using the Asimov dataset is mostly

a�ected by statistical uncertainties. The other two biggest sources of uncertainties belong

to the MC statistical uncertainties, which include sample size uncertainties, and normal-

isation factors uncertainties as shown in table 8.3.

Visible e�ects in the jet uncertainties are mainly due to their dependence on the Missing

Mass Calculator (MMC) between the control region and the signal regions. An additional
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e�ect arises from the jet selection considered in the VBF and boost signal regions categor-

isation. As a result of those e�ects, most of the jet related uncertainties have a big impact

on the �t and therefore they appear in the top 10 ranking positions as shown in �gure 8.9,

where the reason why some parameters are pulled in the �t to the maximum values is that

they are left free �oating and therefore unconstrained by the �t.

Tau related uncertainties do not have a big impact and are mainly dominated by system-

atics considering the tau energy scale. The τ lepton decay mode classi�cation uncertainties

have a small impact on ϕτ , as well as other sources such as theory prediction, fake estima-

tion, track and MET. The luminosity uncertainty and the �avour tagging uncertainty have

a negligible impact.

The 2D likelihood scan, as shown in �gure 8.11, is performed between the signal strength

µττ and the CP mixing angle φτ . It is calculated using 29 data points in φτ and 29 data

points in µττ that correspond to 841 data points that are �t in parallel for timing reasons.

The Standard Model expectation is within the 1σ contour of the observed limits.

Figure 8.8: Expected post-�t values and uncertainties from the τhadτhad and τlepτhad com-
bined �t on the Asimov dataset for the signal strength and background normalisations
(NF) for Z → ττ samples in VBF and Boost regions.

Fit setting CP-odd exclusion limits

stat-only 2.24σ
stat-syst 2.10σ

Table 8.2: Asimov CP-odd exclusion limits.
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Figure 8.9: Expected ranking of 40 systematic uncertainties with the highest post-�t impact
on ϕτ in the τhadτhad and τlepτhad combined �t on the Asimov dataset.
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Figure 8.10: Expected ∆LNN curves for the τhadτhad + τlepτhad combined Asimov �t with
all statistical and systematic uncertainties. The expected value for ϕτ is 0 ± 29 at one
standard deviation.

Figure 8.11: Expected 2D ∆NLL contours as functions of H → ττ signal strength µττ

versus CP mixing angle ϕτ for the τhadτhad + τlepτhad had combined Asimov �t with all
statistical and systematic uncertainties (stat+syst).



126 8.3 Fit results

Parameter of interest Central Value (0.00)◦

Set of nuisance parameters Impact on uncertainty

Total +29.12 / -27.65

DataStat +26.46 / -25.94
FullSyst +12.18 / -9.59

Jet +9.82 / -8.04
Met +1.46 / -0.99
Electron +0.94 / -0.84
Muon +1.74 / -1.32
Tau +1.80 / -1.84
Fake Estimation +1.79 / -1.19
Tau Decay mode Class. +0.61 / -0.60
Neutral Pion +0.32 / -0.72
Luminosity +0.07 / -0.14
Track +1.36 / -0.69
Flavour Tagging +0.13 / -0.02
Theory unc.(H→ ττ) +1.83 / -0.78
Theory unc.(Z→ ττ) +3.33 / -2.20
MC stat. +3.67 / -3.58

Table 8.3: Expected grouped systematic sources with the highest post-�t impact on ϕτ in
the τhadτhad and τlepτhad combined �t on the Asimov dataset.
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8.3.2 Unblinded �t results

Similarly to the Asimov �t, the �t to the data is mainly a�ected by statistical uncertainties

as well as the jet related uncertainties which dominate the top positions of the ranking

plot shown in �gure 8.13 and therefore have the biggest impact in the data �t. Other big

sources are the tau uncertainties, the signal theory uncertainty and the limited simulated

sample size corresponding to the MC statistics. Similarly to �gure 8.9, the reason why

�gure 8.13 shows most NF pulled to their maximum value is that they are unconstrained

by the �t. All sources of uncertainties are shown in the grouped impact table 8.4.

The normalisation factors, as well as the expected post-�t values and uncertainties, are

shown in �gure 8.12.

The 1D and 2D �t are also produced for the data �t. The minimum of the ∆NLL

curve 8.14 is located at 8.68◦, which is the measured value for ϕτ , with the 1σ limits

corresponding to +17.77◦ and −16.16◦. A 2-dimensional scan, see �gure 8.15, is also

performed between the signal strength and the CP mixing angle using the same number

of data points as in the Asimov parallel �t (841 data points). Also for the data �t, the

Standard Model expectation is within the 1σ contour of the observed limits.

The pure CP-odd hypothesis is rejected at 3.4σ (standard deviation). There is a 1.3σ

uncertainty reduction from the expected (Asimov) to the observed exclusion in data.

The measurement is consistent with the Standard Model expectations(φτ=0). The

tension between the expected and observed values is probably due to statistical �uctuations

in data, mainly contributed by some High categories.

Figures 8.16 shows one such example, HH VBF High, where the background-subtracted

φ∗ distribution exhibits a larger amplitude than the expected ones for the pure CP-even

or CP-odd cases. Further work is ongoing to check if this is the right explanation for the

better than expected sensitivity.
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Figure 8.12: Expected post-�t values and uncertainties from the τhadτhad and τlepτhad

combined �t on the unblinded data for the signal strength and background normalisations
(NF) for Z → ττ samples in VBF and Boost regions.

Parameter of interest Central Value (8.68)◦

Set of nuisance parameters Impact on uncertainty

Total +16.77 / -16.16

DataStat +15.90 / -15.32
FullSyst +5.32 / -5.14

Jet +4.22 / -4.46
Met +0.87 / -
Electron +0.32 / -0.25
Muon +0.87 / -0.91
Tau +1.07 / -1.02
Fake Estimation +0.89 / -0.33
Tau Decay mode Class. +0.38 / -0.31
Neutral Pion +0.30 / -
Luminosity +0.24 / -
Track +0.99 / -0.41
Flavour Tagging +0.29 / -
Theory unc.(H→ ττ) +2.08 / -0.89
Theory unc.(Z→ ττ) +1.39 / -0.85
MC stat. +1.44 / -1.34

Table 8.4: Grouped impact of di�erent systematic sources for the data �t result of the
τhadτhad and τlepτhad combined �t with ϕτ as parameter of interest.



129 8.3 Fit results

Figure 8.13: Expected ranking of 40 systematic uncertainties with the highest post-�t
impact on ϕτ in the τhadτhad and τlepτhad combined �t on the unblinded data.
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Figure 8.14: Expected ∆LNN curves for the τhadτhad + τlepτhad combined data �t with
all statistical and systematic uncertainties. The expected value for ϕτ is 0◦ ± 29◦ at one
standard deviation.

Figure 8.15: Expected 2D ∆NLL contours as functions of H → ττ signal strength µττ

versus CP mixing angle ϕτ for the τhadτhad + τlepτhad had combined data �t with all
statistical and systematic uncertainties (stat+syst).
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Figure 8.16: Data - background pre�t distribution for the HH VBF High region, data
and background distribution and the relative ∆LNN distribution comparison between
expected and observed.
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Conclusion

The thesis presents studies on the CP-properties of the Standard Model Higgs decaying

into two τ leptons. The analysis includes both semi-leptonic τlepτhad and full hadronic

τhadτhad channels, where the CP-violating interaction between the Higgs and the �nal

states is studied by a mixing parameter φτ appearing in the Yukawa interaction.

The search is performed by using 139 fb−1 of the proton-proton collision data collected

at LHC at a center-of-mass energy of
√
s = 13 TeV between 2015 and 2018. For the

Asimov results all signal and background are simulated using Monte Carlo methods with

the exception of jets which are wrongly identi�ed as τ leptons as well as QCD multijet and

top production that are estimated using a data driven method called Fake-Factor. The

data-driven method is applied to both semi-leptonic and full hadronic channels.

To measure the CP properties, a maximum likelihood �t is performed to the analysis

observable ϕ∗CP which is calculated from the visible decay products of the Higgs decaying

into a pair of τhadτhad or τlepτhad. The ϕ∗CP construction depends on how many charged

and neutral particles are present in the �nal states. The analysis makes use of di�erent

kinematic selections for the di�erent decay modes which improves the sensitivity to the

observable even though the precision is constrained by the statistical uncertainties.

The observed (expected) limit on φτ is 8.68◦ ± 16◦ (0◦ ± 28◦) at the 68% CL, and

±34◦ (−70◦/+ 75◦) at the 95.5% CL, as shown in table 9.1. The pure CP-odd hypothesis

is rejected at 3.4σ (standard deviation). The results achieved con�rm that the Standard

Model expectation for φτ equal to zero is consistent with the observation.

A similar and recent analysis of the CP structure of the Yukawa coupling involving the

Standard Model Higgs and τ leptons was also performed with the other general purpose

LHC detector CMS [179]. The analysis is also performed using the τlepτhad and τhadτhad

channels. The CMS data results exclude the pure CP-odd scenario at 3.0σ, with an ex-

cepted exclusion assuming the SM Higgs of 2.6σ. The CP-mixing angle expected value
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is found to be 0◦ ± 21◦ at the 63% con�dence level and 0◦ ± 49◦ at 95.5%, as shown in

table 9.1, while the observed value is −1◦±19◦ at 68% CL and ±41◦ at 95% CL. The values

found con�rm that the results achieved are compatible with the SM predictions within the

experimental uncertainties.

ATLAS

Fit setting CP-odd exclusion Best Estimation φτ (◦) 1σ limit (◦)

Asimov 2.10σ 0.00 +29.13 / -27.65
unblinded 3.41σ 8.68 +16.77 / -16.16

CMS

Fit setting CP-odd exclusion Best Estimation φτ (◦) 1σ limit (◦)

Asimov 2.6σ 0.00 ±21
unblinded 3.0σ -1 ±19

Table 9.1: CP-odd exclusion limits comparison between ATLAS and CMS for both Monte
Carlo samples and data samples.

The studies presented in this thesis are accepted by the The European Physical Journal

C (EPJC) and available in [43]. Looking to the future, the use of the full Run-3 data

is desirable to improve the sensitivity of the measurement and to improve the CP-odd

exclusion to higher values of standard deviation.
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Appendix A

10.1 ϕ∗CP distributions at preselection level

Figures 10.1 10.2 10.3 10.4 show the ϕ∗CP distributions, in high and low optimisation regions

related to the 0◦ and 90◦ templates, while �gures 10.5 10.6 10.7 10.8 show similar ϕ∗CP

distributions in high and low optimisation regions related to 40◦ and 140◦ templates.
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Figure 10.1: Semi-leptonic ϕ∗CP distribution, for 0◦ and 90◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the high optimisation regions.
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Figure 10.2: Fully hadronic ϕ∗CP distribution, for 0◦ and 90◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the high optimisation regions.
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Figure 10.3: Semi-leptonic ϕ∗CP distribution, for 0◦ and 90◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the low optimisation regions.



138 10.1 ϕ∗CP distributions at preselection level

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p0n_1p0n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p0n_1p1n, 1p1n_1p0n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p1n_1p1n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p0n_1pXn, 1pXn_1p0n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p1n_1pXn, 1pXn_1p1n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A

.U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
1p1n_3p0n, 3p0n_1p1n, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

0 1 2 3 4 5 6

CP
*ϕ

0.05

0.1

0.15

0.2

0.
7

 / 
A.

U
.

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

 InternalATLAS
hh, preselection_low

 = 0φVBFH 
o = 90φVBFH 

ττ→Z

Figure 10.4: Fully hadronic ϕ∗CP distribution, for 0◦ and 90◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the low optimisation regions.
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Figure 10.5: Semi-leptonic ϕ∗CP distribution, for 40◦ and 140◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the high optimisation regions.
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Figure 10.6: Fully hadronic ϕ∗CP distribution, for 40◦ and 140◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the high optimisation regions.
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Figure 10.7: Semi-leptonic ϕ∗CP distribution, for 40◦ and 140◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the low optimisation regions.
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Figure 10.8: Fully hadronic ϕ∗CP distribution, for 40◦ and 140◦ degree templates, of di�erent
CP-hypotheses in the di-τ mode combination for the low optimisation regions.
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10.2 ZCR ϕ∗CP distributions at preselection level

The modelling of the reconstructed ϕ∗CP observables [6], in the preselection and Z control

regions, is shown for the τhadτhad and the τlepτhad channels in �gure 10.9 and 10.10, re-

spectively. The φ∗ shape is shown in preselection events for the hadronic decay channel

in �gure 10.11 and for the leptonic decay channel in �gure 10.12. Figures 10.13 10.14 and

�gures 10.15 10.16 show, respectively, the ϕ∗CP shape by decay channels in preselection

events in the boost Z control region and in the VBF Z control region.
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Figure 10.9: φ∗ in preselection and Z control regions in the τhadτhad channel.
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Figure 10.10: φ∗ in preselection and Z control regions in the τlepτhad channel.
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Figure 10.11: φ∗ in di�erent decay channels in preselection events in the τhadτhad channel.
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Figure 10.12: φ∗ in di�erent decay channels in preselection events in the τlepτhad channel.



148 10.2 ZCR ϕ∗CP distributions at preselection level

0 1 2 3 4 5 6

CP
*ϕ

0.5
1

1.5

D
at

a 
/ P

re
d.

0

0.5

1

1.5

2

310×

0.
9

 / 
E

ve
nt

s
Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 0.442chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 0.442chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

1p0n_1p1n, 1p1n_1p0n, Boost Incl ZCR

0 1 2 3 4 5 6

CP
*ϕ

0.5
1

1.5

D
at

a 
/ P

re
d.

0

0.5

1

1.5

2

2.5

310×

0.
9

 / 
E

ve
nt

s

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.822chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.822chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

1p1n_1p1n, Boost Incl ZCR

0 1 2 3 4 5 6

CP
*ϕ

0.5
1

1.5

D
at

a 
/ P

re
d.

0

100

200

300

400

500

0.
9

 / 
E

ve
nt

s

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.272chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.272chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

1p0n_1pXn, 1pXn_1p0n, Boost Incl ZCR

0 1 2 3 4 5 6

CP
*ϕ

0.5
1

1.5

D
at

a 
/ P

re
d.

0

0.5

1

310×

0.
9

 / 
E

ve
nt

s
Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.572chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 1.572chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

1p1n_1pXn, 1pXn_1p1n, Boost Incl ZCR

0 1 2 3 4 5 6

CP
*ϕ

0.5
1

1.5

D
at

a 
/ P

re
d.

0

0.5

1

310×

0.
9

 / 
E

ve
nt

s

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 0.462chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

 InternalATLAS
-1L = 139 fb

/ndf= 0.462chi

Data
Signal SM

ττ→Z
Fake

Other Bkg
 (x10)o = 0τφSignal 

 (x10)o = 90τφSignal 
Stat.

1p1n_3p0n, 3p0n_1p1n, Boost Incl ZCR

Figure 10.13: φ∗ by decay channels in the boost Z control region in the τhadτhad channel.
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Figure 10.14: φ∗ by decay channels in the boost Z control region in the τlepτhad channel.
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Figure 10.15: φ∗ by decay channels in the VBF Z control region in the τhadτhad channel.
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Figure 10.16: φ∗ by decay channels in the VBF Z control region in the τlepτhad channel.
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10.3 Observed post-�t distributions

φ∗CP observed post-�t distributions are shown in �gure 10.17 and �gure 10.18, respectively,

in all VBF and Boost signal regions, and in �gure 10.19 for the Z → ττ control regions [6].

Figure 10.17: Observed post-�t distributions in the H → ττ signal regions in τhadτhad
channels, which will be included in the likelihood model. `OtherBkgs' includesW , diboson,
top, Z → ll, H →WW samples.
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Figure 10.18: Observed post-�t distributions in the H → ττ signal regions in τlepτhad
channels, which will be included in the likelihood model. `OtherBkgs' includesW , diboson,
top, Z → ll, H →WW samples.
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Figure 10.19: Observed post-�t distributions in the Z(→ ττ) control regions in τhadτhad
and τlepτhad channels, which will be included in the likelihood model. `OtherBkgs' includes
W , diboson, top, Z → ll,H →WW samples.
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Appendix B

11.1 Lepton systematic uncertainties list

Muon Resolution
MUON-ID, MUON-SAGITTA-RHO,
MUON-SAGITTA-RESBIAS, MUON-MS

Energy scale MUON-SCALE

Reconstruction/
Identi�cation

MUON-EFF-RECO-STAT,
MUON-EFF-RECO-STAT-LOWPT,
MUON-EFF-RECO-SYS,
MUON-EFF-RECO-SYS-LOWPT

Isolation
MUON-EFF-ISO-STAT
MUON-EFF-ISO-SYS

Trigger
MUON-EFF-TrigStatUncertainty,
UON-EFF-TrigSystUncertainty

Table 11.1: Muon uncertainties list.

Resolution EG-RESOLUTION-ALL

Energy scale EG-SCALE-ALL

Reconstruction EL-EFF-Reco-TOTAL-1NPCOR-PLUS-UNCOR

Identi�cation EL-EFF-ID-TOTAL-1NPCOR-PLUS-UNCOR

Isolation EL-EFF-Iso-TOTAL-1NPCOR-PLUS-UNCOR

Charge Identi�cation EL-CHARGEID-STAT, EL-CHARGEID-SYS

Trigger EL-EFF-Trigger-TOTAL-1NPCOR-PLUS-UNCOR

Table 11.2: Electron uncertainties list.



156 11.1 Lepton systematic uncertainties list

Energy scale

TAUS-TRUEHADTAU-SME-TES-INSITUEXP
TAUS-TRUEHADTAU-SME-TES-INSITUFIT
AUS-TRUEHADTAU-SME-TES-DETECTOR
TAUS-TRUEHADTAU-SME-TES-MODEL-CLOSURE
TAUS-TRUEHADTAU-SME-TES-PHYSICSLIST

Reconstruction TAUS-TRUEHADTAU-EFF-RECO-TOTAL

Identi�cation
TAUS-TRUEHADTAU-EFF-RNNID-[1|3]PRONGSTATSYSTPT[2025|2530|3040|GE40]

TAUS-TRUEHADTAU-EFF-RNNID-SYST
TAUS-TRUEHADTAU-EFF-RNNID-HIGHPT

Trigger(2015-2017)
AUS-TRUEHADTAU-EFF-TRIGGER[STATDATA161718|STATMC161718]

TAUS-TRUEHADTAU-EFF-TRIGGER[SYST161718|SYSTMU161718]

Trigger 2018
TAUS-TRUEHADTAU-EFF-TRIGGER-[STATDATA2018|STATMC2018]

TAUS-TRUEHADTAU-EFF-TRIGGER-[SYST2018|SYSTMU2018]

eVeto on fake τhad−vis
TAUS-TRUEELECTRON-EFF-ELEBDT-STAT
TAUS-TRUEELECTRON-EFF-ELEBDT-SYST

Table 11.3: Tau uncertainties list.
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11.2 Jet systematic uncertainties list

Energy scale

JET-E�ectiveNP-Statistical[1-6],
JET-PunchThrough-MC16
JET-BJES-Response
JET-EtaIntercalibration-[Modelling|Modelling-2018data|TotalStat],
JET-EtaIntercalibration-[NonClosure-highE|NonClosure-negEta|NonClosure-posEta],
JET-SingleParticle-HighPt,
JET-E�ectiveNP-Mixed[1|2|3],
JET-Pileup-[O�setMu|O�setNPV|PtTerm|RhoTopology],
JET-E�ectiveNP-Modelling[1-4],
JET-E�ectiveNP-Detector[1-2]

Jet Energy resolution JET-JER-E�ectiveNP-[1-12restTerm], JET-JER-DataVsMC

Jet Flavor JET-Flavor-Composition, JET-Flavor-Response

Jet Vertex Tagger JET-JvtE�ciency (central jets), JET-fJvtE�ciency (forward jets)

b-tagging
FT-EFF-Eigen-B-[0-2], FT-EFF-Eigen-C-[0-2],
FT-EFF-Eigen-Light-[0-3], FT-EFF-extrapolation,
FT-EFF-extrapolation-from-charm

Table 11.4: JET uncertainties list.
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11.3 φ∗ distributions for the RNN shape uncertainties

studies

The φ∗ distributions in the ZMC → ττ SR and ZCR and the data-driven ZCR are shown

in �gures 11.1 and 11.2 for the Boost tight and VBF channels respectively.
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Figure 11.1: Boost Tight φ∗ shape distributions shown for the di�erent RNN bins.
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Figure 11.2: VBF φ∗ shape distributions shown for the di�erent RNN bins.
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11.4 Primary vertex distributions studies

Primary vertex distribution compared among the di�erent BS constraint for VBF odd

sample 11.3, ggH even sample 11.4 and ggH odd sample 11.5.
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Figure 11.3: PV coordinates (x, y, z) and the distance in the detector transverse plane
(Rxy) for the VBF CP-odd sample. Comparison between the MC values and the default
BS constraint, no BS constraint and 55% of the BS constraint is performed.
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Figure 11.4: PV coordinates (x, y, z) and the distance in the detector transverse plane
(Rxy) for the ggH CP-even sample. Comparison between the MC values and the default
BS constraint, no BS constraint and 55% of the BS constraint is performed.
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Figure 11.5: PV coordinates (x, y, z) and the distance in the detector transverse plane
(Rxy) for the ggH CP-odd sample. Comparison between the MC values and the default
BS constraint, no BS constraint and 55% of the BS constraint is performed.
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11.5 Coordinate residual plots

Coordinate residual plots for the VBF odd sample in �gure 11.6, ggH even sample in

�gure 11.7 and ggH odd sample in �gure 11.8.
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Figure 11.6: Coordinate residual plots of the VBF CP-odd sample.
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Figure 11.7: Coordinate residual plots of the ggH CP-even sample.
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Figure 11.8: Coordinate residual plots of the ggH CP-odd sample.
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11.6 2D Reconstructed vertex coordinates

2D reconstructed vertex coordinates are shown for the VBF odd sample in �gure 11.9, for

the ggH even sample in �gure 11.10 and for the ggH odd sample in �gure 11.11

Figure 11.9: First row shows true z position (y-axis) vs z position (x-axis) plots, second
row shows row true z position (y-axis) vs z residual (x-axis) plots, third row shows true x
position (y-axis) vs x position (x-axis) plots and forth row shows true x position (y-axis) vs
x residual (x-axis) plots. From left to right the plots correspond to the noBS case, default
case and soft BS case. All of them are calculated using the VBF odd sample.
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Figure 11.10: First row shows true z position (y-axis) vs z position (x-axis) plots, second
row shows row true z position (y-axis) vs z residual (x-axis) plots, third row shows true x
position (y-axis) vs x position (x-axis) plots and forth row shows true x position (y-axis) vs
x residual (x-axis) plots. From left to right the plots correspond to the noBS case, default
case and soft BS case. All of them are calculated using the ggH even sample.
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Figure 11.11: First row shows true z position (y-axis) vs z position (x-axis) plots, second
row shows row true z position (y-axis) vs z residual (x-axis) plots, third row shows true x
position (y-axis) vs x position (x-axis) plots and forth row shows true x position (y-axis) vs
x residual (x-axis) plots. From left to right the plots correspond to the noBS case, default
case and soft BS case. All of them are calculated using the ggH odd sample.
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11.7 ϕ∗ distributions

The ϕ∗ distribution obtained, plotted using 7 bins between [0, 2π] , is shown for the hybrid

method. In �gure 11.12 is calculated using the VBF odd sample, while �gures 11.13

and 11.14 shown the The ϕ∗ distribution using respectively the ggH even and odd samples.

Figure 11.12: From left to right the VBF CP-odd ϕ∗ hybrid method distributions for
default, no BS and soft BS.

Figure 11.13: From left to right the ggH CP-even ϕ∗ hybrid method distributions for
default, no BS and soft BS.

Figure 11.14: From left to right the ggH CP-odd ϕ∗ hybrid methods distributions for
default, no BS and soft BS.
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11.8 ϕ∗ residual comparison plots

Within the primary vertex study the ϕ∗ residual comparison plots are produced between

the three di�erent scenarios and the MC distribution. The ϕ∗ residual plots for the MC

method are shown in �gure 11.15 for the VBF odd sample, in �gure 11.16 for the ggH even

sample and in �gure 11.17 for the ggH odd sample, while, the Hybrid method residual

plots are shown in �gure 11.18 for the VBF odd sample, in �gure 11.19 for the ggH even

sample and in �gure 11.20 for the ggH odd sample.

Figure 11.15: From left to right the VBF CP-odd ϕ∗ residual plot when considering (hybrid
default - MC), (hybrid noBS - MC) and (hybrid soft - MC) respectively.

Figure 11.16: From left to right the ggH CP-even ϕ∗ residual plot when considering (hybrid
default - MC), (hybrid noBS - MC) and (hybrid soft - MC) respectively.

Figure 11.17: From left to right the ggH CP-odd ϕ∗ residual plot when considering (hybrid
default - MC), (hybrid noBS - MC) and (hybrid soft - MC) respectively.
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Figure 11.18: From left to right the VBF CP-odd ϕ∗ residual plot when considering (hybrid
default - hybrid noBS), (hybrid soft - hybrid default) and (hybrid soft - hybrid noBS)
respectively.

Figure 11.19: From left to right the ggH CP-even ϕ∗ residual plot when considering (hybrid
default - hybrid noBS), (hybrid soft - hybrid default) and (hybrid soft - hybrid noBS)
respectively.

Figure 11.20: From left to right the ggH CP-odd ϕ∗ residual plot when considering (hybrid
default - hybrid noBS), (hybrid soft - hybrid default) and (hybrid soft - hybrid noBS)
respectively.
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11.9 Smoothing Options studies

The e�ects of the di�erent smoothing options on selected systematics are illustrated in �g-

ures 11.21 11.22 11.23 11.24 for TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT and TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P0N_RECO_1P0N_TOTAL,

respectively. For each systematic, the boost tight high and the boost loose high regions

are shown.
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Figure 11.21: The TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT is shown, for the τhadτhad channel,
in the boost tight high signal region for the ZttQCD envelopes. The Smoothing options
applied, from up to down, are TTBar, MaxVariation, Monotonic and Parabolic.
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Figure 11.22: The TAUS_TRUEHADTAU_EFF_RNNID_HIGHPT is shown, for the τhadτhad channel,
in the boost loose high signal region for the ZttQCD envelopes. The Smoothing options
applied, from up to down, are TTBar, MaxVariation, Monotonic and Parabolic.
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Figure 11.23: The TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P0N_RECO_1P0N_TOTAL

is shown, for the τhadτhad channel, in the boost tight high signal region for the ZttQCD
envelopes. The Smoothing options applied, from up to down, are TTBar, MaxVariation,
Monotonic and Parabolic.
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Figure 11.24: The TAUS_TRUEHADTAU_EFF_JETID_DECAY_MODE_TRUE_1P0N_RECO_1P0N_TOTAL

is shown, for the τhadτhad channel, in the boost loose high signal region for the ZttQCD
envelopes. The Smoothing options applied, from up to down, are TTBar, MaxVariation,
Monotonic and Parabolic.
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