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Abstract

To maintain the globally connected civilization culture in place today, a number of sectors are built
on the gathering and sharing of data. Personal and sensitive data are collected and shared about
the individuals using the services offered by these sectors. Data controllers rely on the robustness
of anonymisation measures to keep personal and sensitive attributes in the shared dataset privacy
safe. Typically, the dataset is stripped of direct identifiers such as names and National Insurance
(NI) numbers, such that individuals in the dataset are not uniquely identifiable. However, details
in the dataset perceived by data controllers to have no negative data privacy impact can be used
by attackers to perform a re-identification attack. Such an attack uses the details shared in the
dataset in conjunction with a secondary data source to rebuild a personally identifiable profile
for individual(s) in the supposedly anonymised shared dataset. There have been a few publicised
cases of re-identification attacks, and with the information reported about these attacks, it is
unknown what constitutes a re-identification attack from a technical perspective other than its
outcome.

The work in this thesis explores real cases of successful re-identification attacks to analyse
and build a technical profile of what re-identification entails. Using the Netflix Prize Data and
the re-identification of Governor William Weld as case studies, synthetic datasets are created to
represent the anonymised databases shared in each of these re-identification attack cases. An
exploratory study to technically represent re-identification attacks as database queries in SQL
is conducted. This involves the research performing re-identification attacks on the synthetic
databases by executing a series of SQL queries.

With a hypothesis that there is enough similarity in the patterns of SQL database queries
that lead to re-identification attacks on anonymised databases, this research employs data mining
techniques and machine learning algorithms to train classifiers to recognise re-identification pat-
terns in SQL queries. Four classification algorithms: Multilayer Perceptron (MLP), Naive Bayes
(NB), K-Nearest Neighbors (KNN), and Logistic Regression (LR) are trained in this research
to recognise and predict attempts of re-identification attacks. The results of the performance
evaluation and unseen data testing indicate that the MLP, Multinomial Naive Bayes (MNB), and
the LR classifiers are most effective at recognising patterns of re-identification attacks. During
performance evaluation, the MLP classifier achieved an accuracy of 100%, the MNB achieved
79.3% and the LR achieved 100%. The unseen data testing shows that the MLP, MNB, and LR
classifiers are able to predict new instances of re-identification attack attempts 79%, 71%, and
79% of the time respectively, indicating a good generalisation performance. To the best of this
research’s knowledge, the work in this thesis is the only effort to date to automate the recog-
nition and prediction of re-identification attack attempts on anonymised databases. The novel
system developed in this research can be implemented to improve the monitoring of anonymised
databases in data sharing environments.
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Chapter 1

Introduction and Overview

The increase in the amount of data available in the modern society, and the need to process these
data for information and knowledge maturation necessitates data sharing. However, data sharing
is not without risks, as personal and sensitive information about individuals in a shared dataset
is susceptible to being linked to the data subjects, even if the dataset is anonymised when shared.
This chapter addresses data privacy issues around data anonymisation and how re-identification
is a threat. Section presents detailed background information and the problem domain for
this research. The knowledge gap and research questions posed by this work are in section (1.2
and respectively. Section summarises the overall methodology adopted in this research
and the main contributions as a result of the work done in this research are highlighted in section
1.9 The outline for the thesis is presented in section [1.10

1.1 Research Background

As information technology becomes more prominent in every sector of government administration,
private organisation and regular human interaction, the amount of existing personal data about
each individual has immensely multiplied over the years. Different arms of the government and
private organisations hold information about a large number of individuals for different aims
and purposes. Organisations such as hospitals hold medical records for treatment and research
purposes, while government bodies such as different arms of the military, hold information such as
mission details of military personnel. Governments and organisations need to sometimes release
datasets, for research, statistical analysis to explore new inferences, public access and knowledge
maturation. This type of dataset includes Hospital Episode Statistics (HES); a database with
details about admitted patients and outpatients appointments at NHS hospitals in England [3§].
This is a database with personal and sensitive information about individuals. Research [148]
107, T09] has proven that there is a risk of having sensitive personal information (for example, a
medical condition of a specific person) about an individual revealed in the process or as a result
of data sharing [57].

Often, data holders release and share their databases with third parties, including marketing
organisations and commercial data brokers [06]. However, there are data protection laws such
as the EU’s General Data Protection Regulation (GDPR) that limit the exploitation or sale
of personal (sensitive) information when data is shared or sold. Data protection laws intend
to protect personal data, they control and mould the actions of institutions and government
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bodies regarding personal data in the modern era of information. Private institutions and the
government alike have continually proved that without strict data protection laws overseeing the
protection of personal data, they (organisations and government) intend to collect, mine, store
and share databases they hold without restraint, notification or accountability [I]. Although
data distribution provides useful information to researchers and data analysts, the need to share
datasets has brought about privacy risks to individuals whose data is being distributed [154].

The need to share data without revealing personally identifiable details brought about the
concept of anonymisation in information sharing. A dataset is considered to be anonymised if it
has been perturbed or generalised, such that it is impossible to attribute sensitive information to
a specifically identified individual. In theory, once a database has been “anonymised”, it cannot
be used to identify any specific individual or be used to deduce any of their sensitive information.
Therefore, data protection regulations are less strict about the sharing of anonymised datasets
for research, market analysis and other third-party purposes. Data holders are more inclined
to share their datasets with other parties because of their trust in anonymisation techniques as
a data privacy measure. Interestingly, the rapid increase in the amount of publicly available
information over the internet and other publicly accessible databases, coupled with advanced
computer hardware and software with remarkable data processing ability has made it possible to
analyse and “re-identify” identifiable information from datasets that might have been considered
anonymised [96].

Anonymised data are typically re-identified by combining two or more databases, in search of
fragments of information that may suggest that the information from these databases are about
the same individual, or by having information about the same entity stored multiple times (data
redundancy). When the process of re-identifying an individual from an anonymised dataset is
performed successfully, it has dire data privacy protection repercussions, as it may violate the
conditions under which the information was divulged by the data subject, or collected and shared
by the data holder. This is referred to as a Re-identification Attack.

As mentioned in [I10], a foundational belief about data privacy states “Data can either be
useful or perfectly anonymous but never both”. “Useful” in this instance would mean that
the dataset is minimally anonymised or not at all, making it suitable for third-party analysis,
or the dataset could be “perfectly anonymised”, such that it is difficult or impossible to make
meaningful inferences when analysed. This project is interested in rather effectively anonymised
datasets and the extra lengths attackers would go to re-identify personal details in the datasets.
It is imperative to strike a compromising balance between an un-anonymised, useful dataset and
a strictly anonymised unusable one. An exploration into the anonymity /usability balance brings
forth the idea of minimally anonymised but monitored datasets, which allow third party analysis
on the data. The monitoring process is automated and it is geared towards proactive detection
of possible re-identification attacks. This is the focal point of this research work.

Relating Personal Identifiable Information (PII), Personal Data or Sensitive Data, such as
name or NI (National Insurance) number to a specific individual are the usual goal an attacker
aims for when performing re-identification attacks. Even though PII is the usual target, “other
information” about the data subjects which are traditionally presumed not to be personally
identifiable can also be used to re-identify subjects from anonymised datasets. Attributes that
are not considered personal or sensitive (other information), combined to achieve re-identification
are what Latanya Sweeney defined as quasi-identifier [130, 110} [109]. Quasi-identifiers are sets
of information that do not uniquely identify an individual, but can be combined with other
quasi-identifiers or external data sets to generate a unique identifier [57, 50]. For instance, a
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study by Sweeney found that 87% of the United States population is uniquely identifiable with
the combination of their ZIP code, date of birth (DoB) and sex [149]. Similarly, date of birth
and ZIP code makes 97% of the population of Cambridge, Massachusetts identifiable [I09]. The
work in these studies emphasises that data controllers and data privacy professionals do not
classify quasi-identifiers as PII, even though quasi-identifiers are essential to the execution of
re-identification attacks.

Information to be released by an organisation is released as microdata: these are units of
data that aggregate statistics are derived from, consisting of records including information on
individuals or business entities [28]. Identifying characteristics such as names or national insur-
ance numbers are usually not released, however, the microdata contains quasi-identifiers, which
poses a threat to the privacy of the information. Attackers can use quasi-identifiers to reveal the
individual the information is about.

There have been attempts by UK government officials to gather and share health data, with
the belief and claim that anonymisation is enough to keep the data privacy safe. An instance
of this, is the General Practice Data for Planning and Research (GPDPR) scheme by the UK
government. The scheme had planned to upload millions of NHS users’ data to a central database.
Their privacy justification for this is that the data will be pseudonymised. The GPDPR plan
was postponed after objections were made by various medical bodies [I7]. The high sensitivity
of health data and the need for it to be shared safely for useful causes (e.g., health research)
has motivated innovations towards the privacy safe or usability dilemma that has plagued data
sharing.

Trusted Research Environment (TRE) service for England is a service by NHS Digital that
provides trusted researchers secure access to health datasets upon approval. Specific Data Sharing
Agreement (DSA) is established between the researchers and NHS Digital, then access is provided
to the approved dataset within the TRE service that enables the researchers to collaborate, link
the data and share results within the same research project. All data available on the platform is
anonymised, with personal details such as names or NHS Numbers removed. To make use of the
data, the TRE service provides researchers access to the Data Access Environment (DAE). An
environment incorporated with powerful data analysis and query tools including Databricks (a
collaborative tool used for data analysis with SQL and Python languages support). The overall
intended output generated by the researchers is reviewed for compliance [37].

This research is aiming to develop a system that can be deployable in the creation or mainte-
nance of privacy-safe data sharing and processing conditions of a TRE. The anticipated product
of this work can be applicable as a feature in a platform such as the NHS Digital TRE service.
It can be used to foster a higher level of control and accountability in how anonymised datasets
are being accessed. The TRE service DAE supports the use of SQL queries, therefore the sys-
tem developed by this research work can be utilised on the TRE service for England platform
to inspect SQL queries executed by the researchers against datasets on the DAE for possible re-
identification attacks. The focus of this work is to try and understand what the technical features
of data re-identification attacks are, in the SQL queries executed on databases. This knowledge
will be used to gather relevant data, use these data to train a system that will be capable of
recognising the signatures of re-identification attack attempts on an anonymised database. This
system will be trained using data mining techniques.
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1.2 Research Gap

In the modern era of big data, society can make many advances through large scale analysis
of databases and combinations of databases. However, these may contain personal information
and as a consequence, there are risks of unethical or illegal use of such information. Research
and publications [IT0} 148 149l B8] have addressed the inefficiency of anonymisation techniques
to completely preserve the privacy of anonymised databases, particularly in the context of data
releases. These publications on the link between anonymisation and re-identification tackled
the topic from the perspective of warning data holders about placing too much faith in the
power of anonymisation techniques: by emphasising on how relatively easy it is to re-identify the
anonymised details in a database [I10}, [107].

The bulk of the available measures against re-identification attacks within the data privacy
field includes suggestions for better anonymisation models, human discretion or legal actions
against performing re-identification. There is no evidence of research work conducted into the
exploration of database search query analysis or the application of automated systems to identify
re-identification attack attempts. By generating a model of what constitutes a re-identification
attack in a technological context, this research develops a system that automatically and intelli-
gently detects malicious database queries that may be attempting to re-identify redacted details
of an anonymised database. The system is developed by adopting principles of data mining and
implementing machine learning algorithms.

1.3 Research Questions

In order to fulfil the purpose of this project, answering the questions stated below is an essential
part of the overall process. The research questions addressed in this thesis are:

1. How can the anonymisation measures that have been applied to a dataset be compromised
through database queries?

2. What does a re-identification attack look like from a technical perspective?

3. Is it possible to automatically recognise re-identification attacks through studying patterns
in SQL queries executed on anonymised databases?

4. How can data mining techniques be applicable in database queries, to train an intelligent
system that can monitor and recognise re-identification patterns in these queries?

1.4 Research Hypothesis

The hypothesis of this project is that re-identification attacks have enough in common with each
other that they can be systematically discovered when they are in progress. For example, as
particular sequences of database requests. Initially, the work in this research establishes what
a re-identification attack on a anonymised database is from a technical perspective. Then the
research implements machine learning algorithms to learn and recognise patterns in database
queries that insinuate re-identification attacks.
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1.5 Research Aim and Objectives

This research focuses on the concept of data anonymisation and re-identification, investigating
queries on anonymised databases for patterns that may pose a threat to data privacy. Using ma-
chine learning models, the research will explore how systems can intelligently learn and recognise
database query patterns that attackers may employ to exploit the vulnerabilities in the anonymi-
sation measures used for storing data. To achieve the aim of this research, the following are the
key objectives that will be pursued:

1. To engage in a comprehensive review of the existing relevant literature on data privacy as
it pertains to anonymisation, re-identification, and explore how machine learning can be
applied to achieving the aim of the research.

2. To establish that re-identification attacks are achievable by executing a series of database
queries on anonymised databases, and develop a model of what possible re-identification
queries look like (by experimenting with re-identification attacks on anonymised databases).

3. To develop a prototype system that monitors and recognises when queries that fit into the
re-identification model are noticed in a database system.

4. In the event that re-identification does not constitute a recognisable pattern, the research
work aims to present its justification and conduct further research to explore other dimen-
sions of the relationship between anonymisation, re-identification and data mining.

5. To produce a PhD thesis that presents the methods employed, experiments conducted and
results generated in the process of achieving the aim of this research.

1.6 Research Methodology

With the intention of this research to achieve the set out aim and objectives, the research anal-
ysis is presented using a qualitative approach. This research explores the intricacies of existing
concepts, case studies and publications relating to the research area. The work also consists
of literature review into all the relevant concepts of data anonymisation, re-identification and
data mining, focusing on how these elements can be used towards realizing the research aim and
objectives. In the course of attempting to fulfil the requirements of the objectives for this re-
search, access to an anonymised database is essential. However, efforts to acquire an anonymised
health database have been unsuccessful, reaching out to relevant officials of the UK NHS (Na-
tional Health Service) and discussing the details of what the project is aiming to achieve. The
discussion emphasised the obvious benefits that the results of this work will offer to an organisa-
tion such as the NHS (significantly improve measures to keep anonymised health data private and
anonymous). With the research’s inability to acquire real anonymised datasets, synthetic datasets
are therefore generated (modelled on real-life re-identification scenarios) and anonymised for the
purpose of this project.

Analysis of the generated synthetic data was conducted, which involved applying anonymisa-
tion measures to the dataset. This is necessary to keep the generated dataset in the state that it
would have been when shared with the public. The stories in the published re-identification attack
scenarios used were closely studied and this informed the choice of anonymisation criteria applied
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to the synthetic dataset. An experiment whereby re-identification attacks are attempted against
the anonymised dataset was conducted. The experiment involved attempting re-identification
attacks using Structured Query Language (SQL) queries to interact with the database. This was
done to establish that re-identification is achievable by executing a series of SQL queries against
the target dataset. With this, a baseline for what constitutes a re-identification attack (from a
technical perspective) was established. The experiment and its results have been published in
a peer-reviewed conference paper [76], the work published in the paper is mostly represented in
chapter [] of this thesis. The author of this thesis is the primary and first-named author of the

paper.

A data collection campaign to gather SQL query dataset was conducted, this required par-
ticipants in the data collection activity to attempt re-identification attacks against the synthetic
anonymised databases created for this research. SQL query logs for the queries executed by partic-
ipants are recorded. Data Mining techniques were then introduced to train and develop a system
that can systematically identify user queries that may be attempting a re-identification attack.
The system was trained to automatically recognise (using its knowledge of re-identification attack
attempt query patterns) attempts at re-identification. Different machine learning models were
explored and trained, and the most suitable for the purpose of achieving the aim and objectives
of this research work are selected and implemented.

1.7 Anticipated Outcomes

Success in this research will contribute to creating or maintaining a practical data sharing scenario
that transcends the typical unsupervised de-identified (anonymised) database that solely relies on
the strength of its anonymisation technique for privacy protection or a heavily supervised database
with no anonymisation. A definite disadvantage of the former is the fact that anonymisation
techniques are imperfect, and the latter will require intensive manpower to manage. A positive
result in this research will create a compromise by making the administration of privacy-safe,
moderately supervised, anonymised database sharing possible. The reduced supervision will be
complemented by an automated system to be developed by this research work. The system
will automate the way instances of possible re-identification attacks are detected on anonymised
databases.

On the other hand, a negative outcome is a possibility in this research work. However, this
need not be deemed as a failure, provided that a negative outcome will be systematically analysed
to understand all the nuances involved in attempting to automatically recognise and subvert re-
identification attacks through studying user query patterns.

1.8 Limitations

In the course of attempting to fulfil the objectives of this research work, there were challenges
encountered. This has led to some perceived limitations the research is subjected to, which
include:

1. To practically determine how data re-identification works, and also develop a template of
search queries that may be malicious to anonymised datasets, real-life anonymised datasets
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will productively contribute to the research experiment. However, efforts to acquire real,
anonymised datasets have been to no avail. This research has made an attempt to acquire
real anonymised datasets from the NHS, but the attempt was unsuccessful. Also, publica-
tions [107, 109 B, B3] that reported cases of successful re-identification in their work did
not share the datasets used in their re-identification experiments.

2. From the work done by this research into studying different existing data re-identification
scenarios, evidence shows that some re-identification attacks may not be a product of tech-
nical database search queries and may require further work.

3. There is also a limitation in the amount of data available for usage in the process of this
research, especially as it pertains to the number of re-identification case studies to analyse
and explore during experimentation with re-identification attacks.

1.9 Main Contributions

Typically, data re-identification attacks could be of different forms. It could be as a result of
social engineering or investigative techniques; to gather additional information that complements
the redacted details of an anonymised dataset (this can be inferred from the details of famous
re-identification attacks). Therefore, there has not been research work done to explore and as-
certain what constitutes a re-identification attack from a technical perspective. With the rapid
advancement of modern information technology solutions, relational Database Management Sys-
tems (DBMS) used for storing anonymised datasets are accessed and interacted with using SQL.
This research is providing a technical representation of re-identification attack attempts in the
form of SQL database queries. This contributes a unique insight into data privacy and data
sharing, specifically to the study of data re-identification attacks on anonymised databases.

The results of unique experiments in this research produced a system that automatically
recognises attempts of data re-identification attacks on anonymised databases. The system studies
the patterns in the SQL queries that users are executing on the database. As a result of SQL
query analysis, implementation of data mining techniques and machine learning algorithms, the
resulting system will automate the vetting of database queries for re-identification attempts.
This will be directly useful in real-world applications where data privacy is of high priority. NHS
Digital’s TRE service for England is an example of a platform where the system produced by this
research can find a real-world application.

1.10 Thesis Outline

The contents in chapter[l| covers the conceptual overview of anonymisation and how data handlers
place an exaggerated trust in data privacy that anonymisation measures offer. Re-identification is
also introduced in this chapter, as a formidable threat and form of attack against anonymisation.
The aim for this research is presented in this chapter, which is to develop a system that can
recognise database query pattern that may be attempting re-identification attack and pose a
threat on data privacy. This aim is explored by answering the research questions set out in|l.3|and
fulfil the research objective breakdown in section [[.5} The aim, objectives and research questions
are addressed in the different sections presented in this chapter, covering the contributions to
knowledge offered by this research work.
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Chapter [2] explores and reviews different published literature and research work that relates
to data anonymisation and re-identification. The reviewed work approached these concepts
from different perspectives and proposed a different solution to the data privacy threat that
re-identification of anonymised dataset poses, this is presented in section of this thesis. The
exploitation of the de-identified (anonymised) data by attackers to achieve re-identification is
also presented in this chapter. The concepts of anonymisation, and re-identification and how
they relate to each other are also explored.

Chapter [3] starts with a general overview of data mining and the application of machine
learning algorithms in solving different data mining problems. The categorisation of data mining
tasks is explored and an overview of data tools evaluation criteria is presented. Chapter [3] presents
this research’s plan to implement Python data mining libraries for the classification problem in
this work. This chapter further explores different algorithms used in the training of classifiers to
recognise SQL query patterns that may be attempting a re-identification attack on an anonymised
database. A review of existing related to the application of machine learning algorithms in
database query recognition is also presented.

The explorations in Chapter [4] of this thesis introduce different data re-identification case
studies that are analysed by this research and how these case studies are used to verify that re-
identification attacks can be recognised as a series of SQL database queries. The creation of the
synthetic databases used for experimentation at this stage is detailed. Re-identification attack
scenarios are technically recreated during this phase of the research. The strategy employed for
the recreation of different re-identification attacks and analysis of the results from the experiment
is presented. Using the synthetic database created, a data collection campaign is used to gather
a research experiment dataset to be used in the data mining application.

In Chapter [5] the approach employed to process the research dataset is presented. Data
processing libraries in Python programming language are used for data preparation, labelling,
augmentation, tokenization and feature extraction. The Python algorithms used for this data
preprocessing task are presented in this chapter. The methodology and strategy employed in
training the implemented classification algorithms are also presented in this chapter.

Chapter [6] details the performance evaluation for the classification models implemented for
the re-identification query recognition in this research. Different performance evaluation metrics
for classification algorithms such as accuracy, precision, recall and f-score are used to evaluate the
models. Unseen data samples are used to test the ability of the classification models to recognise
new instances of re-identification attack attempts and the analysis of the results is presented.

Chapter [7] presents conclusive discussions around the research conducted in this thesis, high-
lighting the achievements and academic contributions. Different related areas that can be explored
for further research endeavours are also highlighted.




Chapter 2

Data Anonymisation and
Re-identification

Data re-identification is a form of data privacy attack against anonymisation in data collection,
data storage and most especially, data sharing. Prior to the increased possibility and awareness
of re-identification attacks, data controllers could release anonymised datasets publicly. Data
analysts from different fields of research could use the dataset about unidentified and unidentifi-
able individuals for analyses that are beneficial to their respective sectors. Many sectors rely on
the use of shared datasets as a means of gaining reliable insights which decisions will be based
upon. The health sector, for example, shares datasets to further improve the quality of research
conducted in the sector. An instance of this is the HES dataset: a dataset containing medical
details about patient diagnoses; personal details such as age group, gender and ethnicity; ad-
ministrative details; and geographical details such as a patient’s area of residence or treatment.
The HES dataset is processed by NHS Digital for both clinical purposes (relating to patient
care) and non-clinical purposes (secondary uses) that include analysing and monitoring trends
and patterns in NHS hospital activities, planning health services, and research [3§]. Different
publications have addressed the relationship between data anonymisation and re-identification.
An analytical review of the published work is presented in[2.I] This chapter explores the different
elements surrounding the concepts of anonymisation and the measures used in its implementation
as presented in sections and respectively. Concepts in data re-identification are covered
in section 2.4

2.1 Review of Related Work in Anonymisation and Re-identifi-
cation

Samarati and Sweeney in [I30] emphasized the increased appetite for information in modern
society due to access to the internet and inexpensive computing. Often, the information is
subjected to being shared, exchanged and sold. The paper emphasised the ramifications of
improper handling of information (shared, exchanged or sold) can be damaging to individuals
and organisations, particularly when the information is sensitive or personal. This publication
criticised a prevalent belief held by data holders, both private and government agencies, that
removing all direct identifiers from a set of data provides a scenario to share such a dataset without
compromising the anonymity of individuals in the dataset. Samarati and Sweeney explicitly
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stated that removing direct identifiers from datasets does not equate to guaranteed anonymity of
subjects of the dataset. This statement was supported by Sweeney’s work in [I48], proving that
with the combination of basic demographic attributes such as ZIP code, DoB, gender, ethnicity
and marital status, individuals in an anonymised dataset can be uniquely identifiable.

[130] explored the application of generalisation and suppression towards a solution against
the re-identification. The paper introduces the definition of quasi-identifiers, a term coined by
[29], as attributes that can be exploited by malicious users to attempt a re-identification attack.
k-anonymity is also introduced in this work as a technique to characterise the degree of privacy
protection of the dataset. Ensuring k-anonymity in a dataset after release with the application of
generalisation and suppression is presented in this work. k-anonymity requires the specification of
a minimum number £ of duplicates of each record (row) with respect to the attributes (columns)
of the quasi-identifiers. A detailed discussion on k-anonymity is presented in [2.3.1] The paper
concluded by acknowledging that the method presented was a first step towards controlling data
sharing, admitting that definitions of quasi-identifiers and finding an appropriate size of k are
issues to be addressed. The work postulates that a generalised dataset is of the best quality when
the subjects’ most important attributes are not a part of any quasi-identifier.

In 2002, Latanya Sweeney in a journal article about k-anonymity as a model for protecting
privacy [149], explores the complexity and contradiction in the need for personal data holders
such as banks and hospitals to release and share this information while simultaneously ensuring
that the data subjects cannot be re-identified, at the same time sharing this data in a format that
is practically useful. This work provided a privacy protecting framework known as k-anonymity;
a data anonymisation technique used for modifying databases, such that no user of the database
can deduce a probable link between entry details in the database and the individuals the details
describes. Deployment policies for the framework were also presented in this paper. The paper
further explored the re-identification attacks that may be accomplished if the policies for the
framework are not adhered to. In the background work for the paper, Sweeney briefly touched
on how multiple queries could leak inference to sensitive information in the database [149].

Paul Ohm [I10], in his article, “Broken Promise of Privacy: Responding to the Surprising Fail-
ure of Anonymisation”, emphasised the disappointments of anonymisation techniques. The article
highlighted the faith in anonymisation to provide data privacy-protecting functionalities, and al-
low databases to be freely shared to serve a variety of purposes. However, computer scientists
have established that individuals in anonymised or de-identified databases can be re-identified or
de-anonymised with surprising ease. Ohm pointed out that the magnitude of assurance placed in
anonymisation was a mistake and that nearly every data privacy law, as well as regulators, paid
little attention to the shortcomings of anonymisation, such as the ease with which it can be re-
identified. The article provides tools to respond to these shortcomings. One of the clearest early
expositions of the limitations of anonymisation as a privacy preservation measure discussed in this
article is that, even under the supervision of sophisticated data handlers, different scenarios have
discredited the idea that simply removing PII from datasets can protect privacy. Ohm empha-
sised that prior to studies such as work in [I30} [148] [I07], data holders did not consider features
such as DoB, ZIP Code or movie ratings as PII - features that are now proven to be usable in
executing successful re-identification attacks. However, Ohm stated that even after these studies,
organisations and data holders have proceeded with releasing these types of features connected
to sensitive data in supposedly anonymised databases.

The paper goes as far as pointing out that data technologists and even non-technical users
of databases should stop the usage of the term “anonymise” or “de-identified”, as it insinuates
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success in achieving anonymity of data subjects. Rather he proposed the term “scrub” as a fitting
alternative because it only suggests attempt and effort, not success. Latanya Sweeney, in [148]
similarly criticised the term “anonymise” in favour of “de-identified”. Both authors are alluding
to how imperfect anonymisation techniques are in achieving privacy protection.

Ohm [IT0] also presents some analysis of how these limitations may be tackled. With the
traditional practice being that the data holder performs anonymisation before the release of the
dataset (referred to as “release-and-forget”), an improved technique was suggested. This entails
an interactive data release relationship, as the data holder maintains constant participation after
the data is shared. However, this is also characterised in the paper as not being a perfect approach,
because of the increase in the cost requirement. Another argument towards a solution was made
in this work and it pushes for a ban on re-identification, that data privacy law should simply
state that any anonymised data is off limit and must not be re-identified. However, this is not a
realistic measure because re-identification can happen in settings where they cannot be detected
and without the knowledge of the organisation that released or shared the dataset. Achieving a
successful re-identification ban is not feasible, because such a ban will be impossible to enforce.
Legal measures such as the UK Data Protection Act 2018 state that “it is an offence for a person
knowingly or recklessly to re-identify information that is de-identified personal data without the
consent of the controller responsible for de-identifying the personal data”. The view of the law
in relation to re-identification is covered in sections 171 and 172 of the Data Protection Act 2018
[04].

Arvind Narayanan and Vitaly Shmatikov [I07] in their paper presented a new class of sta-
tistical re-identification attacks against high-dimensional microdata such as personal preferences,
recommendations, and transaction records. A more predominant scenario of re-identification at-
tacks involves those against microdata such as zip codes, age, gender and other individual-related
variables. The paper analysed the application of a re-identification methodology to the Netflix
Prize dataset, a dataset containing 500,000 subscribers. The article demonstrated that an at-
tacker who is aware of a little bit of information about a subscriber in the dataset can identify the
subscriber’s record from the dataset with limited difficulty. Therefore, using a third-party infor-
mation source (in this case, reviewer information from the Internet Movie Database) as a means
of acquiring background knowledge, the researchers were able to identify the Netflix records of
users and able to discover these individuals’ political orientation and more potentially sensitive
information. The authors concluded by reflecting on their re-identification methodology and how
data holders are incapable of foreseeing possible computations that may be performed on the
released datasets. The paper considered the possibility that re-identification of the Netflix Prize
dataset would be harder (not impossible) if the dataset was released without the movie names.
The authors find this countermeasure an interesting one to investigate. The countermeasure bears
correlation to Samarati and Sweeney’s postulation in [I30], expressing that anonymisation will
work better if the most important attributes about individuals in an anonymised dataset do not
belong to any quasi-identifier.

Addressing the issue of re-identification from a criminal and legal perspective, Salvador Ochoa
et al [I09] published a paper titled “Re-identification of Individuals in Chicago’s Homicide
Database: A Technical and Legal Study”, exploring re-identification using crime datasets. A
publicly released anonymised dataset containing information about the victims of homicide in
Chicago over a thirty years span was analysed, this dataset was then crossed-referenced against
the Social Security Death Index database. 35% of the victims were associated with their details
from the shared homicide dataset. The study illustrated the re-identification method and results
and also included a legal review of the United States regulation pertaining to data re-identification.
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The paper concludes by recommending that sensitive databases should be removed from online
locations and that national re-identification regulations should be established [109].

[I15] surveys approaches that have been proposed by publications for a criminal or penal sanc-
tion towards wrongful re-identification of anonymised datasets. The paper noted the increase in
the call for criminal penalties for re-identification offenders, especially in the context of biomed-
ical data; to allow the health sector to benefit from big data analysis. This call to criminalise
re-identification hoped to convincingly address privacy concerns that may hinder medical inno-
vations enabled by analysis and linkage of databases. However, the authors in [I15] criticised the
criminalisation advocates because their perspective focused on speculative opportunities rather
than on important and practical advances that could be attained through big data analysis. The
paper presented a review of various data re-identification criminalisation approaches that have
been put forth. It questioned the need for specific rules prohibiting re-identification attacks,
stating that explicit prohibition ideas are typically proposed without reference to data protection
principles that already exist. This paper concluded by highlighting a suggestion that the path
to reliable and lasting data protection enforcement is by empowering data protection authori-
ties, in terms of their capacity, resources and jurisdiction to impose actions against unsanctioned
re-identification. The authors proposed an abandonment of “complaint-based” enforcement for
approaches that implements proactive investigation and monitoring. The work in this research
aligns with and contributes to achieving proactive enforcement against re-identification attacks,
as suggested by the authors of [II5]. The paper also urged law and policymakers to provide ap-
propriate rectification for when wrongful re-identification occurs by discouraging the behaviour
and compensating the victims of re-identification attacks.

Esma Aimeur, et al, in a 2012 paper [3] approached re-identification from the perspective of an
attacker trying to reconstruct social media user profiles, from the information these users might
have disseminated on the internet. The research was conducted to highlight the threat of profile
reconstruction to individuals using social network platforms. The paper used Twitter as a case
study, stating the high possibility of reconstructing T'witter user profiles strictly from information
available publicly, even though Twitter is supposed to retain less personal information than
platforms like Facebook. A new two-phase system, based on a method of data re-identification
was proposed. The first phase involved searching for the subject’s (from a pool of 250 targeted
Twitter user profiles, serving as the first dataset) information sprinkled over different websites
online, including blogs and other social media networks, this is used to build a second dataset. The
next phase involved creating a linkage between both datasets with the aim to construct a digital
identity for the subject. According to the paper, the research was able to identify 41.6% of the
owners of Twitter user profiles from the sample dataset [3]. The paper highlighted that individuals
have a digital identity that is inadequately protected which leads to easy re-identification of such
individuals. In conclusion, they draw a correlation between men and women with respect to
how concerned they are with protecting their privacy. The work in this paper identified one in
two men and one in three women, however, the authors are aware that their dataset included
more male population and the work intends to expand its study to include more females. The
paper noted a development it characterised as scary, around employees requesting Facebook login
details (passwords included) from prospective employees. As a possible countermeasure, the
authors advised and suggested having two Facebook accounts; one to keep impersonal and give
employers and the other to use for real social connections. However, the authors also recognised
and acknowledged that this is not foolproof.

In a paper published by Lukasz Kniola in 2016, [88], data re-identification is approached from
a risk assessment perspective. The assessment was presented using a “quantitative approach”.
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Using the context of any particular data release, the paper employed “metrics and methodology”
to quantify the risks of re-identification and talked further about how to go about managing
these risks; by figuring out the right level of anonymisation (de-identification) to be applied on
the released dataset. Assumptions based on an estimation of the risk level that the dataset is
exposed to after sharing are used by the researchers to determine and select tolerable risk level
thresholds and ways to achieve this verification were also discussed in the paper. Two data release
contexts were discussed, one of which includes a dataset released under a strict contract with the
data sponsor stipulating and enforcing requirements and restrictions that must be adhered to by
the data user. The other context mentioned in the paper is public release, where the dataset is
released to the public domain, with no control and accountability on how it ends up being used.
In the latter context, the paper proposes that conservative assumptions should be made about
the risk level that the shared dataset is exposed to, as potential attackers can gain access to the
redacted details of the dataset.

Furthermore, the probability of different re-identification attempts was identified in the form
of categories, which are: deliberate attempt, inadvertent (spontaneous) attempt and data breach.
The paper concluded that anonymisation is a probabilistic measure and it is never capable of elim-
inating the risks of re-identification to zero while retaining some level of data usability. Emphasis
was made on how calculating the risks of re-identification of anonymised detail in a dataset using
a quantitative approach is the most comprehensive way to perform due diligence, figuring out
how subjective the database is to a re-identification attack (contextual risk assessments) in the
process of anonymisation [8§].

Approaching from a perspective that deviates from technical computer science or statistical
literature, Mark Elliot et al [49] present their book to cater to the interest of organisations or
government bodies that may have datasets to de-identify (anonymise). The book presents an
Anonymisation Decision Framework (ADF), that can be employed (possibly with some slight
alterations) to different dataset scenarios. The book presents the framework to be universally
applicable, regardless of the data privacy regulatory jurisdiction the user is complying with. A
term “data situation”, which describes the idea of treating the dataset and its environment as a
total system was coined, and with this, the authors of the book view anonymisation as a heavily
context-dependent process that needs to consider the data situation before concluding if and
what kind of anonymisation is required. This means that the assessment and management of
data re-identification risk should consider all the nuances of ADF, including the dataset, external
data source, legitimate data usage and potential misuse, legal, and ethical responsibilities.

Similarly to [IT0], [49] also emphasises the misconception among data holders that ‘anonymised’
means no risk of sensitive data disclosure, it also debunks the “release-and-forget” mentality. The
principles of the ADF involve two courses of action, which are categorised into technical and con-
textual. The technical allows quantification and management of re—identification risks, while
the contextual element enables data holders to address the factors that affect re-identification.

The Information and Privacy Commissioner of Ontario [72] published a paper on the guidelines
for the de-identification of structured data, comparable to [49], in the sense that it presents a
framework approach to data anonymisation. The paper approached generating anonymisation
guidelines from a risk-based methodology, involving the estimation of an acceptable threshold
for re-identification risk for a given data release. The paper’s stipulation that an acceptable
risk level has to be calculated for “a given data release” is in agreement with [49]’s “dataset
and its environment” ideology, however, the calculation of re-identification risk presented by [72]
considers different factors. These factors include whether an attacker knows if a target is in the
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dataset, a situation where the attacker can tell the target is in the dataset is called “prosecutor
risk”, and the attacker not being able to conclude that the target is present in the data is known
as “journalist risk”. The paper presents a framework that will function based on a systematic
analysis of the level and the kind of re-identification risk involved in the data release.

Yves-Alexandre de Montjoye et al, [33] explored re-identification using financial data, by
analysing the re-identifiability of credit card metadata. The journal article emphasises how meta-
data (data describing other data, serving as an informative label) that are generated by different
daily technologies (location applications, entertainment and social media platforms) may reveal
sensitive personal details about an individual. Financial data like digital payment details in-
clude rich metadata about the individual’s behaviour. To present an assessment of a possibility
of re-identification from financial data, the researchers for this paper gathered dataset of three
months of credit card information for 1.1 million users. The names, account numbers and other
direct identifiers were removed from the dataset and every transaction was time-stamped. Using
what the paper referred to as “unicity” (the risk of re-identification through having knowledge of
outside information about an individual), the risk of re-identification was measureable. With the
knowledge of when a user uses their credit card, the researchers were able to figure out a recognis-
able pattern. The paper concluded that, having knowledge of four random spatio-temporal data:
data about the space (location) and time about an individual is enough to re-identify 90% of
individuals from a poorly anonymised dataset. Similar to [3], the paper also draws a comparison
in the re-identifiability of men and women, stating that women are more re-identifiable than men
with credit card metadata. The paper suggested that the results from their work emphasized the
need for both technical and policy-based countermeasures against re-identification.

Yves-Alexandre de Montjoye, et al, in another publication [32], “Unique in the Crowd: The
privacy bounds of human mobility” further explore the relationship between re-identification and
spatio-temporal data and found that human mobility traces are very unique. The paper collected
fifteen months of human mobility data for one and a half million individuals. For the subjects in
the dataset that has their location specified hourly and with spatial resolution equal to that given
by the carrier’s antennae, four spatio-temporal points are enough to uniquely identify 95% of the
individuals. The researcher in this paper then coarsens the data spatially and temporally (added
noise to the location and time elements of the data) to find a formula for the uniqueness of the
individuals’ mobility tracking, given their spatial resolution and other available information from
external sources. The work shows that even coarse datasets provide poor anonymity and further
represents the importance of frameworks, systems and institutions dedicated to the data privacy
protection of individuals.
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Work Perspective Proposed Solution
Samarati and Sweeney (1998) [I30] | Anonymisation k-anonymity
Sweeney (2002) [149] Anonymisation k-anonymity

Ohm (2010) [II0]

Anonymisation and data release

Data privacy law

(e.g. re-identification ban)

A. Narayanan
and V. Shmatikov (2008) [I07]

Ochoa et al. (2002) [109]

Data release and re-identification Better anonymisation

Better anonymisation

and national regulations
Proactive investigation
and monitoring

Multiple social media
accounts

Contextual risk assessment
during anonymisation

Re-identification and law

Phillips et al. (2017) [115] Re-identification and law

Afmeur et al. (2012) [3] Re-identification and social media

Kniola (2016) [88] Data re-identification, data release

and risk assessment

The Inf tion and .
¢ fnormation an Contextual risk assessment

during data release

Anonymisation, data release,

Privacy Commissioner . . . .
Y re-identification and risk assessment

of Ontario (2016) [72]

Anonymisation Decision
Framework and contextual

risk assessment

Data privacy frameworks,
systems and institutions
Advanced privacy-conscientious
technologies and

quantitative assessment of
re-identification likelihood

Anonymisation, organisations and

Elliot et al. (2016) [ government bodies

de Montjoye et al. (2013) [32] Re-identification and spatio-temporal data

de Montjoye et al. (2015) [33] Re-identification and financial data

Proactive detection of
re-identification with a
prototype state of the art
data mining model

This research Re-identification and database query data

Table 2.1: A Comparison Review of Work in Anonymisation and Re-identification

2.2 Data Anonymisation

The data anonymisation procedure involves de-identifying details of a dataset such that the
personal and sensitive information is not directly interpretable, anonymisation process replaces
the actual data value with a different value while preserving the data format and type [120]. Data
anonymisation measures alter and convert the data into a form that obscures the direct meaning
of the data records, such that individual-specific information is not readable by users after the
data is published.

To allow data to be published and shared for research and other data processing reasons,
anonymisation measures are employed to make the dataset to be shared privacy-safe. Data
anonymisation uses methods including generalisation, perturbation, pseudonymisation and sup-
pression to present an individual’s data records as indistinguishable from other records in the
dataset [I]. It involves the de-identification of datasets such that the data produced should not
allow individual records to be correlated back to an entity, as the newly generated de-identified
data does not include quasi-identifiers or translation variables to allow an attacker to make such
correlation [I08]. Anonymisation aims to prevent malicious users from inferring private or sen-
sitive information from the dataset, however, the data should still be useful for processing by
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honest data analysts. However, query patterns employed by attackers on anonymised datasets
pose a credible threat to data privacy aimed to be achieved by data anonymisation. This research
is focused on anonymised datasets and query patterns that attackers use to interact with the data
systems holding anonymised data.

2.3 Overview of Data Anonymisation Measures

In an attempt to use data anonymisation to eliminate subject-specific information from publicly
shared datasets, different measures have been developed and adopted to achieve this. Datasets
generally have common attributes, based on the type of details contained in them. Different types
of attributes in data collected about individuals are;

e Direct Identifiers: These are data attributes that are explicitly associated with the data
subject (the individual that the data is about). E.g. names and NI numbers.

e Quasi Identifiers: These are attributes about the data subject, which can be combined
with other information to form details that can be used to uniquely identify a data subject
from an anonymised dataset. For example; age, postcode, gender etc. Quasi-identifiers are
also referred to as key attributes.

e Sensitive Identifiers: These are data attributes that the data subjects are possibly un-
willing to publicly share or let get associated with them. Examples include medical data
and financial data. These are also known as confidential attributes.

Anonymisation measures includes k-anonymity, [-diversity, ¢-closeness and p-sensitivity, per-
turbation, pseudonymisation and differential privacy. This section presents the different tech-
niques of anonymisation and explores data privacy from the perspective of each anonymisation
technique, analysing these techniques in terms of their features and limitations. The different
anonymisation measures operate with data stored in relational databases, presented in tables
with rows (records) and columns (attributes) [22]. Anonymisation removes all direct identifiers
from the database table. However, with the table clear of direct identifiers, other attributes still
remain. These remaining attributes can be combined with other publicly available attributes to
specifically identify an individual.

2.3.1 k-Anonymity

k-anonymisation therefore aims to alter a database, such that no user can infer a highly probable
association between records in the database table and the corresponding subjects [22]. The k-
anonymity measure requires that, for every record in the database, there must be at least (k-1)
indistinguishable other records in that database. Some attributes of records in the dataset are
generalised or suppressed such that each record is indistinguishable from at least (k-1) other
records. To satisfy k-anonymity, a combination of the generalised or suppressed attributes in
the dataset will not generate matches fewer than & individuals. The k-anonymisation criterion
works with respect to the quasi-identifiers in the dataset, such that every combination of quasi-
identifier values can be indistinctly matched with at least &k record entries [I12, 25]. A group of
indistinguishable records as a result of k-anonymisation is referred to as equivalence class. An
example of a #-anonymous table is represented in Table
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Post Code | Gender | Age | Diagnosis
LE1 9BH Male 28 HIV
LE1 6TB Male 30 Obesity
LE1 9BC | Female | 26 Flu
LE1 6TZ | Female | 27 HIV
LE1 9BQ | Female | 27 HIV
LE1 6TW | Male 34 Flu

Table 2.2: Sample database 1

Post Code | Gender | Age | Diagnosis
LE1 9* Person | 25-30 HIV
LE1 6* Person | 30-35 | Obesity
LE1 9* Person | 25-30 Flu
LE1 6* Person | 30-35 HIV
LE1 9* Person | 25-30 HIV
LE1 6* Person | 30-35 Flu

Table 2.3: 3-anonymous table for sample database I

The example in the tables above represents a k-anonymity implementation, where k=3 and
Quasi Identifier (QI) = Post Code, Gender, Age. The anonymised version of the table of
the dataset represented in Table shows a #-anonymous dataset table, implementing the k-
anonymity criteria to perform anonymisation on the dataset. Quasi-identifier attributes are used
to de-identify the dataset such that at least § records are not distinguishable in relation to the
quasi-identifies. The table is 3-anonymous because there are 3 records in each equivalence class.
The attributes Post Code, Gender, and Age are quasi-identifiers, with which k-anonymisation is
achieved.

Methods for Achieving k-Anonymity

The k-anonymity process adopts two methods to achieve data anonymisation, these methods are
generalisation and suppression.

e Generalisation: This method involves the substitution of attribute values in the dataset
with more generic values. The replacement attribute value is a less specific or defining one,
but it is semantically consistent. An example of generalisation is shown in the value of the
“Gender” and “Age” attributes in table 2.3

e Suppression: In suppression, the values of records are simply not released. Suppression
involves fully or partly redacting value of records. An example of suppression method in
k-anonymity is shown in the “Post Code” attribute in Table

Attacks Against k-Anonymity

As an anonymisation technique, the sole objective for k-anonymisation is to protect privacy in
published data. However, the technique is vulnerable to attacks that may consequently lead to
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data privacy breach. As described in [98], k-anonymity is subject to two possible attacks, namely
homogeneity attack and background knowledge attack.

e Homogeneity Attack: This attack on k-anonymity takes advantage of any similarity in
the sensitive identifiers contained in the dataset. It has been established that k-anonymity
works in relation with quasi-identifiers, therefore, similarity is bound to occur in the sensitive
identifier for the equivalent classes as the size of the dataset grows larger. A successful attack
is possible, if an attacker knows the quasi-identifier value of an individual and is also aware
that this individual is represented in the dataset, an attacker can therefore infer sensitive
information [25]. As a result of homogeneity attack, the sensitive attribute of a subject in a
k-anonymised dataset can be revealed as the dataset grows in size and sensitive attributes
get repeated within an equivalence class.

The larger the size of the anonymised dataset, the lower the diversity of the sensitive data.
This suggests that, in addition to k-anonymisation, the dataset should also ensure diversity,
such that every equivalence class that shares the same quasi-identifier values should have
diverse values for its sensitive data attributes.

e Background Knowledge Attack: The background knowledge attack in k-anonymity is
predicated on the attacker having prior information from external sources about a specific
individual represented in the dataset. In a scenario where the quasi-identifier values are
the same and there is minimal diversity in the values of the sensitive data attribute, an
attacker trying to infer private information will be able to make very close predictions, if
armed with background information about the data subject. To combat these weaknesses
in k-anonymisation, a new anonymisation criterion, called [-diversity was introduced.

2.3.2 [-Diversity

The flaws in k-anonymisation imply that an attacker can discover the values of sensitive at-
tributes, when there is little diversity in the values of these sensitive attributes [16]. Also, the
k-anonymisation technique is a relatively a weak privacy guarantor technique when the attacker
has background knowledge about a specific scenario. A stronger anonymisation technique that
takes diversity into account is required and this is where [-diversity comes into the fold.

The [-diversity principle states that an equivalence class is [-diverse, only if it contains at
least [ well-represented values for the sensitive attributes, and that a dataset table is considered
[-diverse if every equivalence class is [-diverse [98]. [-diversity provides privacy regardless of the
background information in the possession of the attacker. The core concept of [-diversity requires
the values of the sensitive attributes to be well represented in each equivalence class [9§].
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Non-sensitive Sensitive

Post Code | Age | Nationality | Diagnosis
1 LE1 6TB 30 Sudanese HIV
2 LE2 TGP 30 Sudanese HIV
3 LE2 7TGN 26 Armenian Cancer
4 LE1 6AY | 36 British Cancer
5 LE4 9VN | 41 British Asthma
6 LE4 9HI 48 British HIV
7 LE4 9VD | 45 French Cancer
8 LE4 9EN | 50 Nigerian Cancer
9 LE1 6GZ 31 American Asthma
10 | LE1 6FT 31 Italian Asthma
11 | LE2 7TEU 25 Indian Asthma
12 | LE2 TAP 28 Pakistani Asthma

Table 2.4: Sample database 11

Non-sensitive Sensitive

Post Code | Age | Nationality | Diagnosis
1 LE1 6* > 30 * HIV
2 LE1 6* > 30 * Cancer
3 LE1 6* > 30 * Asthma
4 LE1 6* > 30 * Asthma
5 LE4 9* > 40 * Asthma
6 LE4 9* > 40 * HIV
7 LE4 9* > 40 * Cancer
8 LE4 9% > 40 * Cancer
9 LE2 7* <30 * HIV
10 LE2 7* <30 * Cancer
11 LE2 7* <30 * Asthma
12 LE2 7* < 30 * Asthma

Table 2.5: 3-diverse table for sample database 11

The concept of [-diversity requires that every equivalence class has at least [ uniquely rep-
resented values for each of the sensitive attributes [95]. The [-diversity technique provides a
significant improvement when compared to k-anonymity, particularly in the level of anonymity
[-diversity offers. However, [-diversity also possesses limitations, including the fact that it may
be difficult to achieve an [-diverse dataset table. For instance, an original dataset with only two
values for the sensitive attributes; suppose the results of a medical test can either be positive or
negative. If the instance is further assumed to contain 1000 records, with 99% of results being
negative and 1% positive. The two values of sensitive attributes in this scenario have a very differ-
ent level of sensitivity [05]. In this case, there will be equivalent classes that contain records with
only negative values, and a 2-diversity will be ineffective to keep the sensitive attributes diverse.
To achieve a 2-diverse table that has distinct values when large numbers of records are involved
will eventually cause significant information loss. Similarly to k-anonymity, the anonymisation
measures provided by [-diversity have weaknesses and is susceptible to attacks. The attacks used
by malicious individuals to exploit [-diversity are skewness and similarity attacks, as described
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below.

e Skewness Attack: In a health dataset where there are an equal number of patients
with and without the same sensitive attribute value (e.g. a diagnosis), thereby creating
a 2-a diverse group of sensitive attributes [40]. If an attacker can infer that a particular
individual’s record is in this dataset, that individual can be considered to have a 50%
probability of having the sensitive attribute linked to them.

e Similarity Attack: Sensitive attributes in datasets can also get compromised in [-diversity
by similarity attack. This involves an instance of sensitive attributes in an equivalence class
being semantically similar, even though the equivalence class is I-diverse [125]. For instance,
if a 3-diverse dataset has sensitive values that are close in meaning in the equivalent class,
such as diagnosis entries of kidney cancer, lymphoma and melanoma; an attacker that can
link an individual to that equivalence class can infer that the individual has cancer.

2.3.3 t-Closeness

The shortcomings of [-diversity brought about the need for a new privacy measure. i-closeness
was introduced as a method to keep privacy when [-diversity fails. The principle of ¢-closeness
states that an equivalence class is said to have t-closeness if the distance between the distribution
of a sensitive attribute in the class, and the distribution of the attribute in the whole table is no
more than a threshold ¢. A dataset table is said to have t¢-closeness if all the equivalence classes
have t-closeness [95].

t-closeness attempts to overcome the privacy exploitation that [-diversity is susceptible to
by having it such that, the distribution of sensitive attribute in an equivalence class is a mirror
of the sensitive attribute distribution of the whole dataset, leaving no occurrence of semantic
similarity in an equivalence class that does not occur in the entire dataset (although, similarity
in an equivalence group will be unavoidable if all attributes are of similar nature, e.g. patients
having similar diseases) [40].

An acknowledged shortcoming in the ¢-closeness anonymisation measure is its limited amount
of useful information that can be produced, as applying t-closeness hinders any correlations
between quasi-identifiers and sensitive attributes. The only way around this, is to increase the
threshold ¢, therefore, taming t-closeness [40)].

2.3.4 p-Sensitive

This anonymisation criterion is also referred to as p-sensitive k-anonymity, and a dataset can only
satisfy p-sensitivity requirements if that dataset satisfies k-anonymity, and for every equivalence
class with identical distribution of quasi-identifiers in the dataset, the number of distinct values
for every sensitive attribute occurs at least p times within the same equivalence class [I52]. To
put it in context, Table below illustrates a 4-anonymised dataset with respect to the quasi-
identifiers: age, post code and gender. To determine the value of p, every equivalence class is
to be analysed. The first equivalence class contains two different diagnoses and just one income,
therefore the p value is 1 because that is the least times a sensitive attribute occurred in the class.
This can be said to have satisfied I-sensitive 4-anonymity property. The second equivalence class
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Age | Post Code | Gender | Diagnosis | Income (£)
1| 25 | LE16TB M Cancer 7,000
21 25 LE1 6TB M Cancer 7,000
31 25 LE1 6TB M AIDS 7,000
41 25 LE1 6TB M Cancer 7,000
5 | 40 LE1 9BH F AIDS 5,000
6| 40 LE1 9BH F AIDS 10,000
71 40 LE1 9BH F Asthma 10,000
8 | 40 LE1 9BH F Asthma 5,000

Table 2.6: p-Sensitivity database table

having at least two distinct values for both the “Diagnosis” and “Income” attributes, would have
a p value of 2.

In p-sensitive k-anonymity, the value of p is always less than or equal to that of k [152].
Therefore, to implement the p-sensitivity measure, a dataset must satisfy k-anonymity with the
value of k greater than or equal to 2. Also, preventing attribute disclosure in the dataset will
require a value of p greater than or equal to 2. In theory, a dataset satisfying these two stated
properties (2-sensitive 2-anonymity) should be privacy-safe. However, an attacker has a 50%
chance of guessing the identity or attribute of the individuals. This percentage chance gives an
attacker an unacceptable advantage, therefore, the values of k£ and/or p must be higher [I52].

2.3.5 Pseudonymisation

The process of pseudonymisation substitutes or eliminates direct identifiers in the dataset that
directly relates to a natural person, either partially or completely, such that data subjects are
unidentifiable [I4I]. In pseudonymisation, the data holder handles the dataset such that sensitive
or personal data is not relatable to any specific data subject unless a secondary source is employed.
The UK GDPR (General Data Protection Regulation) considers a dataset to be pseudonymised if
any secondary data source that can be used to make data subjects personally identifiable is stored
separately from the pseudonymised dataset [127],[I8]. Pseudonymisation replaces direct identifiers
in the dataset with pseudonyms that are randomly produced or worked out by an algorithm. This
anonymisation measure replaces the PII in the dataset while preserving the utility of the dataset.

Pseudonymisation can be achieved with a number of techniques including secret key encryp-
tion: using a single key to encode and decode the information, hashing: converting and represent-
ing a piece of information of arbitrary length into a fixed length value, and tokenization: replacing
sensitive records in the dataset with non-sensitive substitute values referred to as “tokens” [89).

The shortcomings of the pseudonymisation measure include the difficulty in accurately decid-
ing the attributes to be considered direct identifiers and to be substituted in the pseudonymised
dataset. Another weakness in pseudonymisation relates to when a predetermined algorithm is
used to assign pseudonyms in the dataset. An attacker who is able to discover the algorithm used
in altering the direct identifiers can reverse the pseudonymisation and re-identify the dataset.
Also, a pseudonymisation scenario where the same distinctive pseudonym is repeatedly used in a
dataset, in multiple data or over an extended period of time can be ineffective. The likelihood of
re-identifying a subject by quasi-identifiers associated with the distinctive pseudonym is increased
in this scenario [96].
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2.3.6 Perturbation

The technique of data perturbation involves changing the values of the records in a dataset without
altering the fundamental meaning of the data. “Noise” is added to the dataset for the purpose of
keeping the details of data subjects anonymous. When perturbation techniques are implemented
on a dataset, the aim is to simultaneously protect the dataset from a privacy breach and preserve
the underlying properties that gives meaning to the data, thereby making it usable in the context
of data releases [163], [I00]. An instance of noise addition for data perturbation involves adding or
multiplying a randomised number to personal or sensitive quantitative attributes in the dataset,
to conceal the distinguishing values [105].

Data perturbation methods can be of two fundamental classes, which are input perturbation
and output perturbation. The input perturbation technique involves random modification of the
underlying dataset and outputs to queries or analysis on the dataset is generated using the
modified dataset. The output perturbation method on the other hand, has the computation of
an analysis or query executed against the original dataset (unmodified), however, a noisy version
of the output is presented to the user of the dataset [42].

2.3.7 Differential Privacy

In response to the shortcomings that exist in different data anonymisation measures, a new
privacy model was introduced known as differential privacy. Differential privacy is a formal
mathematical framework for ensuring privacy protection when statistical data are to be analysed
or released [I65]. In differential privacy, an adversary with access to the output of analysis
will learn roughly the same information whether or not a single individual’s data was included.
Differential privacy makes almost no assumptions about the attacker’s background knowledge
[30]. Differential privacy is neither a single tool nor a criteria, but a standard for quantifying and
managing privacy risks for which several technological tools and techniques have been developed.
These differential privacy tools are designed to find implementation in various sectors of academic,
industrial, and government settings.

Differential privacy is a definition, as opposed to an algorithm. It is a definition geared
towards the problem of privacy-preserving data analysis. To achieve differential privacy, data
perturbation is utilised. This involves adding noise to the dataset to enforce confidentiality such
that query results on the database return perturbed aggregated values (a differentially private
output). The output from differential privacy is presented such that analysis on the database is
unable to tell if a specific record has been altered or not, suggesting that an attacker cannot deduce
any information about any record in the database from the perturbed output of a computation

105, 30].

A data analysis process is considered to have protected the privacy of the individuals in the
dataset if the output of the analysis does not reveal any information about any particular in-
dividual. Differential privacy standardises this process as a mathematical definition, which can
subsequently be used in designing a privacy-preserving analysis process that provides a math-
ematical guarantee of privacy protection. In differential privacy, privacy is not just a property
of the output, but a property of the analysis and computation that generated the output [165].
Take into context a scenario whereby;

“a participant (Alice) who is aware that individuals have been re-identified in the past after
released of de-identified data from a previous study, will be concerned that sensitive information
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about her could eventually be revealed in the de-identified data release from the new study she is
participating in” [165].

Differential privacy addresses Alice’s concerns in the scenario above. This is because if the
analysis of the data from the study is designed to follow the differential privacy framework,
then Alice is guaranteed that the output of the analysis will not disclose any details specific to
her, even though her information was used in the analysis. Furthermore, considering a scenario
whereby Alice decided to not participate in the study, and a differentially private analysis was
performed on the study data with only the exemption of Alice’s data. Alice’s data being exempt
from the analysis protects her privacy because the output of the analysis does not depend on
her specific information. Also, the output of the analysis will not be affected if Alice’s data were
completely different [I65]. Differential privacy assures a user who is conflicted about participating
in a statistical database study, that their participation will not significantly affect the output of
the analysis performed on the database [153].

The Promise of Differential Privacy

Differential privacy promises to protect individuals from additional privacy vulnerabilities that
might occur as a result of their data being in a statistical database: a database system that
allows users to fetch aggregate values for a subset of the subjects in the database, aggregate
values including mean average, count, and sum values [I55]. It offers privacy protection against
vulnerabilities that would not have applied to these individuals if they had not participated in
the statistical database. Differential privacy promises the probability of being vulnerable is not
significantly heightened by an individual’s choice to participate. With respect to possible future
harm, differential privacy sees to it that an individual can be indifferent in the decision on whether
or not to participate in a database survey [43].

Limitations of Differential Privacy

Differential privacy does not assure unconditional freedom from privacy leaks, as there is no
guarantee that an individual’s secret will remain secret. Differential privacy simply guarantees
that neither an individual’s participation in a statistical database will be divulged, nor will there
be any disclosure of any personally specific information contributed, as a result of the individual’s
participation in the statistical database.

Features of Differential Privacy

With the definition and mechanisms of differential privacy described, there are properties of the
privacy model that are to be understood. The key features of differential privacy include:

e Differential privacy does not only protect against re-identification but also protects against
arbitrary privacy risks.

e It performs automatic neutralisation of linkage attacks (matching anonymised entries with
non-anonymised entries from a different dataset). Satisfying differential privacy is a feature
of the data access mechanism, and is unrelated to the presence or absence of a secondary
source of information available to an attacker.
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e Quantification of privacy loss. Differential privacy has a measure of privacy loss, permitting
comparison among different techniques with respect to the accuracy and privacy provision
of these techniques.

e Closure under Post-Processing. Differential privacy is resistant to post-processing, making
it impossible for a data analyst with no additional knowledge about the database to compute
a function of the output generated by a differentially private algorithm, and make it less
differentially private. This implies that, privacy loss cannot be increased through analysis
of the data by the analyst thinking about the output of the algorithm; regardless of the
additional information available [43].

The different data anonymisation measures as described in this section, all target Privacy
Preserving Data Publishing (PPDP) [26]. These techniques become necessary when data holding
bodies wish to release a set of data they are holding about various individuals to the public,
opening the dataset to all sorts of analysis and queries. Alternatively, differential privacy leans
more toward Privacy Preserving Data Mining (PPDM). In PPDM, the query to be answered
must be known prior to the application of the privacy-preserving algorithm. This is not the case
in PPDP [26].

2.4 Data Re-identification

Re-identification is the process whereby the data of the subjects in an anonymised dataset becomes
distinguishable and can be matched with the identities of these subjects, this can occur as a result
of insufficient or poor anonymisation, the attacker having prior information about the features of
a data subject and an attacker inferring sensitive details about an individual from the properties
of a released dataset. The goal of anonymisation is to prevent re-identification, therefore, an
attempt to perform re-identification on anonymised datasets is referred to as a re-identification
attack. There are different motivations for performing re-identification by individuals and organ-
isations. These motivations include testing the quality of anonymisation in the dataset, gaining
bragging rights or professional standing for performing the re-identification, causing harm and
embarrassment to the organisation that anonymised the dataset, obtaining direct benefit from
the re-identified dataset, and harming or humiliating the individual whose sensitive data can be
learned as a result of the re-identification [55]. Over the years, there have been instances of
successful re-identification attacks on anonymised databases, as reported in the academic litera-
ture [96] 107, 109, [I43]. This has weakened the level of reliance that is placed on anonymisation
techniques because in each case the databases were believed to be privacy-protected before they
were shared publicly.

It is difficult to measure the re-identification risk of a dataset, considering that the chance
of a successful re-identification depends on the quality of anonymisation of the original dataset,
the technical know-how of the attacker, the resources an attacker has at their disposal, and the
existence of additional data that can be linked with the subjects of the anonymised dataset.
Generally, the risk of re-identification will be heightened as a result of improvement in attackers’
skills and techniques, increasing computational power, availability of sophisticated tools and
additional information becoming available about the individuals. Computing and reporting re-
identification risk likelihood will typically involve a scenario that describes the rate of success and
an assumption of the attacker’s resources and skill level.
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With the rapid advancement of modern information technology solutions, relational Database
Management Systems (DBMS) used to store valuable and sensitive datasets, provides standard
database security measures including encryption, access control, authentication [67]. However,
in the context of data sharing, these security measures do not provide protection against data
exploitation by malicious users aiming to re-identify anonymised database subjects by linking the
anonymised dataset with other publicly available databases with high likelihood of having the
same subjects in them.

Anonymised data are typically re-identified by combining two or more databases, in search of
fragments of information that may reveal that the information from these databases is about the
same individual. Another way re-identification of anonymised datasets can occur is by having
closely related information about the same entity stored multiple times (data redundancy). When
the process of re-identifying an individual from an anonymised dataset is performed successfully,
it has dire data privacy protection repercussions, as it may violate the conditions under which
the information was divulged by the data subject, collected, and shared by the data holder. The
goal of re-identification is to link information hoped to be anonymous to the data subject. Even
though PII is the usual target, “other information” (quasi-identifiers) about the data subjects
which are presumed not to be personally identifiable can be used to re-identify subjects from
anonymised datasets [76].

ethnicity

name
visit date zip address
diagnosis  pirth date date registered
prDc.tEdL!rE sex party affiliation
medication date last voted
total charge

medical data voter list

Figure 2.1: Joining two databases with redundant records for re-identification

I

Legally, the European data protection law GDPR [70] has a strict definition of “anonymised”,
requiring re-identification of the dataset said to be anonymised to be impossible. Pseudonymi-
sation is seen as a security measure, and presumably by extension so are other weak forms of
de-identification. The UK 2018 Data Protection Act [59] gives such security measures a spe-
cial status by making re-identification illegal, with exemptions for research. According to [55],
different re-identification scenarios include:

e Re-identification risk having to do with an individual in a dataset, who can be re-identified
because the attacker is aware that such an individual is in the dataset. This is referred to
as prosecutor scenario.
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e Risk having to do with the existence of at least one individual in the dataset who can be re-
identified. The attacker’s goal in this scenario is to prove that a subject in the dataset can
be re-identified, and this is typically used to discredit the body behind the anonymisation.
Referred to as journalist scenario.

e Risk having to do with the percentage of individuals in the dataset that can be accurately
re-identified, this is known as the marketer scenario.

e Risk involving being able to differentiate between when an analysis is performed on a dataset
with a re-identifiable subject and when the same analysis is performed on a dataset that
does not include a re-identifiable subject. This is called differential identifiability scenario.

The aim of anonymisation is to allow a certain level of usage of dataset with sensitive records
while simultaneously providing privacy protection by obscuring the identity of the data subjects.
Interestingly, this aim presents a challenge that is difficult to address, as it involves a com-
promise between the level of anonymisation and usability of the resulting dataset. Regardless,
anonymisation is necessary because it allows new uses for datasets that would have been forbidden
under data privacy protection regulations. Therefore, it is the responsibility of data controllers,
standards organisations, lawmakers and regulators to coin appropriate metrics to measure and
determine an acceptable level of privacy security to create a balance between data anonymisation
and data usability.

Public use of anonymised datasets can occasionally put the data subjects in a privacy-
vulnerable situation. The risk of having this situation can be divided into three categories
identified: identity disclosure, attribute disclosure, and inferential disclosure.

1. Identity Disclosure: This occurs when an attacker is able to correlate a specific data item
to a specific individual. Identity disclosure can occur as a result of different scenarios, which
include: insufficient anonymisation, re-identification by linking and pseudonym reversal.

2. Attribute Disclosure: This occurs when a piece of sensitive information can be attributed
to a subject in the dataset. The occurrence of attribute disclosure does not depend on
identity disclosure. For example, when the dataset shows that all individuals with common
features have a particular attribute, and if the attacker is aware of an individual in the
dataset with such features.

3. Inferential Disclosure: This involves a scenario when information can be deduced with
high probability from the statistical properties of a released dataset. For instance, a dataset
may present a correlation between income and the price of a car. Prices of cars are usually
publicly available information, therefore, an outsider might be able to infer the income of a
subject in the dataset.

2.4.1 Objectives of Re-Identification Attacks

Different de-identified databases reveal a variety of potentially personal information if re-identified.
Depending on the motive of the attacker, the objectives of re-identification attacks may vary. A
paper published as part of the work conducted in this research proposes the following character-
isation re-identification attack objectives [76]:
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1. Universal Re-identification: This is the re-identification objective when the attacker is
alming to re-identify everyone in the dataset. An attacker with this objective has no targets
in mind, it is a penetration test on the anonymised dataset to determine the vulnerabilities
in the anonymisation measures applied to the dataset and to explore how they can be
exploited. The attack is looking to identify as many subjects as possible, therefore, its
effectiveness is measured in success rate. The universal re-identification objective proposed
in this research work has a correlation to the marketer re-identification scenario described

in [55], as presented in section

2. Existential Re-identification: This describes a re-identification attack scenario where
the aim of the attacker is to re-identify at least one subject from the anonymised dataset,
thereby proving that a re-identifiable subject (any subject) exists in the dataset. Re-
identification is measured as either a success or a failure in this instance. This objective
can be related to the journalist scenario of re-identification.

3. Targeted Re-identification: The re-identification attack in this case focuses on a par-
ticular subject in the dataset. In this scenario, the attacker already has an inclination that
the targeted subject is in the dataset or may have one particular entry in the anonymised
dataset that they want to re-identify. All re-identification strategy is directed towards iden-
tifying that specific individual. Targeted attacks are a special case of existential attacks, as
the success rate of a targeted attack can be reported as an absolute yes/no or as a proba-
bility as in the Imperial College tool [128]. The targeted re-identification attack correlates
to the prosecutor scenario.

More generally, other than a full targeted re-identification attack, another outcome can also
be considered: where the identity of the individual in a database is not fully discovered, but other
attributes are found out. For example, a particular medical diagnosis may reveal the gender or
age of a patient. This is another characterisation of attribute disclosure and can be referred to
as a re-attribution attack.

2.4.2 Overview of Data Re-identification Attempts

Depending on the level of privacy and security measures in the data release context and agreement
or lack thereof, the motives, technical capability of the data recipient, and access to resources,
the probability of a successful re-identification attempt varies. Performing an estimation of the
probability of a re-identification attempt is most relevant when the dataset in question is released
under a predetermined, contractual agreement, where the receiver of the dataset is recognised.
In this scenario, actions can be put in place to assure that the dataset is used under the rules of
the data sharing agreement. On the other hand, when data is released publicly, the probability
of a re-identification attempt is presumed to be 1 (100%) [88]. Different literature [88] [72] have
specified classifications of re-identification attempts, which are: deliberate (insider) attempt and
inadvertent (accidental) attempt.

Deliberate Attempt

In this scenario, a potential attacker has a specific data subject(s) from the dataset in mind
as a target (targeted/prosecutor attack). The likelihood of a data recipient of a non-public

27



Chapter 2. Data Anonymisation and Re-identification

dataset release attempting re-identification on a dataset is contingent on two factors [72], the
first being based upon how extensive the predetermined controls and measures are (regarding the
security and privacy of the dataset in the data release), and the second factor is the motives and
capability of the data recipient (potential attacker) in regards to performing a re-identification

attack [88] [72].

1. Security and Privacy Measures: The likelihood of a re-identification attack by the
recipient of a non-public data release varies based on the level of security and privacy
measures set in place in the data release agreement. The more advanced the level of the
security measures are, the lower the probability of a re-identification attack being successful.
Some employable security measures include:

e Data recipient must implement access control and least privilege policy, such that the
dataset is only accessible by authorised users and for legitimate purposes.

e A non-disclosure contract must be drafted and signed by all the staff of the data
recipient company involved in the data release. The contract serves as a pledge of
confidentiality for all parties involved, including the staff, collaborators and subcon-
tractors.

e There should be a maximum data retention period, after which the dataset should no
longer be in the custody of the data recipient.

e Sharing data with parties not included in the release agreement should not be allowed
without going through the procedures that are in compliance with the agreed security
and privacy measures, such as getting the required authorisation.

e Transmission of the dataset through any digital media should be encrypted and doc-
umented with detailed chain of custody tracking.

e Anti-malware measures must be set in place for the protection of the dataset against
malware infection.

e The hardware holding the dataset must be in a secured physical location, protected
with sophisticated physical security measures [72].

2. Motive and Capability: The motivation and level of skill of the data recipient contributes
to the probability of the recipient attempting a re-identification attack on the dataset. The
more motivated and capable the recipient is, the more likely it is for an attack to be tried.
Evaluating the motives and capability of a potential attacker (data recipient) will involve
taking some factors into consideration, factors including:

e Whether or not the recipient individual or organisation has had a working relationship
with the data releasing party in the past without any incident.

e Whether or not the recipient has authorised access to other private datasets that have
been linked to re-identification.

e Whether or not the recipient has the technical know-how and other resources (e.g.
financial) to attempt an attack.

e Whether or not there is a prevailing motivation (financial, bragging rights, grudge)
for the recipient to attempt to re-identify one or more of the subjects in the released
dataset.
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A calculation founded upon the quality of the security and privacy measures employed
in the data release contract, combined with the motive and capabilities of the data
recipient could be generated to determine the likelihood of a deliberate re-identification
attempt being perpetrated (usually from an insider attacker) [72].

Inadvertent Attempt

An attempt at re-identification is regarded to be inadvertent when the data recipient analysing
the released data happens to recognise one or more individuals from the dataset. The dataset
may contain a family member, friend or colleague that ended up being recognised by someone
with access to the dataset (recipient). The probability of a re-identification attack occurring, in
this case, depends on the data recipient having enough background information about a subject
in the dataset to be able to identify them based on the available details in the dataset [88] [72].

2.4.3 Rationales for Data Re-identification

Different cases of successful re-identification attacks have proved how easy re-identification could
be, under the right circumstances. However, like most other cyberattacks or data breaches, there
is usually a motivating factor behind data re-identification attacks. Therefore, the question; “who
would re-identify?” is always an angle to consider when addressing re-identification. There are
quite a few individuals or bodies that would be inclined to perform a re-identification attack on
anonymised databases. Different motivations for performing re-identification are discussed in this
section.

Research

One of the major reasons data is collected and shared in the first place is for their use in scientific
or statistical research. Although, the shared data may be anonymised, and the researchers are
expected to work on this anonymised version, however, while trying to build and test theories,
these researchers may want additional information about the data subjects and build a bigger
profile in order to accomplish the aim of the research in question. An instance of this will be, a
medical researcher studying anonymised health data, with generalised and suppressed properties
of the subjects’ medical histories. Assuming the research finds unusual or intriguing links in the
data about some of the subjects, then more information about these interesting subjects could
be very beneficial to the success of the research. This could be a motivation for a researcher to
want to perform re-identification of an anonymised dataset, even though, the data subjects may
not want more information in the dataset to be discovered or worse - linked to them.

Reporting

Investigative reporters may analyse anonymised datasets with the goal of linking personal infor-
mation that are embedded in them to an individual these information is about. In this case,
the subjects of the information are usually public officials and celebrities. Investigative reporters
may exploit (re-identify) a published de-identified dataset in order to report on the discovered
information. Latanya Sweeney in [I48] covered a scenario for this, with the anonymised health
data shared by the Group Insurance Commission (GIC).
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Marketing

In recent years, marketing has been an influencing factor in the rapid increase in data collection
by various marketing institutions across the world. The quest for marketers is to generate holis-
tic profiles about each of their customers, so as to be able to improve marketing strategy and
implore a more direct and specific approach to their marketing. There is a lot to be gained by
a marketing organisation looking to re-identify a customer database, because that would place
such organisation in a position to exploit this information to improve their services and also sell
the re-identified data to other service providers.

Insurance

Insurance companies have some obvious motivations for attempting to perform re-identification.
Specifically health and life insurance companies, this may be a reason for the high level of at-
tention being paid to the threat of re-identification in the medical field [I09]. Further discov-
ered (re-identified) information about an individuals’ medical history, from an anonymised health
dataset could be used by insurance companies to deny or increase the cost of insurance for certain
individuals.

Blackmail

Celebrities and public officials make interesting and somewhat easy targets for re-identification
attacks, because of their public profiles. In this instance, certain information is already known
by the attacker because it can be publicly accessed. When re-identification of such individuals
occurs, there is a possibility that the attacker may threaten to make the discovered information
public, if some sort of demands are not met by the individual.

Politics

Political motivation and activism could also be another reason for attempting to perform re-
identification attacks. For example, an anti-abortion group will be interested in re-identifying a
dataset that could possibly reveal the identity of women who have had an abortion. This will
be an instance of existential or targeted attack (journalist or prosecutor) as discussed in section
The political instances of re-identification could be a particularly sensitive one, because of
its association with strong sentimental beliefs. These beliefs that may lead to the re-identified
data subject being exposed to harassment or other kinds of harm.

2.5 Chapter Summary

In this chapter, different published literature with perspectives related to elements of this research
is reviewed, looking closely into works in the data anonymisation and re-identification domain.
This chapter helped the research reach the conclusion that, there is an overrated confidence placed
in the ability of anonymisation measures to protect the privacy of subjects in shared anonymised
databases, a realisation that was highly emphasised in [110, [149]. Also, literature [109] Bl 88 [32]
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presenting the re-identification perspectives more specifically was explored to fully present the
threat landscape that data re-identification is capable of posing on the safety of personal data.

A conceptual overview of data anonymisation was presented in this chapter, covering the
various measures (including pseudonymisation, k-anonymity, [-diversity, ¢-closeness, p-sensitive,
perturbation and differential privacy) that have been developed in the data privacy field and
how they are implemented. The advantages and the drawbacks of anonymisation are also empha-
sised. Data re-identification was reviewed to continue presenting all the important concepts of this
research. Different objectives and motivations of malicious users that attempt re-identification at-
tacks were also explored. This research perceived the objectives of perpetrators of re-identification
attacks to be: universal, existential and targeted.
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Chapter 3

Data Mining and Database Query
Pattern Recognition

The information age has spawned a world where massive amounts of data are collected on a daily
basis. These data need to be analysed in order to discover any form of knowledge, by learning
interesting patterns from the collected data in various applications. The Internet, other computer
networks, and numerous other digital data storage platforms have data written into them on a
substantial scale. These platforms are owned and maintained by organisations across various sec-
tors including business, science and engineering, medicine, education, research, and information
technology. The availability of data in abundance and the lack of potent data analysis techniques
and tools creates a data-rich but information-poor environment. Therefore, automated and ver-
satile tools and techniques are required to discover valuable information from the incredibly large
amount of data, so these data can be transformed into organised knowledge. This requirement
led to the conception of data mining and machine learning [62]. This chapter explores the con-
cept of data mining and its implementation, setting the stage for selecting and applying different
machine learning algorithms to the dataset in this research.

3.1 Data Mining (Machine Learning)

Data mining and machine learning are generally used to refer to the same concepts, as they both
use the same models and techniques to achieve their purposes. However, a difference can be made
in the context with which the two terminologies can be most appropriately used, this difference is
based on the scope of the terms [91]. Data Mining is the process of extracting embedded, initially
unknown and possibly useful patterns from a great deal of raw material (dataset) [62], 146]. It
involves inferring knowledge from the analysis of a huge amount of dataset [62]. The goal here
is to discover new information from a large dataset, information that is not obvious prior to the
mining process. This assists data scientists in understanding complex connections between data.
Data mining is focused on solving real human problems. For example, music streaming platforms
will process the data about the music listening habits of their subscribers and use the knowledge
discovered from the mining (processing) to predict and offer music options the platform now
knows specific subscribers prefer. Data mining achieves this by studying, understanding and
applying features of algorithms developed using machine learning.
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Data mining is also referred to as Knowledge Discovery from Data (KDD), it is an interdis-
ciplinary field that combines techniques from machine learning, pattern recognition, statistics,
databases, data visualisation, and Artificial Neutral Networks (ANN) [I46]. Traditional tech-
niques for data analysis allowed valuable data interpretations and important perceptions of the
meaning of the data. These interpretations and perceptions are the knowledge that database
builders and owners are ultimately after, however, in traditional data analysis, such knowledge
has to be inferred by human data analysts and not automated tools. The amount of available
data is too large for human analysts. Thus, in an attempt to overcome this limitation and satisfy
the need for automated data analysis tools, experts in the field resorted to methods and concepts
developed in machine learning.

Machine learning focuses on the development of algorithms and techniques that allow com-
puters to be able to learn and recognise patterns automatically. There is no requirement for
explicit programming for the functions that a machine learning system performs. The focal point
of machine learning research is on discovering and demonstrating the mathematical properties of
new algorithms [91].

The goal of data mining is to extract desired, meaningful and usable data from large amounts
of databases and data mining has applications in various aspects including, customer relationship
management and market analysis. During the cycle of data mining operation, from the gathering
of data to knowledge discovery, sensitive details such as personal, financial and medical infor-
mation are bound to be revealed as a result of the data mining process. The information and
knowledge discovered by various data mining techniques may contain private information about
individuals and businesses [I10]. Therefore, preserving the privacy of the subjects whose data is
being mined, has been one of the most prominent concerns in data mining [I17], however, this is
not the focus of this research. This work will be using data mining on database queries in order
to protect data privacy.

3.2 Overview of Data Mining Techniques

The need for the analysis of large amounts of data with the aim to discover meaningful patterns
and infer knowledge brought about the concept of data mining. To achieve data mining, several
techniques have been developed for the discovery of knowledge from raw datasets. The different
categorisation of data mining techniques is described in this section.

3.2.1 Predictive Data Mining

The predictive data mining task uses specific variables or values in the dataset to calculate
unknown or future values of other variables of interest. It is a statistical technique to predict
unknown outcomes. Different techniques employed in predictive mining include the following:

Classification

This is the most generally applied data mining technique and operates by employing a set of
pre-classified examples to develop a framework that can classify the population of the whole
dataset, these pre-classified examples are used by the classification algorithm to determine the
parameters required for the prediction of a new data instance to a class. Classes or categories are
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a collection of similar yet non-identical data samples grouped together based on their common
features. Application of the classification machine learning technique is particularly suitable for
data analysis tasks such as fraud detection, credit applicants’ risk level, and spam email detection.
The process of this technique involves learning: at which point the dataset gets analysed by the
classification algorithm [I5 @9]. Some algorithms used in classification include Decision Tree
Induction, Naive Bayes Classification, Neural Networks, Random Forests, Logistic Regression,

and K-Nearest Neighbors. [I5], 52].

Regression

Regression is a supervised mining function for predicting a numerical target [52]. The regression
model can be used to model the connection between one or more independent and dependent
variables. Independent variables are those attributes that are already known and dependent or
response variables are those that are to be predicted. However, many practical problems are
not easily predictable. For example, stock prices, sales volume, course of resources consumption,
and product failure rates are challenging to predict because they may depend on complex inter-
actions of multiple variables [I5 [62]. In these complicated cases, the implementation of more
sophisticated techniques (such as logistic regression, decision tree, and neural network) may be
required to predict future values. Since real-world practical prediction involves the combination
of many complex attributes, different mining models have to be applied to implement prediction
[99, 52]. Different regression methods include: Linear Regression, Multivariate Linear Regression,
Nonlinear Regression, and Multivariate Nonlinear Regression [15] [52].

3.2.2 Descriptive Data Mining

Descriptive data mining techniques examine past events in the dataset to infer insights on how to
approach forthcoming events. These techniques understand past performance through the mining
of previous data to search for the reasons behind the success or failure of previous analysis [52].

Clustering

Clustering involves the identification of similar objects in the dataset and grouping these objects
together into clusters. Unlike classification where pre-classified examples are used, the clustering
technique adopts a different learning method where the classification of the example dataset is
not pre-determined; however, some clustering models use both [52]. The implementation of clus-
tering techniques can further identify both the dense and sparse areas in the object space and
discover the complete distribution pattern and correlations in the data attributes. The clustering
technique has found application in processes such as: grouping customers based on their pur-
chasing patterns, categorising genes with similar functionality, and grouping related documents
in emails [I5] 99 (2]. Different types of clustering techniques include Partitioning methods, Hi-
erarchical Agglomerative (divisive) methods, Density-based methods, Grid-based methods, and
Model-based methods.

Association Rules Mining

The association rules mining technique is an approach for discovering the relationships between
variables in large datasets. For example, in a set of transaction data, association rules mining
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explores and discovers rules that forecast the presence of an item that depends on the existence of
other items in the dataset. Practically, this mining technique may be used to direct the positioning
of products inside a store to increase sales, can be used to examine logs on web servers to infer
information about visitors on the company website, to study biological data with the aim of
discovering new correlations among attributes in a dataset [52]. Different types of association
rules mining techniques includes Frequent Patterns Growth and Apriori.

Anomaly Detection

This refers to the process of discovering patterns in a dataset that do not conform to the expected
behaviour [23]. The anomaly detection process is suitable for detecting outliers or anomalies:
which are samples of data that are significantly different from the rest of the dataset. The
anomaly detection technique is applied in credit card fraud detection, telecommunication fraud
detection, network intrusion detection, insurance, health care, and fault detection. The process
of this technique builds a pattern summary as the basis of reference for “standard” behaviour to
identify anomalies when there is a deviation from this standard pattern [52]. Anomaly detection
is important in data mining because any anomaly noticed in the dataset translates to noteworthy,
usually critical actionable information that is relevant to a variety of domains [23].

3.3 Overview of Data Mining Tools and Evaluation

Data mining and Knowledge Discovery in Databases (KDD) stays an evolving topic, and with
commercial developers contributing to the rapid advancement of mining tools and technologies,
the application of these technologies has been directed toward business and scientific problems.
The increase in the demand for mining tools from different businesses and organisations brought
about the development and availability of data mining technologies. This availability presented
the task of deciding which data mining tool is the best for specific business and organisational
needs and budgets. Choosing the wrong tool for a particular application could be costly finan-
cially, however, the cost in terms of finance is insignificant when compared to the cost in personnel
resources, time consumption and the chance of making actionable decisions based on misleading
data mining output [27].

There are bodies responsible for producing standardised frameworks for the development of
data mining software, a well-known example is Two Crows Corporation [27]. However, this stan-
dardisation gets complicated because commercial data mining software vendors constantly update
to newer versions of their software products, making the initially produced framework obsolete.
Ultimately, the existence of a standardised framework has helped in deciding the important ele-
ment to consider when evaluating data mining tools.

3.3.1 Data Mining Tool Evaluation Framework

Using commercial datasets from a variety of industries, [27] developed and proposed a method-
ology for selecting from the various available mining software tools. The methodology was pred-
icated on first-hand experiences in data mining using real industrial datasets. The case study
suggests four categories of criteria for evaluating data mining software tools. The categories are
performance, functionality, usability, and support of ancillary activities.
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1. Performance: This is the ability of a data mining tool to be able to handle a variety of
data sources efficiently. The hardware configuration of the system running the tool has a
major impact on the performance, from a computational perspective, even though different
data mining algorithms are fundamentally more efficient than each other. The performance
category focuses on the tool’s ability to handle data under various situations as opposed
to focusing on performance variables that are resulted from inherent algorithm features or
hardware configurations.

2. Functionality:The functionality of the data mining tool has to do with the assessment
of how well the tool adjusts to different data mining problem domains while considering
whether or not the tool provides a sufficient variety of mining techniques and algorithms
[27]. The tool should be adaptive and flexible, supporting customisation for both general
and specific use. The functionality of a data mining software tool should also consider
interoperability with other applications and the maximum number of concurrent users that
can be connected and served by the system [16].

3. Usability: The data mining software tool should be capable of accommodating different
levels and types of users without losing its functionality or effectiveness [27]. However,
there is a shortcoming with easy-to-use data mining tools, because of the potential of it
being misused, because it gives low-skilled, unethical and unprofessional users a chance to
easily mine data. Unethical mining of datasets containing sensitive and personal records
can potentially lead to breach of privacy against the subjects of the dataset. Nevertheless,
a good mining tool should be easy to learn and have the capability to guide the user toward
a proper data mining process.

4. Ancillary Task Support:The software should allow the user to perform data cleansing,
manipulation, value substitution, filtering, randomisation, visualisation and other auxiliary
tasks that support the process of data mining [27].

In the process of achieving the objectives of this research work, data mining is intended to
be used in the analysis of the SQL query patterns, used to search and filter information on a
database. Employing data mining techniques, queries with similar characteristics suspected to
be attempting re-identification will be used to generate a baseline of what re-identification attack
query patterns look like. With this, data mining techniques and appropriate machine learning
algorithms can be implemented to train a system that can automatically recognise attempts of
re-identification attacks.

3.3.2 Data Mining and Python Implementation

The use of the Python programming language and its extensive data science libraries for data
mining and machine learning has become more prominent than the other available options in
the field of data science [I45]. Python libraries include built-in modules that allow access to the
system’s functionalities, such as file I/O (Input/Output) and modules that provide established
solutions to a range of everyday programming problems, as well as more advanced problems [I1§].
These libraries include functionalities for data preparation, data visualisation, deep learning and
machine learning. This research will explore Python and its libraries for the analysis of the
research dataset (SQL queries) and the development of a system that can intelligently recognise
re-identification attempt query patterns on anonymised databases.
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Python frameworks used in this work to implement different machine learning algorithms are
the Scikit-learn and Keras frameworks. Scikit-learn is an easy-to-use library that is capable of
implementing various machine learning algorithms. Keras is a sophisticated deep learning API
(Application Programming Interface) used for building and training artificial neural networks
[56]. These frameworks include a vast amount of modules (Python files containing codes that can
be imported for use in another Python program) and functions (Python codes in a module, that
implement an algorithm). When implementing and training many machine learning algorithms,
the configuration of hyperparameters is important to the performance of the resulting model [I61].
The parameters of machine learning algorithms are derived during training, parameters inform the
model about what to do with the dataset features. However, many machine learning algorithms
have parameters that must be specified before they are trained. These types of parameters are
referred to as hyperparameters, they provide the model with information about how to derive its
parameters. During training, hyperparameters are tuned to achieve optimal performance from a
machine learning model.

3.4 Review of work in Data Mining and Database Query Recog-
nition

To the best of this research’s knowledge, there is no published literature exploring the recognition
of data re-identification attacks with respect to the patterns in database queries. This section
presents work that has been published around database queries and the application of data mining
techniques, drawing any parallel that exists between existing literature and this research work.

Kamra et al [83] in their work about detecting anomalous access patterns in relational
databases, proposed a system geared towards intrusion detection functionality within a Database
Management System (DBMS). The authors approached the development of the anomalous detec-
tion system by mining SQL queries stored in database audit log files. Profiles of what constitutes
normal database access behaviour were modelled with data mining techniques. Access behaviour
contradicting the normal profile is then identified as an intrusion. The work in this paper ex-
plored two scenarios. The first one is Role Based Access Control (RBAC), where normal profiles
were modelled based on user permissions with respect to their roles. The intrusion detection
system then determines role intruders, based on access behaviour expected from a user holding a
particular role. The system is expected to recognise anomalous patterns in the activities of users
that while holding a particular role, behave differently from their profiled behaviour. The work
pointed out the benefit of this approach in detecting insider threats. The authors addressed the
same problem without user role definitions in the second scenario presented in this work. Ac-
cording to the paper, this approach was considered because RBAC will be inefficient for systems
with a large number of users. Clustering data mining techniques were explored for this scenario.

The work presented in [83] bears similarity with this research with its RBAC approach. This
research is concerned with recognising re-identification patterns in database queries. Similar to
this work, Ashish Kamra, et al, used query audit logs to build and maintain query profiles to
represent consistent user access behaviour on the database. The work recognised their RBAC
pattern recognition as a classification problem and they implemented a Naive Bayes classifier
as a solution to this problem. Justification of the use of Naive Bayes points to its competitive
performance and useful practical application in fields such as text classification and medical
diagnosis. The result of the experiment in this paper reported a low false negative rate, showing
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that the Naive Bayes classifier rarely confused an anomalous access pattern on the database as
normal. However, the authors expressed concern over the high false positive rate of the model.
They assumed it could be a result of the specific nature of the dataset.

Similar to [83], the work in [78] proposed a fully automated Intrusion Detection System (IDS)
on a database, the detection implements RBAC to recognise anomalies in database queries. The
database in this work stores executed SQL queries in a new data structure called Octraplet (an
eight-array data structure). The new data structure proved advantageous for the work in this
paper because of its efficiency, thereby improving performance regardless of the dynamic changes
in the size and structure of the database. The authors emphasized that their system is flexible
and can be adjusted to fit to function of databases. Naive Bayes classier is implemented in the
database Intrusion Detection System, to detect queries that are outside of the scope of what
constitutes normal query behaviour on the database. Attacks such as privilege escalation and
unauthorised privilege abuse executed against a database by both insider and outsider attackers
are addressed by the system developed for the work in this paper.

The system proposed by Jayaprakash, et al, in [78] functions using four components, the
database log files, a profile generator, a comparison mechanism and a response engine. The
database log files are used to generate normal query profiles and the Naive Bayes classification
algorithm is used to learn these profiles from logs. The profiles are stored for later comparison.
When users issue queries on the database, an Octraplet is generated and a role profile gets created
based on the Octraplet. The newly created query profile is then compared to the previously stored
normal profiles. If the match is positive, suggesting that the issued query fits a normal profile,
the query is executed on the database. Using a 1 to 10 scale, an alarm notification is sent to the
administrator if the query has an anomaly rate above an 8.0 score. A query with a score between
6.0 and 8.0 is automatically blocked, queries with scores below 6.0 are allowed to be executed.
A Naive Bayes classifier was able to correctly classify 142 of 239 queries from the experiment
presented in the paper.

In [51], an exploration into a machine learning approach for SQL query response time estima-
tion in cloud services was presented. The premise of the work is that most cloud applications are
data-driven and the DBMS supporting these cloud applications are critical in the cloud software
ensemble. As a result, this work emphasized the importance of maintaining the quality of service
(QoS) in the cloud applications with respect to the time and resources required to execute SQL
queries on the DBMS implemented as part of the cloud services. The paper states that awareness
of the execution time of an incoming query is a crucial factor in the decision-making process of
cloud systems. The machine learning modelling of SQL query execution time in the cloud was ap-
proached using regression algorithms. The methodology employed by the work in [51]] represented
words in their SQL query samples as tokens and used Bag-of-Words (BoW) technique to extract
the features of their dataset. Similarly, the BoW approach is also used in this research work
to process and represent the SQL dataset for the machine learning experiment, as presented in
chapter [p] For the regression problem, the paper presented three algorithms: Gradient Boosting
Regression (GBR), Random Forest Regression (RFR) and Support Vector Regression (SVR). It
was reported that these were the best-performing algorithms for their dataset.

Another similarity in the approach used in [51I] and this research is the method for config-
uring hyperparameters for machine learning models. Machine learning model training requires
hyperparameter tuning, which is typically specified using heuristics. This is because machine
learning models have parameters that are not directly derivable from the dataset and there are
no analytical formulas available to calculate an appropriate value [90], learning the value of
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these parameters is subject to tuning (hyperparameters). The paper implemented a grid search
technique to determine parameter configurations, thereby improving model accuracy. The same
technique is used in this research work to enhance model performance. The paper concluded by
stating that their approach was able to develop a model that uses dataset features to predict the
response time of a database, with acceptable error.

Work Aim Dataset Algorithm(s) Implemented | Metrics

Kamra et al. [83]

Anomalous access
pattern recognition

SQL query logs

Naive Bayes

False Positive and
False Negative Rates

Jayaprakash, et al. [(8]

Automated IDS

SQL query logs

Naive Bayes

Threshold scores

Farias et al. [51]

Query response

SQL queries

Gradient Boosting Regression,
Random Forest Regression and

Mean Absolute Error

i stimati .
tme estimation Support Vector Regression

Multilayer Perceptron, Naive
Bayes, K-Nearest Neighbors and
Logistic Regression

Accuracy, Precision,
Recall, F-score, AUC,
False Positive Rates

Data re-identification

This research -,
attack attempt recognition

SQL query logs

Table 3.1: A Comparison Review of Work in Database Query Recognition

The amount of work exploring the relationship between database queries and the application
of data mining techniques is relatively limited. Based on the work done in reviewing literature
about database queries and data mining, this research is the first attempt at recognising SQL
query patterns with re-identification attack tendencies and applying data mining techniques to
classify these query patterns. Table depicts a comparison review of related work in database
query recognition.

3.5 Data Mining and Re-identification Query Pattern Recogni-
tion

This research aims to recognise re-identification attacks automatically by studying the pattern in
the SQL queries being executed on an anonymised database. To achieve this, machine learning
algorithms are employed. The learning capability that can be accomplished through machine
learning techniques can be supervised, semi-supervised or unsupervised [I19, §]. Since SQL is a
standardised database query language with a set syntax, a distinction can be made to a certain
degree between the patterns of normal and abnormal database queries. However, this may vary
from one database to another. This work is focused on solving the problem of recognising re-
identification queries (abnormal), and to achieve this, machine learning algorithms are trained
based on query patterns re-identification attack attempts are perceived to be. As presented
in section SQL query data is gathered for both normal (non re-identification queries) and
abnormal (re-identification attempt) query patterns. This allows for explicit labelling of the
research dataset.

The parallel between identifying re-identification attack attempts and machine learning is
that the system that this work is aiming to develop will function based on its ability to find
similarities between user query patterns that are attempting a re-identification attack. Similar
to the re-identification experiment analysis and results presented in section [£.4] the system will
be making its decision based on the level of probability that any particular user query pattern is
re-identification or not. There are machine learning classification algorithms suitable for this type
of scenario [§], which is why the research problem to automatically and pre-emptively identify
re-identification attacks on anonymised databases is approached as a classification task.
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3.6 Supervised, Semi-supervised and Unsupervised Learning

Supervised data mining or supervised learning depends on training data samples from a dataset
where labels had already been assigned. This learning technique works by having a teacher or
supervisor categorise the training data into classes. In supervised learning, after the training
of the model has been achieved, the model begins to generate predictions based on its training
and improves itself when new knowledge is acquired [I19, [I11]. Supervised learning is applicable
when the dataset is gathered in a scenario whereby the dataset can be categorised (labelled).
This suggests that the researcher is aware of what features the different datasets gathered for
experimentation possess. In this research, the dataset was gathered such that it was possible to
label normal query patterns and abnormal query patterns. Supervised learning is chosen for this
research experiment because this work is mostly concerned with what features are contained in
re-identification attack attempts. Therefore, the abnormal class is the target class in this.

Supervised learning works by using the training data to teach the algorithm to produce the
desired output. The supervised learning method can be divided into two types of problems when
learning. These problems are classification and regression [68]. This research work uses labelled
data because data generated from the data collection experiment are distinguishable, the data
collection for this work is detailed in[4.6] This distinction allows for the data to be organised under
two labels. The first label consists of SQL query data while the participants of the experiment
are innocently and curiously interacting with the synthetic dataset while the second label consists
of query data while participants are attempting to perform re-identification on the anonymised
synthetic dataset, with the two data labels being re-identification attempt data and everything
else counting as normal.

Semi-supervised learning operates by making use of both unlabelled and labelled datasets.
The majority of datasets used in the model training for semi-supervised learning are unlabelled.
It is the balance between supervised learning (fully labelled dataset) and unsupervised learning
(fully unlabelled dataset), and it is applicable when only a portion of the dataset under study
is labelled. Gathering a labelled dataset is typically time-consuming, and requires human effort
to assign labels to samples from the dataset [I76, [6]. In unsupervised learning, the dataset is
not labelled and the model has to learn through studying and discovering structures in the data.
Clusters of data with similar patterns are created, and then the models look for relationships
among the created clusters [I11]. Unsupervised algorithms find hidden patterns and similarities
in the dataset without the need for a human analyst to assign labels [45].

The data points in a dataset are also referred to as features, hence the supervised, semi-
supervised and unsupervised learning methods are also known as feature selection methods [L76].

3.7 Classification Problem in Re-identification Query Pattern
Recognition

The aim of this research work is a classification problem. This is because the classification method
uses an algorithm to accurately assign data into labelled categories that serve as examples to
develop a model [I5], [68]. It is a predictive modelling problem whereby the label for a class is pre-
dicted for an instance of the input data. The labelling is done by observing the attributes of the
data objects and grouping these objects based on similarities in their attributes. The labelling of
the data in this work assigns data into a category based on whether they contain re-identification
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attributes or not. This was determined based on the research intent to recognise patterns that
constitute re-identification in database queries. A classifier model performing accurate gener-
alisation of the new unseen dataset is the ultimate goal of classification tasks. Generalisation
is the ability of the classification model to recognise the underlying features and relationships
between attributes of the training dataset, as opposed to a model that exactly matches the train-
ing data (overfitting) or one that fails to learn and represent significant underlying relationships
among features in the training dataset (underfitting). Both overfitting and underfitting produce
a poor-performing classifier that is incapable of accurately classifying new unseen data samples
(generalise). A classifier that can not generalise is not practicable in real-world domains, thereby
defeating the purpose of the classification task [01 21].

The conventional method of classification uses all the classes in the training data to build
models, these models are taught to discriminate between classes. Discriminatory methods of
classification are suitable for data mining scenarios where there is the availability of data from
all classes to build a discriminatory function that distinguishes between the different features of
the classes [I2]. There are different types of classification problems, each of which is suitable for
different training data scenarios. The different types of classification tasks are one-class, binary
and multi-class classification.

One-class Classification

The method uses data from a single class (target class) to build a model and functions based on
its ability to recognise data from that particular class. Data from the other class (outlier class)
is rejected. The aim here is to recognise instances of an idea by only training the model with
examples from that idea [I14]. The one-class method becomes the method of choice when there
is an overwhelming amount of data for a single class over the other class, or the other class is
non-existent (imbalanced data) [I2]. This work does not have a case of imbalanced data, equal
samples of dataset was gathered for the two classes of experiment data.

Binary Classification

This is regarded to be the simplest type of classification, also known as two-class classification
[85]. The simplicity is due to the amount of effort used in the data collection procedure. For
binary classification, the dataset must be gathered in a format whereby the class each of the data
sample belongs to is predetermined. Having the dataset in a format that makes it easy to label
should be integrated in the data collection process. In a binary classification problem, the training
data is classified into two discrete categories. This is suitable for a problem with only two possible
outputs. Binary classification is the best fitting classification method for this research model to
predict if a series of SQL queries on an anonymised is attempting re-identification or not. The
classification problem in this research informed the research methods and data collection strategy
presented in chapter [

This research is treating the data mining analysis of its dataset as a binary classification prob-
lem because it is only concerned with recognising if a series of database query is a re-identification
attempt or not. This implies that the problem can be answered with a boolean output (0 or 1,
yes or no). The aim of this work is developing a system that can identify re-identification query
patterns and predict the likelihood of a set of user queries being re-identification (1, yes) or not
re-identification (0, no). Any query pattern that does not fit the re-identification query pattern
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is regarded by the system to be in the normal class. This is more accurate and productive for
achieving the research aim. Due to the nature of the data mining task in this work, adopt-
ing a binary classification method fits into the research methodology and therefore informs the
data collection strategy detailed in section as the data collected are categorised into two
specific classes; re-identification queries (abnormal) and non re-identification queries (normal).
With this, the research develops a classifier that will study a new, unseen user database queries
and predict the probability that the query is attempting re-identification against any particular
database or not. The model does this by outputting a value between 0 and 1. The closer the
output value is to 0 or 1, the lower or higher the likelihood that a series of input query belongs
to the re-identification class or not.

Multi-class Classification

A multi-class classification problem aims to classify datasets with three or more class labels.
Training data instances are classified into one of the several known classes [4]. Due to the nature
of the data mining task in this work, there are only two labels available to be assigned: which are
re-identification attempt queries and non re-identification attempt queries. The research model
does not fit into the multi-class classification problem.

3.8 Application of Classification Algorithms in Re-identification
Query Pattern Recognition

Classification algorithms are widely implemented in the development of data mining models to
extract meaningful knowledge from large amounts of datasets. There are different types of classifi-
cation algorithms and they can be evaluated and selected for any particular classification problem
based on several criteria, including accuracy, computational complexity, speed, robustness and
scalability [39]. To implement a pattern recognition method that is capable of making a dis-
tinction between re-identification attempt queries and non-re identification queries, the pattern
categories must be established (supervised learning). Applying classification algorithms in re-
identification query pattern recognition involves data collection and preprocessing, tokenization
(feature extraction), classification algorithms training and testing [I38]. This process is presented
in detail in chapter [5] of this work. This work explores the implementation of binary classification
algorithms to develop a model that can recognise and predict re-identification patterns in a series
of SQL database queries. The classification experiment for this work utilises the functions of
built-it programming libraries in Python programming language to implement different classifi-
cation algorithms. The machine learning algorithms implemented in this work are selected based
on their use in binary classification and database query pattern recognition.

3.8.1 Neural Network

Neural Network (NN) or Artificial Neural Network (ANN) is a supervised machine learning al-
gorithm that operates by attempting to recognise fundamental correlations in datasets. Neural
networks simulate the operation of a human brain (biological neural network) to make relevant
connections in a large amount of input data points. To generate the desired output, neural net-
works adopt a series of algorithms in the development of its model. A Neural network is typically
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comprised of three (3) layers; the input layer, a hidden layer and an output layer. The input layer
is responsible for feeding data into the neural network during training, the hidden layer performs
the data processing with the use of specified algorithms and the output layer takes the processed
information and makes a decision that generates an output value. Neurons at the hidden layer
are responsible for processing the input data and generate a desired output. The hidden layer
processes implement algorithms known as activation functions [158] [2].

The implementation of a neural network can be executed using different architectures. The
type of NN architecture employed for this research is known as a feedforward neural network
(FNN), as depicted in Figure A feedforward neural network architecture is also known as a
Multilayer Perceptron (MLP), as it consists of an input layer, one or more hidden layers and an
output layer [44]. MLPs have been vastly implemented in a range of machine learning problems
including pattern recognition, intrusion detection systems, time series forecasting and dynamic
modelling [169 140]. A feed-forward neural network propagates (“feeds”) the output from a
layer to the next layer in a forward direction (from input to output layer) until the output value
is generated at the output neuron. The connections between neurons are always directed from
lower layers to upper layers (from input to output) [I2I], 147]. Other types of neural network
architecture are Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN).
CNNs are recognised for their high performance with image and audio input data while RNNs are
widely employed in music generation, sentiment analysis, and machine translation applications

6, 41].

In a feedforward neural network architecture, when every neuron in a layer is connected to
all the neurons from the proceeding layer, it is referred to as a dense layer. This implies that
each neuron in the dense layer receives input from all the neurons in the previous layer (fully
connected). During the Python implementation of a neural network model for this research,
as detailed in section dense layers are used in the definition of the model. Dense layers
have trainable parameters such as activation functions. Deeply connected layers for an MLP are
created using dense layer from keras library in Python [21].

Weight and Bias

Building a neural network requires creating layers of neurons. A neural network layer consists of
neurons (also referred to as nodes or units), where a series of computations occur and the product
at one layer gets transferred to the next layer for further computations until the output layer,
where the desired value is generated. At each neuron, the input data values are multiplied with
a set of weights to generate the output value at that neuron, to be transferred to the next layer.
This calculation is executed using matrix multiplication. The sum of the input multiplied by
weight calculations at each node is then transferred through an activation function to generate
the output (activation) of each node. This value is referred to as a summed activation of the
node [21]. Weights are the indication of how significant an input data is, based on its features. It
signifies the strength of the connection between neurons and it is a factor in the level of influence
a change in input has on the output [14].

Besides the input data and weight, another essential parameter in the training of a feedforward
neural network is bias. Bias in FNNs has the effect of increasing or decreasing (shifting) the net
input of the activation function, depending on whether it is positive or negative, respectively
[I71]. When implementing a FNN, the bias input value is traditionally set to 1 [2I], [56]. Bias is
a constant value added to the product of input values and weights. A bias value is used at the
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input and hidden layer of the neural network. A bias term can be represented as a bias neuron
in feedforward neural networks, as shown in Figure with the b; and b2 neurons.

Backpropagation

The

algorithm used by a feedforward neural network to train and learn from a set of data is

known as backpropagation. The FNN learns by recursively processing a set of training data
and checking the neural network model prediction value for each input data against the actual
value. The backpropagation algorithm operates by setting a random value for the weights of the
input data in the training sample (weight initialization). These weight values are then modified
(updated) to reduce error or loss in the neural network system. The updates and modifications
in the weights are propagated “backward” from the output layer to the hidden layer. Algorithm
below presents the steps in the operation of the backpropagation algorithm used in feedforward

neural networks [160, 13T, 157 211, [14].

Algorithm 1 Backpropagation Algorithm

1.

2.

Initialize the weights and bias in the neural network
Feed the training data as inputs to the network

Propagate the inputs forward, applying activation functions to generate output at each
neuron

Backpropagate the error computed at the output layer back to the hidden layer

. Modify and update weight values to reflect the backpropagated errors

Repeat until a predetermined iteration cycle is complete, then terminate
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Input Hidden Output
layer layer layer

Figure 3.1: Architecture of a Feedforward Neural Network

Activation Functions

An activation function in neural networks controls the processing of the summed weighted in-
puts from the neurons to generate an output for a particular input. The activation function is
implemented in the computation of the output value of a neuron to delimit the output value
within a controlled range. The output value from each neuron is boundless and may produce
any value from negative to positive infinity. Activation functions are used to solve the problem
of boundless outputs, as an activation function limits the range of the output of a neuron to a
ranged value [I71] [I4]. The activation functions used in training a NN for this research are the
sigmoid function and the Rectified Linear Unit (ReLU) activation function.

e Sigmoid Function: The sigmoid activation function is a nonlinear function that assumes
a continuous range of values from 0 to 1. It is implemented in the output layer of a neural
network for binary classification, due to the range (boundary) of its output values. Values
of input that are above the boundary of 1 are transformed back to 1 and those below 0
are changed to 0. The function is centered at 0.5 and performs classification of an output
based on how close to the threshold such output is. In binary classification, the threshold
is a value between 0 and 1 that denotes class membership for a data sample based on the
prediction value. 0 is the normal class and 1 is for the abnormal class [03, [61]. A nonlinear
function is used for the activation in the nodes for this research’s neural network because
a nonlinear activation function (sigmoid) allows the neurons to learn complex patterns in
the data.

A drawback in the performance of sigmoid activation is its tendency to saturate, meaning
larger input values snap to 1 and smaller values to 0. Since the function treats all possible
inputs to be from 0 to 0.5 and 0.5 to 1, sigmoid is highly sensitive to changes around the
midpoint (0.5). Once saturation happens in the function, it becomes difficult for the algo-
rithm to adapt to weights and make a good judgment about how relevant the information
contained in an input data is to training the model. This problem in the sigmoid function
is known as vanishing gradient [21].

¢ Rectified Linear Unit (ReLU) Function: To address the vanishing gradient problem in
the sigmoid activation, Rectified Linear function became the standard. A unit or node that
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applies the function is known as Rectified Linear Unit (ReLU) and it prevents saturation of
input values in the neural network. Replacement of the sigmoid function with ReLLU at the
hidden layer of a neural network has largely contributed to improvement in the performance
of neural network models [58, 21]. This research is implementing the ReLU in its neural
network to avoid vanishing gradients, as ReLLU is not subject to this problem. ReLU allows
a gradual change in the output value. The desired output for this work is to determine the
probability of a set of queries belonging to one of two classes, therefore, the ReLLU function
is used in the hidden layer of the neural network design for this work to avoid the vanishing
gradient problem.

There are other activation functions used in the building of a neural network, these include
hyperbolic tangent (tanh) and softmax activation functions. The tanh function has a range of -1
to 1, with a center of 0, and is mostly applicable when the desired output is not 0 and 1. The
softmax activation function is applied in the implementation of multi-class classifiers. It combines
multiple sigmoid functions and returns the probability of all individual classes in the classification

task. [I70, 139].

Loss Functions and Optimization

Neural networks are required to have a loss function when they are being configured and trained.
A loss function also referred to as an objective function, cost function or an error function mea-
sures the deviation in the neural network model’s ability to map a predicted value with an actual
value (error or loss). The loss function works to minimize the error in the neural network. There
are different types of loss functions, and a loss function that represents the aim of the research
classification problem must be selected for the neural network design in this work. Cross-entropy
and Mean Squared Error are two broad types of loss functions. Practically, cross-entropy loss
functions are implemented in classification problems and mean-squared error loss function are
utilised in regression problems. Neural networks are trained using cross-entropy as the loss func-
tion. A NN model designed for classification with a sigmoid activation function at the output
layer learns quicker and more efficiently when implementing a cross-entropy loss function [211 [126].
Cross-entropy computes a value that summarizes the average difference between the predicted
and actual value for the target class. Binary cross-entropy loss function is used for the neural
network training in this work.

The optimization algorithm implemented in neural networks is broadly known as gradient
descent. Specifically, the Mini-batch gradient descent is used while training the neural network
for this research. The algorithm conducts a training iteration for a specified n amount of training
data sample (batch size) and then updates the weight parameter for every mini-batch of n training
samples. A calculation of the error for the model’s current state is done and backpropagation
is used to update the weights of the model. This process is known as optimization. The neural
network model will continue to modify its weight parameter until the lowest possible loss is
achieved [21] 129] [48]. There are three different types of gradient descent algorithms, including
mini-batch gradient descent. Others are Batch gradient descent, where the error is computed for
the entire data sample before one weight parameter update (batch = size of the training set),
and Stochastic Gradient Descent (SGD) which updates weight update for each training sample
one at a time (batch size = 1). Mini-batch gradient descent combines the advantages of the other
two types to provide a more stable and efficient optimization algorithm. It creates a balance
between the computational efficiency provided by batch gradient and the speed of SGD [48]. Due
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to its advantages, mini-batch gradient descent is the algorithm to be used when training a neural
network model [129].

During optimization, weights get updated as errors are backpropagated. The amount of
weights that gets updated is known as the learning rate (also referred to as step size). The
neural network’s learning rate manages the speed with which the model learns. A high step
size increases the speed of the neural network’s learning, however, this can lead to the model
training concluding with a poor set of weights. On the other hand, a low step size allows the
model to learn optimally but the training period becomes remarkably longer. Both of these
scenarios lead to high training errors. To resolve this problem and create a balance in the
learning rate of the model, an adaptive learning rate method is implemented to monitor the
performance of the model on the training dataset to adjust the learning rate. There are three
types of adaptive learning rate namely Adaptive Gradient Algorithm (AdaGrad), Root Mean
Squared Propagation (RMSProp) and Adaptive Moment Estimation (Adam) [21], [126]. Due to its
computational efficiency and minimal memory requirements [87], the Adam optimizer is used in
this work to adapt and maintain the learning rate of the NN model during training.

3.8.2 Naive Bayes

Naive Bayes (NB) is a collection of probabilistic classification algorithms. The algorithms can be
implemented in binary classification problems to develop classifiers. Naive Bayes classification
works based on a “naive” assumption that all features in a data sample are independent of each
other given the class value [166]. Naive Bayes algorithms are supervised learning methods that
have their foundation on Bayes’ theorem. The Naive Bayes algorithm estimates the probability
of an observation (dataset features), given a class. For instance, the algorithm makes an initial
assumption that a series of SQL query patterns belong to the re-identification attempt class, then
it estimates the probability of observing that particular SQL query pattern as a re-identification
attempt given that it belongs to the re-identification class. It estimates the probability for the
existence of features in a sample data, given the frequency of occurrence of that feature in a
dataset category (class) based on the training data [I73]. This assumption made by Naive Bayes is
known as class conditional independence [I38]. The different naive Bayes classifier algorithms have
their differences predominantly in the assumptions they make about the probability distribution
[135]. There are different Naive Bayes algorithms implemented in the scikit-learn python library,
including Gaussian Naive Bayes (GNB), Bernoulli Naive Bayes (BNB), and Categorical Naive
Bayes (CNB) [I35]. The Multinomial Naive Bayes (MNB) classifier is suitable for the classification
of datasets with features such as word counts in text data classification [I36]. The essential
hyperparameter to be tuned in the implementation of multinomial NB is additive smoothing
(alpha) value. The value is set to 1 by default in scikit-learn and a value of 0 is used to have no
smoothing in the algorithm. Smoothing is a method for making better estimation of probabilities
of dataset features when there is insufficient data available to calculate accurate probabilities in
the dataset. In additive smoothing, the frequency of occurrence of a data feature is increased
by 1, then the algorithm calculates the probability of each feature given a class [I59]. The
implementation of Naive Bayes classification in this work is presented in [5.3.2}

Naive Bayes classifiers are known to be simple models [79] [I66], because of the “naive” as-
sumption it makes is inaccurate in a majority of real-world tasks and scenarios. However, NB
classifiers have been satisfactorily applicable in many real-world domains for document classifica-
tion, and email spam filtering [I01] 102]. Naive Bayes has been implemented in text classification,
cancer classification, and fake news detection [123], 82] [106].
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3.8.3 K-Nearest Neighbours

The K-Nearest Neighbors (KNN) algorithm is a supervised classification method that predicts the
class membership of a testing data sample based on the closest (nearest) neighboring training data
features [I50]. KNN is an example-based (instance-based) learning or lazy learning algorithm,
this is because KNN simply stores all the training instances from the training dataset and any
computation to be done is postponed until the algorithm is tasked with the classification of a
new data sample [I38, B5]. When new input data is introduced to the algorithm, the k nearest
neighbors for the input are estimated and the class label with the majority of neighboring data
points claims the classification of the new input for its class. The class with the most frequently
represented training samples among k nearest training samples claim a new test sample data
to the class [84]. Due to the k nearest neighbors estimation in the KNN classifier prediction
decision-making, the value of k is a significant hyperparameter required to be optimally tuned
when training a KNN model [I50]. The value is an odd number, to avoid having a tie between
classes. A large k value reduces the chances of overfitting in the model, however, underfitting
tends to occur if the value is too large. [I50], [174].

The presupposition of k-Nearest Neighbors is that the classification of an unseen instance
(unknown) can be achieved by relating the unknown to the known using a distance function
(similarity function). Besides the value of k, another hyperparameter that is essential to the
KNN model development is the distance function to be implemented [I74], 84 [8G]. The distance
function is used to estimate the instances from the stored training dataset nearest to a new
unseen instance. The function locates the nearest training instances and predicts the label for
the new instance’s classification. Scikit-learn implements the Minkowski (L,) distance metric.
Minkowski distance is a generalised metric that includes a family of different distance metrics that
are specific cases of the Minkowski metric. The distance metrics in the Minkowski family include
Euclidean (L;) and Manhattan (L9) distance metrics. The choice of the metric to be used is
declared by specifying the value of p. p represents the power parameter for the Minkowski metric
[132]. When p = 1, Manhattan distance is used and p = 2 uses Euclidean distance [I16]. There
are different distance functions implemented in the Python scikit-learn library, however, most
instance-based learning algorithms use the Fuclidean function [164]. To measure the similarity
(distance) between new SQL query instance and the training dataset, this research explores the
Euclidean and Manhattan distance functions in the KNN implementation for the classification of
re-identification attack attempt queries. This implementation is presented in [5.3.3

KNN is known to be effective in several applications [86], however, a notable disadvantage of
the KNN classifier is its inefficiency with large datasets, as this will require a significant memory
usage to store all the training data instance due to KNN’s lazy learning. A KNN model is also
subjected to a high computational cost at the point of classification, as all computation is done
by the model at this point [84].

3.8.4 Logistic Regression

Logistic regression (LR) is a statistical model that estimates the probability of an instance being
true or false [69], for example, if a SQL query sample is a re-identification attempt or not. It
is a widely applicable machine learning algorithm for data mining scenario that involves binary
classification and problems that requires a prediction-based model. Logistic regression has its
application predominantly in binary classification. A classifier that uses logistic regression takes
sets of inputs and uses a function to determine the output, that is the classification of the input
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data [I77]. Logistic regression is a probabilistic algorithm, the output of logistic regression from
an input dataset is the probability that the input data is negative or positive (0 or 1, yes or
no) [63]. Due to this built-in operation of the algorithm, it is widely applicable for binary
classification problems. More importantly, it is very relevant and implementable in the process of
achieving the aim of this research’s machine learning objective. This research implements logistic
regression to train the research dataset. Logistic regression also has application in statistical
pattern recognition [4Il BI]. Logistic regression classifiers use the sigmoid function for their
operation. The sigmoid function is also referred to a logistic function [AI] and the probability
expressing the possible outcomes of a test sample is modeled using this function [134].

The implementation of logistic regression in Python scikit-learn library utilises solver algo-
rithms for optimization (parameter update) in the model during training to reduce errors in the
model. This is an essential hyperparameter to tune when training a logistic regression model. The
different solvers available in scikit-learn are applied in the experiment presented within this work.
Logistic regression in scikit-learn implements regularization to improve the model’s performance
and prevent it from overfitting the dataset. Regularization limits the value of parameters towards
0, thereby reducing the chances of creating a complex model that overfits that dataset [I4]. The
implementation of logistic regression in scikit-learn applies regularization by default [I33]. The
C' hyperparameter is another essential value to be tuned to improve model performance. The
hyperparameter is referred to as the inverse of reqularization strength. The value of C' must
be a positive float, and smaller values of C' provides stronger regularization [I33]. A low value
of C' controls the parameters in the model, to avoid excessive complexity and eventual overfit-
ting. There are five solvers available in scikit-learn for logistic regression optimization. They
are known as newton-cg (Newton Newton Conjugate Gradient Method), lbfgs (Limited-memory
Broyden-Fletcher-Goldfard-Shanno), liblinear (Large Linear Classification), sag (Stochastic Av-
erage Gradient descent) and saga - an extension of the sag solver.

3.9 Classification Performance Evaluation Metrics

When building a model for classification, an essential criterion in the assessment of the quality
of the model’s training (learning) and testing is the performance evaluation metrics employed.
Evaluation metrics in the training phase optimize the classification algorithm, to discriminate
and adopt the best solution and produce an accurate prediction. There are several existing met-
rics that can be applied, depending on the classification scenario. However, these performance
evaluation metrics in machine learning classification problems are broadly categorised into three
different types. These categories are: Threshold-based metrics, Rank-based metrics, and Proba-

bilistic metrics [54] [65], [167].

Threshold-based performance metrics are used when the classifier is required to operate with
a minimal level of errors. Metrics based on thresholds retain a high level of human relatability,
therefore are employed in many real-world applications of classification models. Threshold-based
metrics include accuracy, precision, F-score and recall [I67]. Rank-based metrics assess the
overall ranking performance of the classifier. The Area Under the ROC (Receiver Operating
Characteristics) Curve (AUC) is a widely used ranking type metric [65]. Probability metrics
are based on the probabilistic understanding of error, it involves assessing the deviation of an
output from true probability. Probability-based metrics include Mean Absolute Error (MAE),
Mean Squared Error (MSE), and LogLoss (Cross-entropy). These metrics assess the reliability of
classifiers, measuring when the classifier fails and when it predicts a wrong class [54].
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In binary classification, the threshold-based performance metrics are adopted and these met-
rics are defined using a confusion matriz [65, I13]. Studies [122] 64, 24l 60, I56] have either
shown or stated that good accuracy is the primary concern and most practicable evaluation met-
ric in binary classification problems. With the accuracy metric, the quality of the classifier model
is evaluated based on the percentage of correct predictions over the overall instances. Another
metric that complements the accuracy metric is error. The error metric assesses the classifier
model using the percentage of incorrect predictions. A confusion matrix is a tool used for the
analysis of how effective a classifier is at recognising data records of different classes. A confusion
matrix is a tabular visualisation of the classifier’s performance evaluation. The columns of the
table show the instances of a predicted class and the rows are for instances of an actual class. A
confusion matrix has a n x n size, in relation to the classifier and presents the predicted and the
actual classification of the dataset. Confusion matrix is also referred to as a contingency table
156, [I13], I51]. The classification problem in this research work is binary, therefore n = 2. The
confusion matrix for the classification of SQL queries as either a re-identification attack attempt
or not is represented in Table

Predicted Negative Class | Predicted Positive Class
Actual Negative Class true negative (tn) false positive (fp)
Actual Positive Class false negative (fn) true positive (tp)

Table 3.2: Confusion Matrix for Binary Classification

The true positives (#p) indicates re-identification attempts that are correctly classified as re-
identification attempts by the model, while true negative (¢n) show non re-identification attempts
classified as such. False positives (fp) and false negatives (fn) on the other hand represent non re-
identification attempts inaccurately classified and non re-identification attempt queries accurately
classified respectively.

Accuracy, Precision, Recall, and F-Score

Achieving the data mining aim of this research has been set to be a binary classification problem,
in which the classifier predicts the likelihood of a set of SQL query data being a re-identification
attack attempt or not. Binary classification evaluation metrics are used, as these are empirical
measures to ascertain how effective the classifier model is at correctly predicting a re-identification
attack attempt. These metrics are accuracy, precision, F-score and recall [I51], [144], they are
defined and calculated as follows:

e Accuracy: This is the most prominently used criterion to measure the classification per-
formance of a classifier model. It is defined as the ratio of the total number of correct
predictions to the total number of predictions, it divides the correctly classified data sam-
ples (query patterns) by the overall data samples [63], [[44]. It can be expressed as shown

in equation [3:1}

tp+itn
tp+tn—+ fp+ fn

Accuracy =

(3.1)

A complementary metric of accuracy in classification performance evaluation is error rate
(ERR) or misclassification rate [65], [I51]. It calculates the amount of misclassified data
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samples from both positive (re-identification attempt query data) and negative (non re-
identification attempt query data) classes, it is represented as:

ERR =1 — Accuracy (3.2)

e Precision: The precision metric denotes the ratio of positive data samples that are correctly
classified to the overall number of positive predicted data samples. Precision is also referred
to as Positive Prediction Value (PPV) [I5I]. It is the classifier’s ability to not predict
a negative class sample as positive. The equation to generate a classifier’s precision is
represented in equation [3.3}

tp

Precision =
tp+ fp

(3.3)

e Recall: Recall, also referred to as sensitivity or True Positive Rate (TPR) is the ratio
of the positive correctly classified query patterns to the overall number of positive query
patterns. It implies the ability of the classification model to find all positive samples in the
testing test, as expressed in equation

tp

Recall = ————
tp+ fn

(3.4)
Inverse recall or True Negative Rate (TNR) is the ratio of negative samples correctly pre-
dicted to the total number of negative samples. This metric complements recall and it is

also referred to as specificity. It denotes the negative instances correctly predicted. It is
expressed in equation [3.5] below.

tn
TNR= ——— 3.5
fp+in (35)

False Positive Rate (FPR), a complementary metric for TNR represents the proportion of
negative samples incorrectly predicted. Calculated as shown in equation [3.6

FPR=1-TNR (3.6)

e F-Score: This is also called F-measure or F1-score, it is the harmonic mean of precision
and recall. The F-score value is in a range between 0 and 1, and a high F-score value
signifies a high performance in the classifier model [I51]. It is represented in [3.7}

2 X precision X recall

F — Score = (3.7)

precision + recall

Area Under the ROC Curve (AUC)

Area Under the ROC Curve (AUC) is used to rank and compare different classification algorithms,
as it indicates the overall performance of a classification model [65]. According to the work done
in [66], the AUC metric is a better measure than the accuracy metric in evaluating classifiers. The
ROC curve is a two-dimensional graph that plots the True Positive Rate (TPR) on the y-axis
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against the False Positive Rate (FPR) on the x-axis as it relates to a classifier’s performance
scores on the testing dataset. The two axes are bounded between 0 and 1. This creates a cost-
benefit balance in the classifier performance. Costs are the false positives while benefits are
the true positives. The ROC curve does not have a single value to represent its measurement,
therefore it is difficult to use ROC curves for ranking and comparing different classifiers. The
AUC calculates the area under the ROC curve, a value that is always ranged between 0 and 1.
Any practicable classifier should not produce an AUC score lower than 0.5 [I9, I5I]. The AUC
metric is implemented in this research work to rank and compare the performance of different
classification algorithms. The AUC value in a binary classification task is calculated as shown in

equation 3.8

The goal of the ROC curve is to make the best possible trade-off between the TPR and FPR.
The optimum scenario is achieving a TPR of 1 along the y-axis and an FPR of 0 along the x-axis.
The ROC calculation utilizes different thresholds to generate different confusion matrices. The
class distribution and the confusion matrix is represented by a point (FPR, TPR) on the ROC
curve. At varying thresholds, there is a different value between 0 and 1 for TPR and FPR. These
values are used to generate the ROC curve. To rank a model’s performance against other models,
AUC is calculated for the model’s ROC curve. The AUC is a single value estimated from an entire
ROC curve. AUC is used in this work to compare the performance of the different classification

models trained for the recognition of re-identification attack attempt queries, this is presented in
section

Sp —np(np +1)/2
npNp,

AUC =

(3.8)

Sy is the sum of all positive instances, n, represents the number of positive samples ranked
and n, and n, is the number of positive and negative samples respectively [66].

3.9.1 Bias and Variance

As mentioned in [3.7] the ability of a classification model to generalise and correctly predict the
class membership of new, previously unseen data instances is the ultimate performance evaluation
metric to determine the real-world applicability of a classification model. The bias-variance eval-
uation can be used to improve the performance of the machine learning algorithm. The concept
of bias and wvariance is similar to that of underfitting and overfitting in machine learning models.
A model is considered to have high bias when it is too simple and not flexible enough to learn
the intricate features and patterns in the training dataset, therefore, producing a high training
error (underfitting). The model performs poorly at testing with both the testing dataset during
performance evaluation and the unseen test data. Conversely, a more complex model (relative to
the dataset under study) tends to be too flexible and learns the dataset too well, including the
noise present in the data. Such a model is considered to have high variance (overfitting). In a
high-variance model, there is a large disparity between the training error and the testing error. In
other words, a model with high variance performs well on the training data but poorly on unseen
test data. [I4] OT], 21]. Neither the high bias nor the high variance scenario is desirable in a model.
Therefore, training and testing of the different models for this research work are monitored to
strike an efficient bias-variance balance and produce a classification model with good fit (learning
enough intricate relationships in the dataset to generalise well on unseen data instances).
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3.9.2 Cross-Validation

Cross-validation (CV) is a data resampling method that is used to evaluate the ability of classifier
models to generalise and predict accurately, thereby preventing overfitting. Cross-validation is
commonly implemented in model hyperparameter tuning [I4], I3]. The training of the classifica-
tion algorithms in this work involves generating an initial baseline model. The baseline model
uses default hyperparameter value for training, cross-validation is then used to calculate opti-
mum hyperparameter values in an attempt to improve the performance of the model. A widely
applied method of cross-validation technique is k-fold cross-validation. This method divides the
training data into k subsets and for each k training iteration, k-1 data subsets are used as the
model training set while the remaining subset is used for validation. A different subset is used for
validation per training iteration, with training repeating until all £ subsets are used as validation

sets [14].

In this work, training NB, KNN, and LR involves the implementation of k-fold cross-validation
to explore different values (tune) in the classification models, using 5-fold cross-validation. Ar-
bitrary tuning of hyperparameters can lead to uncontrolled and counter-intuitive effects in the
model operation [5I]. Therefore, the hyperparameter values with the best fit on the research
training dataset are used to develop tuned classifier models in this work, as presented in section
5.3 The scikit-learn library implements a grid search cross-validation function (GridSearchCV')
for an exhaustive search of the specified hyperparameters, to estimate the optimum hyperparam-
eter values for a best-fit model. In the MLP training, a validation dataset is used to assess how
well the model is learning the research training dataset.

3.10 Chapter Summary

This chapter discussed the concepts of data mining and machine learning. The necessity of data
mining and the application of machine learning to process and infer knowledge from raw data was
emphasized. A conceptual distinction between data mining and machine learning was presented,
as these terms are often used interchangeably. An overview of techniques used in data mining
was explored, investigating the different applications of these techniques. The use of Python
programming language and its data science libraries as the preferred choice for this research to
analyse its dataset was also discussed. Python libraries have become a standard tool for analysis
in data science and mining [145].

This chapter presents the research’s aim as a classification problem, thereby informing the
research method and dataset collection presented in chapter [5| Different classification problems
are reviewed and justification for this work being a binary classification case is presented. The
chapter continued to present the classification learning algorithms relevant for use in this work.
Multilayer perceptron, Naive Bayes, K-nearest neighbors, and logistic regression are presented as
the most applicable algorithms to be implemented, due to their applications in pattern recogni-
tion, binary classification, and ability to implement a probabilistic function on the output value.
The probabilistic output is relevant to this work because the models to be developed should have
the ability to recognise the likelihood of a SQL query data input being a re-identification attempt.

Chapter [3]concluded by presenting an analysis of the different evaluation methods for assessing
the performance of classification models. The confusion matrix and its relevance in the estimation
of a classifier’s performance is also explored. Using the details of a confusion matrix, the equations
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to calculate different relevant classifier performance evaluation metrics are presented. These
classification performance evaluation metrics are used to evaluate the models trained for this
research to recognise re-identification attack attempt queries, this is presented in section [6.1
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Chapter 4

Data Re-identification Analysis and
Case Study Selection

This chapter explores the methodological approach implemented toward fulfilling one of the objec-
tives set for this research work, which is to explore the possibility of representing re-identification
attacks as SQL queries on a database. The design of the methods, strategies, and data collec-
tion procedures is presented at this stage of the research. In section [£.2] instances of successful
re-identification attacks are described and used as case studies for an exploratory study in the
research. An experiment to recognise re-identification attacks as SQL queries is presented in sec-
tion which includes the creation of synthetic datasets for two of the case studies described.
The results of the experiment and the strategy employed are analysed in sections and
respectively. Finally, the campaign to collect SQL query dataset is detailed in section [£.6

4.1 Exploratory Study Overview

Due to the lack of success in the endeavour to acquire a real-life anonymised dataset (health
data from the NHS), this research used stories from some of the more infamous and successful
re-identification attack scenarios as case studies, a reconstruction of what the dataset structure
was when it was shared with the public is attempted. This is used to create synthetic datasets for
experimentation in this research. The synthetic data creation process imitates the anonymisation
techniques employed by the data controllers in each of the scenarios. Even though the shared
anonymised datasets from some of these re-identification cases are available and accessible online
[81], 0], the real-life secondary databases used for re-identification are not as easily accessible.
Also, other initially shared datasets ended up being removed from public domains due to backlash
from the privacy damage caused by the re-identification of such datasets. Therefore, synthetic
datasets will be generated for both the shared anonymised datasets and the secondary databases
used for re-identification.

As stated in the introductory section, a major premise of this project work is the idea that
re-identification of anonymised datasets can occur through a series of SQL queries, executed
against the database by malicious users attempting to breach the data privacy of the subjects
in the dataset. With this mindset, an exploratory study to ascertain that re-identification is
achievable on an anonymised database by executing a series of SQL queries is conducted, as
presented in section [£:3] A SQL query dataset is then collected, involving individuals attempting
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re-identification attacks against the anonymised synthetic database created for this research. The
log of SQL queries executed by participants in the data collection is recorded and used in the
data mining experiment to train classification algorithms.

This research uses Microsoft SQL Server Management Studio (MS SSMS) as the DBMS to
store and manage the anonymised synthetic databases. Microsoft SSMS is chosen as the preferred
DBMS due to some of its characteristics. MS SSMS has been compared to other tools with similar
functionalities in various literature using different criteria such as supported operating systems,
supported SQL language, syntax, interface, hardware requirements, and most significantly query
execution time [71], [77, 10]. In a detailed Microsoft SQL Server and Oracle DBMS, comparison
presented by the work in [7I], MS SQL Server is found to be simpler and easier to use. This
is due to a more user-friendly syntax of the T-SQL (Transact-SQL) used in the MS SSMS. The
participants in the data collection process for this research include beginner, intermediate, and
advanced users of SQL, therefore, it is more productive to use MS SSMS to accommodate the
variations in the skill level of participants. Also, the results of comparing the execution time of
the two DBMS showed that MS SQL Server performs better and executes SQL in a significantly
shorter amount of time. This remains true across multiple SQL query keywords, queries from a
single table, and queries for merging tables [71]. As a result, this research work is making use of
MS SSMS in its data collection campaign.

Users (participants in the research data collection campaign) accessed and interacted with the
anonymised database on this platform. An integrated tool in Microsoft SQL Data Management
Studio called SQL Server Profiler is used for the capture of SQL queries executed by participants
to interact with the database. The collected SQL query data is analysed to identify similarities in
patterns for non re-identification queries and the queries that are believed to have the intention
of performing a re-identification attack. With this pool of SQL queries, classification algorithms
are trained to learn the patterns in re-identification attack attempt queries on an anonymised
database. Figure shows a flowchart representing the methodical approach adopted for the
exploratory study conducted in this chapter to analyse and understand re-identification attacks
from a technical perspective.
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Figure 4.1: Re-identification Analysis and Case Study Selection Approach
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4.2 Data Re-identification Case Studies

Over the years, there have been instances of successful re-identification attacks on anonymised
databases. This has weakened the level of reliability that can be placed in anonymisation tech-
niques. In each of the re-identification cases, the data controllers believed that the databases
were privacy-protected before they were shared publicly. This chapter of the research explores
some of the most significant cases of successful data re-identification.

These re-identification attack cases portray remarkable failures of data anonymisation. In
every case, the data controller placed unjustifiable trust in their data anonymisation techniques.
The case study scenarios demonstrate the prevalent culture of what Ohms in [I10] referred to
as “release-and-forget” anonymisation (freely sharing anonymised dataset with the belief that
it is privacy safe) among data controllers. The case studies also highlight the advancement in
re-identification techniques [I10].

4.2.1 The AOL Data Release

In 2006, America Online (AOL) publicly shared twenty million search queries, over three months,
for 650,000 of AOL’s search engine users. This was done as part of an initiative referred to as
“AOL Research” and according to AOL, the aim was to “embrace the vision of an open research
community”. The joy felt by researchers who were excited to have such a treasure of data to
work with was cut short when both the researchers and the general public realised that the search
queries data shared by AOL could be used to identify subject-specific personal data [96, [IT0].

AOL performed data suppression on obvious subject-identifying details in the search queries
dataset, details like the AOL usernames and IP addresses. This was done in an attempt to
anonymise the dataset before sharing it with the public. The suppressed details were repre-
sented with distinctive identification numbers (pseudonymised), to sustain the dataset’s research
usability and allow researchers to correlate queries to users.

Soon after the data release, bloggers and reporters sorted through the data with the aim
of either identifying users or rummaging for embarrassing or shocking search queries. In the
aftermath of the breach, a lot of embarrassing queries were associated with the identification
numbers. The breach then escalated when hints to the identity of one of the data subjects were
discovered in the search query data, and reporters were able to associate these queries with the
data subject (Thelma Arnold, a 62-year-old woman from Lilburn, Georgia). The backslash of the
breach negatively impacted AOL, leading to the company having to fire the staff in charge of the
data release [110].

4.2.2 Netflix Prize Dataset

This research employs the Netflix Prize Data (NPD) release as a case study for one of its ex-
periments. In 2006, Netflix published one hundred million data records, divulging how hundreds
of thousands of their customers had rated movies from December 1999 to December 2005. In
each entry of the published record, Netflix divulged the movie rated, the rating assigned by the
customers, and the date the movie was rated. The data record was anonymised by Netflix be-
fore being released, anonymisation was done by removing identifying details such as usernames.
However, a unique identifier was assigned to each of the users, to preserve rating-to-rating con-
tinuity (pseudonymisation). Netflix’s motive for releasing this record was to use the user ratings

60



4.3. Recognising Re-identification Attacks as SQL Queries

to improve their recommendation algorithms, suggesting new movies to customers based on how
favourable their ratings are towards similar movies.

Weeks after the data release, Arvind Narayanan and Professor Vitaly Shmatikov [I07], re-
searchers from the University of Texas, disclosed that an attacker who is able to gather limited
information from another source about a Netflix customer can easily identify such a customer if
their record is present in the dataset released by Netflix. Therefore, it is possible to re-identify
individuals from the dataset with only a little outside information about their movie preferences.
The researcher performed the re-identification by cross-referencing the Netflix dataset with user
ratings on the IMdB (Internet Movie Database) website [96] [109].

4.2.3 The Re-identification of Governor William Weld

Latanya Sweeney, a Computer Science graduate student at MIT (Massachusetts Institute of
Technology) in the 1990s, Latanya Sweeney, learned that 87.1% of people in the United States
of America can be uniquely identified through the combination of their ZIP code, date of birth
and gender. She came to this realisation by analysing the 1990 census data [9, [IT0]. This study
changed the misconception that only identity-specific information could reveal details about who
an individual is, as it turned out that, even less-specific information can still reveal subjects’
identity. 53% of the American people could be identified by their city, date of birth, and gender,
and the same could be done for 18% of the population using their county, date of birth, and
gender.

To demonstrate the capabilities of re-identification techniques and the negative impact it
has on data anonymisation, Latanya Sweeney exhibited a scenario that supports her position. In
Massachusetts, Group Insurance Commission ( GIC') collected and shared patient-specific datasets
with up to a hundred categories for over one hundred thousand state employees (that GIC acquires
insurance for) and their families. GIC removed direct identifiers from the dataset, these are details
they believe explicitly identify the subjects: like names, addresses, and social security numbers.
However, up to a hundred fields of data per subject were still shared, including the significant
ones (ZIP code, date of birth, and gender).

Massachusetts state Governor, William Weld had his medical data in the shared dataset.
It was already known that the Governor lived in Cambridge, Massachusetts, with forty-four
thousand residents and seven ZIP codes. Using the Cambridge voter’s list (another publicly
available dataset containing the names, addresses, date of birth, gender of every voter in the city),
Sweeney was able to re-identify the Governor and linked him to his specific health information
from the health data shared by GIC. The re-identification was done using 3 distinguishing details
(date of birth, gender and ZIP code) about the Governor [9, [I10].

4.3 Recognising Re-identification Attacks as SQL Queries

This research is focused on determining the technical constitution of a re-identification attack
against a database, by reconstructing the SQL queries that the users of such a database might
be executing. Users’ access to a database is through SQL queries, so the representation of a
re-identification attack process as a series of SQL queries sets a premise for exploring whether
or not there is a recognisable pattern in the re-identification attack process of a database. This
work employed some of the more famous re-identification attack scenarios to demonstrate possible
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reconstruction of a re-identification attack in the form of a series of SQL queries. This section
presents an attempt to practically grasp what database re-identification entails, it is an initial
step towards establishing whether re-identification attack query patterns have enough in common,
that they can be systematically recognised while in progress. The overall aim of this research is to
explore whether re-identification attacks can be detected in series of SQL queries. This research
work explores one underlying assumption: that re-identification attacks consist of SQL queries.

4.3.1 Experimenting with Re-identification Attacks

This section explores some of the most significant cases of successful data re-identification in
the world of data sharing. These scenarios portray a remarkable weakness in data anonymisation
measures used in justifying data releases and the impact of re-identification when data controllers
place unjustifiable trust in the implemented anonymisation measures. Using the information from
the cases outlined in section synthetic data to be used in this experiment was generated.

4.3.2 Synthetic Data Creation

The scarcity of details regarding published successful re-identification attacks leaves room for
speculation about how a particular re-identification attack could have been achieved. To begin
an attempt to practically reverse engineer a re-identification attack scenario, access to technical
details of the attack will be imperative. The uncertainty around the idea that re-identification
attacks may be reconstructed and understood as a series of SQL queries is the question that this
work was focused on exploring. To attempt this, a set of synthetic datasets was generated for
these scenarios.

Experimenting With Netflix Prize Data

The Netflix Prize Data was represented by a set of synthetic data that mimics the structure and
properties of the dataset published by Netflix. The synthetic data was “anonymised” using the
available information about how the Netflix training dataset was scrubbed and presumed to be
privacy-safe before being shared publicly [8I]. The real dataset about this scenario was not used
for the experiment because it would require using a real secondary dataset to complement the
published Netflix training data. Although the original Netflix ratings database is still available
online [81], the secondary database (IMDDb) is not published in a format to be directly applicable
for the purpose of this research. The synthetic dataset created for this research work includes
3 tables. A TrainingData table with columns for anonymised User ID, Mowvies, Date of Grade
and Grade; a MovieTitles table including columns for Title and the Year of the movie; and an
IMDb table, that server as a secondary data source to employ in the re-identification process.
The IMDb table has Username, Movie Name, Ratings, and Date of Rating columns.

Experimenting With GIC Data

Based on the details gathered about this scenario, the synthetic dataset created included two
tables. One for the GIC data release and the other for the Voter Rolls. The GIC table includes
columns such as Patient Name, Patient Code, Gender, Event, Event Code, Event Date, Attending
Doctor and other user-related information. In the GIC table, the Patient Name column was
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suppressed to implement some level of anonymity into this table. The Voter Rolls table was
represented using columns including: Name, Address, Birth Date and Sez.

4.3.3 Re-identification Attack Re-creation

This section of the work provides strategic details on how SQL queries were used to explore the
Netflix Prize Data and the Governor William Weld re-identification scenarios. This was done
with the aim of re-identification in both datasets. As detailed in section the re-identification
attack in the NPD scenario is an existential attack and the re-identification of Governor William
Weld from the GIC dataset is a target re-identification attack.

Netflix Prize Data Re-identification

Various SQL queries were executed against the dataset, with the aim of correlating a user to their
movie ratings (grading) from the two different databases (the published Netflix TrainingData and
the public Internet Movies Database, IMDB platform).

The attack objective in this case is existential and needs to find a re-identifiable subject in the
dataset. In an attempt to approach this systematically, a count function was executed against the
TrainingData table, using the User ID column as the criterion. This is to ascertain the number
of rows any specific user ID occupies. The motivation behind this strategy is to check if any of
the user IDs stand out more than the others. This would make such a User ID an interesting one
to explore. The synthetic dataset showed a somewhat varying output, with a particular User ID
with the highest entries in the dataset. This work strategically marked the prominent User ID
and other User IDs with high entries noteworthy as the experiment progressed. The result of the
query is presented in Figure
SELECT [User ID], count ([User ID])

AS UserEntries
FROM [dbo].[ TrainingData ]
GROUP BY [User ID]

ORDER BY count ([User ID])
6 DESC;

ISNGURN O

ot
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E Results gE Messages
User D} UserEntries

1
2 user 18 B
3 user 5 5
4 user 2 5
5 userd7 5
6 user 1 4
7 user4? 4
a8 user48 3
9 user49 3
10 user 19 3
1 user50 3
12 user G 3
13 user 8 3
14 user 9§ 3
15 user 10 3
16 user11 3
17 user12 3

@ Query executed successfully.

Figure 4.2: Count function with User ID column as criteria

The same strategy was employed using the Mowies column as a criterion, and the returned
table view showed two movies to have 14 entries; the highest number of entries. The two movies
are Black Panther and The Ezxpendables, as in Figure The result of this query made two
movies the points of interest at this stage.

1 SELECT [Movies], count ([Movies])
2 AS MovieCount

3 FROM [dbo].[ TrainingData |

4  GROUP BY [Movies]

5 ORDER BY count ([ Movies])

6 DESC;

B Results ¥ Messages

MovieCount

1 | Black Panther F 14
2 The Expandebles 14
3 Source Code 12
4 Black Mirror 12
5 Dexter 12
6 Friends 1
7 How | Met Your Mother 11
8 iZombie 1
9 Spider Man 1
0 Step Up 1
1 The Big Bang Theory 10
12 Chief Daddy 10
13 Avengers 9

14 White Collor 9

15 The Pelican Brief 7

16  White Collar 1

7 The Expendebles 1

@ Query executed successfully.

Figure 4.3: Count function with Movies column as criteria

After the output shown in Figure [£.3] the next query was targeted towards identifying which
14 users from the TrainingData table rated the most recurring movie, using Black Panther as the

64



4.3. Recognising Re-identification Attacks as SQL Queries

criterion. The result from the count queries shows that user 7 has 8 entries and Black Panther has
14, making the latter a more prominent feature of the dataset. Therefore, the process proceeded
with making Black Panther the focus.

1 SELECT =

2 FROM [dbo].[ TrainingData]

3  WHERE [Movies]="'Black Panther'

B Results ¥ Messages
Movies Date of Grade Grade

1 7 | Black Panther 2004-04-22 00:00:00.000 10
2 " Black Panther 2004-12-14 00:00:00.000 4
3 Black Panther 2004-04-12 00:00:00.000 2
4 Black Panther 2004-04-08 00:00:00.000 8
5 Black Panther 2004-03-01 00:00:00.000 3
6 Black Panther 2004-02-06 00:00:00.000 4
7 Black Panther 2004-07-11 00:00:00.000 2
8 Black Panther 2005-08-28 00:00:00.000 6
9 Black Panther 2005-08-11 00:00:00.000 2
10 Black Panther 2004-02-19 00.00:00.000 5
11 Black Panther 2005-01-31 00:00:00.000 2
12 Black Panther 2005-05-13 00:00:00.000 2
12 Black Panther 2006-12-00 00:00:00.000 4
14 Black Panther 2008-09-04 00:00:00.000 5

@ Query executed successfully.

Figure 4.4: Sorting with movie Black Panther as criteria
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presence in the IMD0b dataset was executed.

1
2
3

SELECT
FROM [dbo ] . [IMDb]

WHERE [Movies Titles]="'Black Panther'

BH Results i Messages

(=T = R L I

@ Query executed successfully.

Jperalter@gmail.com

rname

Pnaira@gmail com
aliaunet@gmail.com
cliffordharris@outlook.co.uk
cosagie@yahoo.com
Jmeyers@gmail.com
Jortiz@gmail.com
Nryan@gmail.com
Sprokopengo@gmail.com
Vrembrant@gmail.com
wendyr@hetmail co.uk
Bross@gmail.com
Asimbi@gmail.com

oahoulockeo |

Movie Name

lack Panther
Black Panther
Black Panther
Elack Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther
Black Panther

Ratings

1
8

s

L R N N

0

o

Now that the users that rated “Black Panther” in the TrainingData, alongside their rating
and its date have been established, the movie Black Panther is used as the criterion to sort the
users and their ratings in the IMDb table. The goal is to compare if there are any similarities
in the ratings and the corresponding dates on both tables about the same movie, Black Panther.
At this point, there is a target criterion in focus, due to the results from preceding queries in
the exploration of the TrainingData. Using Blank Panther as criterion, a query to check for its

Date of Rating

2004-04-22 00:00:00.000
2004-12-14 00:00:00.000
2004-04-12 00:00:00.000
2005-09-12 00:00:00.000
2004-04-08 00:00:00.000
2005-07-12 00:00:00.000
2005-08-09 00:00:00.000
2005-09-26 00:00:00.000
2004-02-19 00:00:00.000
2005-06-06 00:00:00.000
2005-05-06 00:00:00.000
2005-08-28 00:00:00.000
2005-12-01 00:00:00.000
2009-06-08 00:00:00.000

Figure 4.5: Black Panther entries on IMDb
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The resulting tables in Figure [£:4] and Figure [£.5 were analysed and compared for correlations
between the properties (columns) of the table. Sectionpresents an analysis of this comparison,
from which inferences were made about how the conclusions from the analysis are related to re-
identification.

Governor William Weld Re-identification (GIC Data)

Governor William Weld being a public figure, coupled with him experiencing a health episode
publicly on live TV made his re-identification from the GIC health insurance dataset a targeted
attack. There the strategy employed to re-create this attack was to directly hunt for the Governor’s
information, using the voter list as a secondary dataset: a dataset that contains some of the same
information as the GIC data.

Since the Governor’s date of birth and the date of his publicised health episode are public
information, the re-identification strategy started with exploring the GIC dataset with these
already established details. To begin with, a query to count the number of people in the GIC
dataset with the Governor’s date of birth was executed.

1 SELECT =
FROM [dbo].[ GICdata]
3 WHERE [Date of Birth] = '1945- 0731

BB Resuts Bl Messages

Patiert Code  Gender  Date of Bith ZpCode  Event Event Code  Event Date Event Time Hospital Atending Doctor Prescription
1 ! Male 1945-07-31 00:00:00.000 LE27GP  Epileptic seizure 7645 20190105 00:00:00.000  1899-12-30 05:32:00.000  Bimingham Children’s Hospital  Dr. Who Lauire Paracetamol
2 08 Female  1945-07-3100:00:00.000 LE21AB  Facial Palsy 9877 2010-09-10 00:00:00.000  1899-12-30 10:30:00.000  Royal Marsden Hospital Dr. Greg Knox Muscle Relaxer
3 102 Female ~ 1345-07-3100:00:00.000 LE34NN ADHD 2343 2000-06-04 00:00:00.000  1839-12-30 08:10:00.000  Bedford Trust Hospital Dr. Hall Allsy Vegetables
4 100 Male 1945-07-31 00.00:00 000 LE16TB  Heart attack 754 2015-03-01 00:00.00.000  1833-12-30 14.55:00.000 Freeman Hospital Dr. House Beckingham  Bed Rest
5 250 Male 1945-07-31 00.00:00 000 LE34NN  Influenza 3476 1996-05-18 00:00:00.000  1833-12-30 10:10:00.000 Deaconess Waltham Hospital ~ Dr. Nick Jean Relenza
6 107 Female  1345-07-3100:00:00.000 LE28YY Cancer 876 2005-01-20 00:00:00.000  1839-12-30 15:00:00.000  Royal Marsden Hospital Dr. Coco Orji Chemotherapy
7 101 Male 1945-07-31 00.00:00 000 LE27GP  Epileptic seizure 564 2015-07-08 00:00:00.000  1839-12-30 05:00:00.000  Bimingham Children’s Hospital ~ Dr. Who Lauire Paracetamol
3 109 Female 1945-07-31 00:00:00.000 LE21AB  Facial Palsy 6544 2005-12-09 00:00:00.000  1899-12-30 05:18:00.000  Royal Marsden Hospital Dr. Greg Knox Muscle Relaxer
35 102 Female 1945-07-31 00:00:00.000 LE34NN ADHD 3454 2010-07-08 00:00:00.000  1839-12-30 06:32:00.000  Bedford Trust Hospital Dr. Hall Alley Vegetables
o 100 Male 1945-07-31 00:00:00.000 LE16TB  Hear attack 563 2020-04-08 00:00:00.000  1899-12-30 01:32:00.000  Freeman Hospital Dr. House Beckingham  Bed Rest
Il 250 Male 1945-07-31 00:00:00.000 LE34NN  Diamhea 4556 1996-01-18 00:00:00.000  1899-12-30 12:02:00.000 Deaconess Waltham Hospital ~ Dr. Nick Jean Loperamide
12107 Female  1945-07-3100:00:00.000 LE28YY Cancer 7643 2010-03-09 00:00:00.000  1899-12-30 13:59:00.000  Royal Marsden Hospital Dr. Coco Orji Chematherapy
13102 Female  1945-07-3100:00:00.000 LE34NN ADHD 4677 2010-11-10 00:00:00.000  1899-12-30 02:00:00.000  Bedford Trust Hospital Dr. Hall Allsy Wegetables
40 Male 1945-07-31 00:00:00.000 LE27GP  Epileptic seizure 876 2019-12-04 00:00:00.000  1899-12-30 10:15:00.000  Bimingham Children’s Hospital ~ Dr. Who Lauire Paracetamol
15 109 Female  1345-07-3100:00:00.000 LE21AB  Facial Palsy 876 2011-08-18 00:00:00.000  1839-12-30 08:52:00.000  Royal Marsden Hospital Dr.Greg Knox Muscle Relaxer
1% 107 Female ~ 1345-07-3100:00:00.000 LE28YY Cancer 5876 2012-12-20 00:00:00.000  1835-12-30 10:30:00.000  Royal Marsden Hospital Dr. Coco Orji Chemotherapy
17 100 Male 1945-07-31 00.00:00 000 LE16TB  Heart attack 6544 2020-05-02 00:00:00.000  1833-12-30 18:16:00.000  Freeman Hospital Dr. House Beckingham  Bed Rest
18 250 Male 1945-07-31 00:00:00000 LE34NN  Concussion 560 1951-05-13 00:00:00.000  1895-12-30 20:15:00000 Deaconess Waltham Hospital ~ Dr. Nick Jean Tylenol
18 250 Male 1945-07-31 00:00:00.000 LE34NN  Migraine 7865 1954-05-15 00:00:00.000  1895-12-30 13:32:00000 Deaconess Waltham Hospital ~ Dr. Nick Jean Paracetamol
20 250 Male 1945-07-31 00:00:00.000 LE34NN Cough 456 1995-10-10 00:00:00.000  1899-12-30 15:30:00.000 Deaconess Waltham Hospital ~ Dr. Nick Jean Coughlin
n 250 Male 1945-07-31 00:00:00.000 LE34NN  Chest pain 1234 1955-08-12 00:00:00.000  1893-12-30 21:15:00.000  Deaconess Waltham Hospital ~ Dr. Nick Jean Nitroglycerin
22 280 Male 1945-07-31 00:00:00.000 LE34NN  Routine Chec.. 3456 1993-03-21 00:00:00.000  1898-12-30 10:00:00.000  Deaconess Waltham Hospital  Dr. Nick Jean Chleroguine
23 250 Male 1945-07-31 00:00:00.000 LE34NN  Routine Chec... 976 1996-05-21 00:00:00.000  1899-12-30 12:00:00.000 Deaconess Waltham Hospital  Dr. Nick Jean No Prescription
24 250 Male 1945-07-31 00:00:00.000 LE34NN  Routine Chec... 235 1994-01-25 00:00:00.000  1899-12-3017:30:00.000  Deaconess Waltham Hospital  Dr. Michael Dusty Supplements
25 250 Male 1945-07-31 00:00:00.000 LE34NN  Routine Chec.. 8753 1992-12-30 00:00:00.000  1899-12-30 12:45:00.000  Deaconess Waltham Hospital  Dr. Michael Dusty Supplements
26 102 Female  1945-07-3100:00:00.000 LE34NN  Headache 6843 1996-05-18 00:00:00.000  1899-12-30 03:00:00.000  Bedford Trust Hospital Dr. Hall Allsy Wegetables

@ Query executed successfully. DESKTOP-AV2UHKG (15.0 RTM) | DESKTOP-AV2UHKG!Leices... GovWilliamWeld = 00:00:00 26 rows

Figure 4.6: Filtering GIC Dataset with the Governor’s DoB

The result showed that only six individuals in the Governor’s city shared the same date of
birth, narrowing down the pool of potential entries that could be associated with the Governor.
These six individuals with Patient Codes 100, 101, 102, 107, 109 and 250 include both the male
and female gender. However, since it was also already known that the Governor is a man, the
next query against the dataset was to filter the result to only return patients with the Governor’s
date of birth and those that are also male. This revealed that only three individuals in the GIC
dataset have these two criteria in common, as shown in Figure
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1 SELECT =

2 FROM [dbo].[GICdata]

3  WHERE [Date of Birth] = '1945—07—31"' and
4 [Gender] = 'Male'

BB Resuts Bl Messages

Gender  Date of Bith ZipCode  Event Event Code  Event Date Event Time: Hospital Mtending Doctor Prescription
Male 1945-07-31 00:00:00.000 LEZ7GP  Epileptic seizure 7645 2019-01-05 00:00:00.000  1899-12-30 05:32:00.000  Bimingham Children’s Hospital ~ Dr. Who Lauire Paracetamol
" Mae 1945-07-31 00:00:00.000 LE16TB  Heart attack 754 2015-03-01 00:00:00.000  1895-12-30 14:55:00.000  Freeman Hospital Dr. House Beckingham ~ Bed Rest
Male 1945-07-31 00:00:00.000 LE3 4NN Influenza 3476 1996-05-18 D0:00:00.000  1899-12-30 10:10:00.000 ~ Deaconess Waltham Hospital  Dr. Nick Jean Relenza
Male 1945-07-31 00:00:00.000 LEZ7GP  Epileptic seizure 564 2019-07-08 00:00:00.000  1899-12-30 05:00:00.000  Binmingham Children’s Hospital ~ Dr. Who Lauire Paracstamal
Male 1945-07-31 00:00:00.000 LE16TE  Hear attack 563 2020-04-08 00:00:00.000  1895-12-3001:32.00.000  Freeman Hospital Dr. House Beckingham  Bed Rest
Male 1945-07-31 00:00:00.000 LE3I 4NN Dianhea 4556 1996-01-18 00:00:00.000  1899-12-30 12.02:00.000 Deaconess Waltham Hosptal  Dr. Nick Jean Loperamide
Male 1945-07-31 00:00:00.000 LE27GP  Epileptic seizure a7e 2019-12-04 00:00:00.000  1899-12-30 10:15:00.000  Birmingham Children’s Hospital  Dr. Who Lauire Paracetamal
Male 1945-07-31 00:00:00.000 LE16TB  Hear attack 6544 2020-05-02 00:00:00.000  1899-12-30 18:16:00.000  Freeman Hospital Dr. House Beckingham  Bed Rest
9 250 Male 1945-07-31 00:00:00.000 LE3 4NN  Concussion 560 1991-05-13 00:00:00.000  1895-12-30 20:19:00.000 Deaconess Waltham Hospital  Dr. Nick Jean Tylenal
10 280 Male 1945-07-31 00:00:00.000 LE3I 4NN  Migraine 7865 1994-09-15 00:00:00.000  1895-12-30 13:32:00.000 Deaconess Waltham Hospital  Dr. Nick Jean Paracetamal
1 250 Male 1945-07-3100:00:00000 LE3 4NN  Cough 456 1995-10-10 00-:00:00.000  1855-12-30 15:30:00.000 Deaconess Waltham Hospital ~ Dr. Nick Jean Coughlin
12 250 Male 1945-07-31 00:00:00000 LE34NN  Chest pain 1234 1995-08-12 00-:00-00.000  1859-12-30 21:15:00.000 Deaconess Waltham Hospital ~ Dr. Nick Jean Nitroglycerin
13 280 Male 1945-07-31 00:00:00.000 LE3 4NN  Routine Checkup 3456 1993-09-21 00:00:00.000  1895-12-30 10:00:00.000 Deaconess Waltham Hosptal ~ Dr. Nick Jean Chloroguine
14 250 Male 1945-07-31 00:00:00.000 LE3 4NN Routine Checkup 976 1996-05-31 D0:00:00.000  1855-12-30 12:00:00.000 Deaconess Waltham Hospital  Dr. Nick Jean No Prescription
15 250 Male 1945-07-31 00:00:00.000 LE3 4NN Routine Check-up 235 1994-01-25 00:00:00.000  1899-12-30 17:30:00.000 ~ Deaconess Waltham Hospital ~ Dr. Michael Dusty Supplemerts
16 250 Male 1945-07-31 00:00:00.000 LE3 4NN  Routine Check-up 8753 1992-12-30 00:00:00.000  1895-12-3012:45:00.000 Deaconess Waltham Hospital ~ Dr. Michael Dusty Supplements

Figure 4.7: Filtering GIC Dataset with the Governor’s DoB and Gender

AOL Data Re-identification

The focal point of this research is to analyse database search queries and the patterns in them
that may lead to re-identification of a previously anonymised detail about a data subject. There is
a limitation to the AOL data release scenario in regards to representing the re-identification story
as SQL search queries. During analysis, this particular case looked extremely unrefined. This is
due to the nature of this re-identification scenario. The process of with which re-identification
occurred in this scenario does not naturally fit into the model that this research is exploring.

This scenario is about extracting the similarities in the search queries that point to a particular
user (a user in the database that has complimentary searches). Searches with keywords are similar
enough to assume that they are from the same user. This does not follow the technical aspects
of re-identification that employs external database(s) to fill in the gaps in a database, gaps that
are a result of deliberate anonymisation by the data controller.

4.4 Re-identification Attack Experiment Analysis and Results

4.4.1 Experiment Analysis
Netflix Prize Data

The interpretation of all the information gathered from querying the datasets involved combining
two tables from the two databases and looking out for the similarities in the data that may
hint that different data from different datasets are about the same individual. To attempt this,
the resulting table shown in Figure 4.4 was joined with the one in Figure 4.5 for comparison.
Since the movie column is already a common criterion, other columns (Date of Grade, Grade)
from TrainingData and (Ratings, Date) from IMDb are used for comparison between the two
databases.
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From the TrainingData table, Figure [£.4] shows that User 47 rated Black Panther on date
2004-04-22, with a grade of 10. This is consistent with the entry for user tnoah@outlook.co.uk in
the IMDb table as shown in Figure 4.5. On 2004-04-08, User 7 gave a rating of 8, and on the
same day, a user with username cliffordharris@outlook.co.uk gave the same rating to the same
movie. This is also the case for User 43 from TrainingData and a user Sprokopengo@gmail.com
in the IMDb table.

These three entries having the same Date of Grade/Ratings and being rated identically are
the center of attention in the query outputs generated from the exploration of the dataset with
SQL. It led to speculation that these entries from the two different datasets may be from the
same individual. However, a single movie entry being identical is not a basis to conclude that
these anonymous users from the Netflix Prize Data (TrainingData) had been re-identified in
IMDb. To make this conclusion, a more elaborate exploration and analysis of the dataset had
to be performed. For this, a Re-identification Likelihood Quadrant was generated, to realistically
classify the probability of an entry about any particular movie being made by the same user on
both platforms. The quadrant was created based on four columns in the two databases; (Date of
Grade, Grade) from TrainingData and (Ratings, Date) from IMDb.

Q2
MORE LIKELY

Different Date
Same Rating

Q4

LESS LIKELY NOT LIKELY

Same Date Different Date
Different Rating | Different Rating

Figure 4.8: Re-identification Likelihood Quadrant

[76]

Q1, in Figure represents entries that were made on the same date and awarded the same
rating in both datasets. These are entries that have the highest likelihood of being made by the
same individuals. User(s) that fall in this quadrant can be assumed, with a high probability that
they have been re-identified. Q2 is for the class of users that awarded a movie the same rating,
but on different dates on both datasets. There is a realistic presumption to be made about this
being the same individual in both datasets, if the number of entries that satisfy this condition
is quite significant for such a user. Q2 has a likelihood of being a re-identification scenario,
depending on how prominent other determining factors are. The probability of the same person
rating the same movie differently on different platforms is less, therefore the entries that satisfied
this condition are in Q3, with very little likelihood of it being re-identification. The entries that
fit the specifications of the last quadrant, present no sign of being by the same individual, they
are assumed to be ratings entered by different users.
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Governor William Weld

The re-identification in this scenario is a targeted re-identification. The strategy exploits all the
details that were already known about the target of the attack. A series of SQL queries, as
shown in Figures 4.6 and 4.7 was executed to filter the GIC dataset to reveal entries that may
contain information about the target (Governor William Weld). Another available detail about
this scenario is the date of the Governor’s health episode. Knowing this, a query to further
filter the dataset using the Fwvent Date criteria is executed. The result here showed a record
of individuals who are males, shared the Governor’s date of birth, and had health event record
entries on the same day as the Governor’s publicised hospitalisation.

After the data filtering of the GIC dataset based on already known information, the secondary
VoterRolls dataset was then introduced, this is to reveal how close to the target the result is with
the re-identification attack strategy being employed.

4.4.2 Experiment Results
Netflix Prize Data

With the quadrant in Figure [I.8 providing a template to classify re-identification likelihood based
on the Date/Rating relationship shared by the users, queries targeting each of the three users
highlighted in [I.4.T] were executed to examine how their ratings of other movies and the date they
were done classifies them into any of the sections in the re-identification likelihood quadrant.

The results of the queries for User 47, User 7 and User 43 are shown in Figures
and [£.11] below.

[

SELECT T.[User ID]
,T.[Movies |
,T.[Date of Grade]
[ Grade]

[ Usernames |
[ Movies Titles]

[Ratings]

[Date]

9 FROM [dbo].[TrainingData] AS T join [dbo].[IMDb] AS I ON
10 T.[Grade]= I.[Ratings] and

11  T.[Movies|= I.[Movies Titles]| and

12 T.[Date of Grade]= I.[Date]

13 WHERE T.[User ID]= 'user 7'

14 ORDER BY [User ID]}

i
T.
I.
I.
I.
I.

I
I
I
I

LT = TrainingData, I = IMDb
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EE Results g Messages

UserlD  Movies Date of Grade Grade Username Movie Name Ratings  Date of Rating

1 2004-05-03 00:00:00.000 6 cliffordhamis@outlock co.uk  Dexter 6 2004-05-03 00:00:00.000
2 user7  Black Panther 2004-04-08 00:00:00000 & cliffordhamis@outlook co.uk  Black Panther 8 2004-04-08 00:00:00.000
3 user7  Spider Man 2004-07-20 00:00:00.000 8 cliffordhams@outiockco.uk  Spider Man 8 2004-07-20 00:00:00.000
4 user7  SteplUp 2007-08-02 00:00:00.000 7 cliffordhamis@outiock.co.uk  Step Up 7 2007-08-02 00:00:00.000
5 user7  Friends 2003-05-19 00:00:00000 5 cliffordhamis@outiock co.uk  Friends 5 2003-05-19 00:00:00.000
B user7  TheBigBang Theory 2002-04-30 00:00:00000 8 cliffordharris@outlock co.uk  The Big Bang Theory 8 2002-04-30 00:00:00.000
Figure 4.9: Result for User 7
EH Resuls HE Messages
___User ID  Movies Diate of Grade Grade Username Movie Name  Ratings Diate of Rating
1 user47 | Black Panther 2004-04-22 00:00:00.000 10 tnoah@cutlook.co.uk  Black Panther 10 2004-04-22 00:00:00.000
2 user47 Step Up 2005-08-09 00:00:00.000 5 tnoah@cutlook.co.uk  Step Up 5 2005-08-09 00:00:00.000
Figure 4.10: Result for User 47
EE Results @i Messages
UserID ..... Movies Date of Grade Grade Username Movie Name Ratings Date of Rating
1 userdd i BlackMiror 2004-03-29 00:00:00.000 & Sprokopengo@gmail.com  Black Miror 8 2004-03-29 00:00:00.000

Figure 4.11: Result for User 43

Figure represents the comparison of movie rating entries on the two databases for “User
7”. The criterion of Q1 was satisfied for all of the entries made by this user. This is an indication
of a high likelihood of re-identification. Figure [£.10] shows that the criterion of Q1 was satisfied
for most, but not all entries, suggesting that there is a likelihood that this is a case of re-
identification. “User 43” has minimal entry that fits into Q1, re-identification likelihood is low,
as shown in Figure

From this, it was concluded with a high likelihood that User 7 from the Netflix TrainingData
is the same individual as the user with the username cliffordharris@outlook.co.uk.

Governor William Weld (GIC Data)

As mentioned in[£.2.3] research shows that 87.1% of US citizens can be uniquely identified through
their Date of birth, Zip Code, and Gender. These details were shared in the GIC dataset and
can also be found in the Voter rolls. The VoterRolls table was then used as a secondary data

source to attempt the re-identification of the Governor. The result from the SQL query used in
the attempt is shown in figure below.
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SELECT *

FROM [dbo].[GICdata] as G

FULL OUTER JOIN [dbo].[ VoterRolls] as V

on G.[Date of Birth] = V.[Birth Date] and G.[Zip Code] = V.[ZIP Code] and G.|
Gender] = V.[Sex]

=W N =

5 WHERE [Gender] = 'Male' and
6 [Date of Birth] = CONVERT(datetime, '1945—-07—31") and
7 CAST([Event Date] AS datetime) = CONVERT(datetime, '1996—05—18")
B Resuts 2 Messages
Fat_\e_m Cz_:d_e Gender  Date of Bith ZpCode Event  EventCode  EventDate Event Time Hospial Attending Doctor ~ Prescription  Name Address 2P Code  Bith Date Sex
1 : pii) Mae  194507-31 00:00.00000 LE3NN nfluenza 3476 1596-05-18.00:00.00.000  1899-1230 10:10:00.000  Deaconess Wakham Hosptal  Dr. Nick Jean Relenza Villam Weld  10,singerstreet, Cambridge  LE34NN 13450731 00.00:00.000  Make

Figure 4.12: Result for Re-identification Attempt

A

The result in Figure showed that Patient 250 in the GIC dataset is William Weld in the
VoterRolls, which contained personal information about residents in the Governor’s town. This
information filled in the gaps of the supposedly anonymised records of the shared GIC dataset.

4.5 Experiment Strategy

For the Netflix Prize data Scenario, the approach used while undertaking the re-identification in
the experiment for this work was to isolate any user with properties that stood out (frequency
of occurrence in this case) the most in both the TrainingData and the IMDb dataset. After
establishing distinctive properties from the datasets, the next step was cross-referencing these
distinctive properties between the two datasets and analyse the result for re-identification clues.
Recognising these properties and relating them to a secondary dataset are the two main stages
involved in this strategy. The objective of the re-identification attack demonstrated in this sce-
nario is existential, as it aims directly towards proving that some user from the anonymised
Netflix TrainingData is re-identifiable. There was no prior knowledge about any individual in the
dataset, making it impractical to target any specific user. However, a targeted approach aiming
to re-identify any specific record rather than a specific user could also be feasible.

Strategically, another re-identification objective that could also be applicable in this dataset
scenario will be universal re-identification. This is because the re-identification in the dataset
could be on a larger scale. However, to attempt this, a change in the attack strategy will be
imperative. The strategy for universal re-identification will focus less on making out distinc-
tive users. Instead, attack efforts will focus on attempting to re-identify as many as possible
individuals from the dataset.

The Governor William Weld scenario shared some similar approaches as the Netflix scenario,
it aimed at establishing some unique properties first, then cross-referencing with a secondary
dataset. However, the attack strategy in this scenario was armed with some prior information
about the target. The objective of the re-identification attack demonstrated is targeted, aiming
towards a single individual. Prior information available about the Governor had already placed
him in the GIC dataset and the availability redundant information relating to the GIC dataset
made the attack possible.

2G = GICdata, V = VoterRolls

72



4.6. SQL Query Data Collection

4.6 SQL Query Data Collection

After the results from experimenting with re-identification on different datasets, this research
concluded that re-identification can be represented as a series of database queries. The exploration
study and re-identification attack re-creation in this chapter detail a series of SQL database queries
used to technically achieve re-identification. This notion became the basis on which the approach
for research data collection was developed. The aim of the data collected for this research was to
gather user queries against an anonymised database.

In order to design an appropriate experiment and achieve reliable results for the aim of this
research work, a data collection campaign had to be launched. This project aims to ascertain that
re-identification attacks are recognisable by studying the patterns in SQL queries being executed
on anonymised databases. Therefore, a collection of real user SQL database queries is essential
to achieve the project aim. Using the synthetic dataset created in for the Netflix Prize
Data scenario, a data collection event was organised. The event involved users with beginner,
intermediate and advanced skills in the use of SQL for database queries.

4.6.1 Data Collection Campaign

A Windows 10 virtual machine (VM) was created for this campaign. Microsoft SQL Server
Management Studio (SSMS) software was installed on the VM and the synthetic database for
Netflix Prize Data was uploaded onto the SSMS. Then the Virtual Machine was exported to a
.ova (Open Virtual Appliance) file to be shared among the participants. Two versions of the
database were uploaded; labelled ALPHA and BETA. The ALPHA version consisted of only the
Netflix Prize Data tables while the BETA version included the IMDb database as a secondary
data source. The ALPHA database is to be engaged by participants with the aim of executing and
generating regular SQL queries users will normally employ on a day-by-day basis. Also, another
purpose of this step in the activity is to allow participants the opportunity to get familiarised with
the structure of the database. The BETA database sets the grounds for different re-identification
attack attempts to be made by participants, as this database includes an external open-source
database (IMDb) among its tables.

The data collection activity was broken down into two sessions, with each of the sessions
aimed at achieving different goals.

e Session One: This session provided general background information about the research,
covering concepts such as anonymisation and re-identification with the participants. The re-
identification story of Governor William Weld was used to get participants thinking about
how a re-identification attack may be approached conceptually and practically, through the
reverse engineering of Latanya Sweeney’s thought process and actions in her execution of
the attack against the Governor.

Also during the session, the ethical implication of the activity about to be engaged in was
discussed. The information shared with participants in regard to the ethics of the campaign
is as follows:

1. According to the Data Protection Act 2018, performing re-identification is illegal,
except for research purposes.
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2. The research is requesting participants’ permission to their SQL query data, and the
recorded queries are meant to be used to support the research work.

3. The data collection will record SQL query data only. No personal information is
recorded. The recorded query data will not be relatable to any participants.

4. Participants have the option to choose whether their SQL query data is included for
use in further research analysis.

The complete details of the information (experiment guide) shared with the participants in
the data collection activity can be found in

This session was closed by referring participants to an instructional YouTube video [75].
The video was created specifically for this data collection activity, and it demonstrates the
use of the software environment to be used for database access, query execution, and query
recording.

e Session Two: The second session involved the participants getting familiar with the
database in use for the data collection activity (Netfliz Prize Data ALPHA ). Using SQL
queries, participants engaged with the database in an attempt to learn as much as possible
about the database’s structural details. Familiarity with the database structure was pre-
sumed by the research to be able to help participants come up with creative SQL queries
and approaches to attempt re-identification later on in the activity.

SQL query data collected during this session will serve as the benchmark for what “normal”
(non re-identification attempt) database queries are like. This will be useful in the eventual
training of a Machine Learning Model.

e Session Three: For the final session, the specifics of the research and the expectation from
the session was introduced. Participants were required to combine their technical SQL skills
with the information about re-identification provided in the first session to attempt a re-
identification attack against the database. The Netflix Prize Data BETA database, with
the IMDb secondary database included was used at this junction, to attempt linkage of
the individual(s) that may be the same person(s) from both databases. Participants were
encouraged to execute as many as possible SQL query ideas and approaches participants
think may be appropriate to achieve the aim of this session.

4.6.2 Data Collection Tools and Setup

On the Virtual Machine created for the data collection activity, the Microsoft SSMS tool was
installed and connected to a local SQL server. SQL Server Management Studio (SSMS) is an
integrated platform for maintaining a SQL infrastructure (SQL Server) [103]. SSMS is equipped
with tools to configure and monitor instances of SQL Server and databases. With the SSMS
environment, this research and the participants in the data collection activity are able to write
and execute SQL queries against a database. An essential part of this data collection activity
is the recording of the queries that participants are executing. The Microsoft SSMS suite has a
built-in tool that serves this purpose. This tool is known as Microsoft SQL Server Profiler.

Microsoft SQL Server Profiler is a Graphical User Interface (GUI) tool for monitoring, cap-
turing, and saving data about each SQL event to a file for later inspection. It can be used to
record and analyse stored procedures (a set of SQL queries stored to be reused on a database)
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Figure 4.13: Microsoft SSMS

that may be adversely affecting the performance in a SQL environment [I04]. This research work
employed the functionalities of SQL Server Profiler to trace and capture the SQL queries that
were being executed by the participants in the data collection event. The recorded queries are
the data being collected and the focal point of the event.

B File Edit View Reply Tools Window Help -8 x
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ExistingConnection 53 6 Netflix P...
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sqLiBatchstarting SET LOCK_TIMEQUT 10000 Microsoft Q... PHD EXp... DESKTO... 3324 56 2021-01-27 1 master
SQL:Batchcompleted SET LOCK_TIMEOUT 10000 Microsoft sQ... PhD EXp... DESKTO... 0 0 0 0 3324 56 2021-01-27 2021-01-27 20:51:36... 1 master
sQL:Batchstarting DECLARE @edition sysnime; SET @edit... Microsoft sQ... PhD EXp... DESKTO... 3324 56 2021-01-27 1 master
SqL:Batchcompleted DECLARE @edition sysneme; SET @edit... Microsoft sQ... PhD EXp... DESKTO... o 92 o 10 3324 56 2021-01-27 2021-01-27 20:5: 1 master
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Figure 4.14: Microsoft SQL Server Profiler

SQL Server Profiler Trace Configurations

Configuration settings in the SQL Server Profiler tool were adjusted to fit the types of information
that the research expects SQL queries should have, capturing the details about SQL queries being
executed by participants on the database. The captured information will then be present in query
data for all the instances of tracing that get recorded for the data collection. This creates a level of
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consistency in the features captured about the queries, regardless of how different the approaches
in query executions are from one participant to another.

To make these configuration adjustments, the parameters of the Trace Properties for every
instance of the capture had to be specific. The Trace Properties in SQL Server Profiler has two
tabs to configure, the General and the Events Selection tabs.

1. General: The General tab for the Trace Properties in SQL Server Profiler is where the
basic settings are configured. These settings include the file name, file size to accommodate
the query data to be captured, and other standard SQL Server settings, as shown in Figure

4,10
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Figure 4.15: General Tab Configurations for the Trace Properties

2. Events Selection: This tab is where discretionary decisions were made about what details
the trace function records about participants’ queries during the data collection activity.
The capture of events relating to the Security Auditing function of the SQL Server Profiler
was disabled for the traces, as these are irrelevant to the research goal. Trace settings that
were enabled were those that relate to capturing queries executed by the participants. The
video resource at [75], created for this data collection activity shows the complete details
of the parameters set for usage in SQL Profiler configuration. The details enabled to be
captured by the trace were streamlined to focus on those that relate to executed queries.
This is to reduce the amount of noise (irrelevant information) captured in the trace.
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Figure 4.16: Events Selection Tab Configurations for the Trace Properties

With these settings configured, a trace was then initiated for every query attempt the partic-
ipants engaged in. This was done for both the re-identification attempt queries and the normal
queries. The trace runs in the background while queries were being executed in the SSMS and
the trace is stopped once the participant is done with running various query ideas. The trace is
automatically saved to the file created on the General tab of the Trace Properties (the file was
created before the trace started).

4.7 Data Augmentation

Machine Learning algorithms rely on big data to a great extent. The more data points an
algorithm can learn from in the training dataset during the training phase of developing a machine
learning model, the better the performance of the model. A large amount of data help machine
learning models avoid overfitting problem. The machine learning models in this work are trained
towards recognising patterns in unseen data points and achieving high performance while doing
so. However, a model is trained on a set of training data on which its performance will not be
evaluated. As mentioned in overfitting is a case whereby the model memorises the different
characteristics of training data verbatim, as opposed to studying and learning the discipline
behind the data, to formulate a general predictive rule. Overfitting occurs when there is noise in
the dataset and a shortage of datasets to train the model [I42] [36], [168]. Training data deficiency is
one of the main challenges in machine learning tasks [56], and data augmentation methods provide
a solution to the shortage of dataset challenges when training a machine learning algorithm. Data
augmentation consists of a suite of techniques that supplement the quantity and quality of the
training dataset. This allows the development of an optimally trained machine learning model

[142].
The data collection for this research presented in requires a practical skill (knowledge of
SQL programming language) from the participants. This reduces the research’s ability to gather

SQL query data in large amounts. There was very limited data available to train machine learning
algorithms with, at the end of the data collection event. To avoid the pitfalls of building a model
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with minimal datasets, such as overfitting, this research adopted and implemented principles of
data augmentation to enhance the amount of datasets for the training of algorithms that can
recognise re-identification patterns in database queries. Data augmentation is implemented for
this research dataset using Python as presented in

As detailed in section [5.2.2] the data mining experiment in this research implemented the Bag-
of-words (BoW) model at the data preprocessing stage. As such, the data augmentation methods
adopted in this work are those that are applicable at the word level. Text data augmentation can
also be applied at the character, phrase, sentence, and document level [I1]. Due to the frustration
from the inadequate performance of text classification models trained on a limited dataset, Wei
and Zou in [I62] proposed a set of techniques referred to as Easy Data Augmentation (EDA).
EDA involves word replacement-based data augmentation techniques, it consists of four simple
but powerful operations that have been proven to improve performance on text classification
problems involving an insufficient amount of dataset [162, [92]. The data augmentation methods
implemented in the machine learning experiment for this research are based on EDA, which used
four operations including Synonym Replacement (SR), Random Insertion (RI), Random Swap
(RS), and Random Deletion (RD). The data augmentation in this work implements Synonym
Replacement and Random Insertion.

1. Synonym Replacement (SR): Generally, this involves randomly choosing n words from
a dataset and replacing each of these words with one of its synonyms selected at random.
In standard SR operation, a word (token) is gets replaced randomly by one of its synonyms
retrieved from WordNet (a large word database of English words including nouns, adjectives,
adverbs, and verbs). The standard SR operation is used in Natural Language Processing
(NLP), however, the dataset in this research is SQL queries (computer language). Therefore,
instead of replacing a word with its synonym, the word gets replaced by a MASK token.
This is referred to as random word masking [124, B4]. The implementation of random work
masking in this research is presented in [5.2.3]

2. Random Insertion (RI): In this EDA technique, the random insertion data augmentation
operation involves randomly selecting a token (word) from the input data and inserting one
of its synonyms from the WordNet word database to a random position in the input dataset.
Similar to the approach used for random word masking, the RI augmentation experiment
in this research randomly inserts tokens into the dataset. This approach is referred to as
random token insertion [124].

3. Random Swap (RS): This method involves randomly choosing two tokens in the dataset
and swapping their positions. This is then repeated n times.

4. Random Deletion (RD): This EDA technique involves randomly removing each word in
the dataset with probability p.

This research implements Synonym Replacement and Random Insertion because their oper-
ation fits the machine learning experiment approach for the research dataset, as the research
dataset is labeled and to be explored as a classification problem. Cases of random swap and
random deletion methods have been reported in the literature to not preserve the dataset

labels after augmentation [I72] [ [I75] O7].
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4.8 Chapter Summary

Chapter [ presents the methodology that this research work used in the achievement of its
main milestones, which is to ascertain that re-identification attacks can be a product of a series
of SQL queries. Analysis of the different real-life data re-identification scenarios used as case
studies is detailed in this chapter. The 2006 AOL data release, the re-identification of Netflix
Prize Data, and Governor William Weld were explored for the purpose of this research. The
exploration involved generating synthetic datasets for different scenarios and experimenting with
the dataset to establish if re-identification can be recognised as a series of SQL queries. This
chapter demonstrates the techniques, strategies, and queries used to achieve re-identification of
the synthetic data. This was done for the Netflix Prize Data and Governor William Weld (GIC
Data) scenarios. Studying the AOL scenario, this research concluded that the re-identification
case there did not fit into the model that this research is exploring. The AOL scenario did
not involve the use of a secondary database to exploit weak anonymisation techniques and the
misguided release of a de-identified database.

The results of the experiments presented in this chapter helped this research arrive at a
conclusion that re-identification attacks on anonymised databases are achievable through a series
of database queries. Analysis of the results is presented based on the level of likelihood that any
particular individual has been re-identified. A re-identification Likelihood Quadrant is created
by the research for the Netflix Prize Data scenario, to measure the probability of the success of
re-identification attempts. The experiment concludes that three individuals from the anonymised
synthetic Netflix Prize Dataset; User 47, User 7, and user /3, are re-identified. However, with
varying levels of likelihood. The experimentation and result of the synthetic GIC dataset also led
this research to conclude that an individual in the GIC synthetic dataset was re-identified, based
on the match of the Date of birth, Zip Code, and Gender from the anonymised GIC dataset and
a secondary database.

The experiment emphasised the exploitation of redundant records that exist in the anonymous
dataset and secondary (publicly available) datasets. This chapter analysed and discussed the
re-identification experiments in relation to the objectives. With the Netflix Prize Data, the
re-identification objective is existential. The aim is directed towards proving that there is a re-
identifiable individual in the dataset. Even though the Governor William Weld GIC data scenario
shares some strategic similarities with the Netflix case, the objective of re-identification in this
instance is targeted. Governor William Weld is singled out to be re-identified.

With the results and conclusion from experimenting with re-identification attacks, the next
phase of this research is also presented in this chapter. This involved organising a campaign for
the collection of SQL database queries. Participants in the data collection campaign engage with
the synthetic datasets by executing non re-identification attempt (normal) queries to get familiar
with the database structure and then subsequently execute queries to attempt re-identification
attacks. These SQL queries were recorded to be used in a data mining experiment, as part of the
process of achieving the aim of this research work.
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Chapter 5

Data Mining Models for
Re-identification Query Pattern
Recognition

The previous chapter presented a re-identification attack exploratory study that analysed different
re-identification attack scenarios. Technical re-creation of the attacks and dataset collection
were also described. In this chapter, the data mining experiment and application of machine
learning algorithms for re-identification query pattern recognition are presented. The approach
applied in this research to process the dataset for the training of machine learning algorithms is
described in section 5.2} The training process for the four machine learning algorithms, including
the strategy employed for training is detailed in sections and This chapter covers the
Python implementation for the data mining experiment conducted in this research, including the
algorithms used for data preparation detailed in section [5.2.2] data augmentation in section [5.2.3
and feature extraction in section [(.2.4]

5.1 Data Mining Experiment Overview

At the end of the data collection campaign embarked on in section all the data collected
as a result of the engagement with the database by participants in the data collection campaign
were saved. Every instance of a set of normal (non re-identification) and re-identification attack
attempt queries executed by the participant are traced and saved into a trace file (.trc) by the SQL
server profiler. The next step towards achieving the aim of this research is to begin an analysis of
the collected SQL query data. As mentioned in [3.3.2] raw datasets of various types and formats
can be analysed and processed to infer meaningful connections through various algorithms that
are suitably implemented in Python libraries. The aim of the work in this chapter is to process the
research dataset and convert it to a format suitable for training machine learning models, and
then train different binary classification algorithms to automatically recognise re-identification
patterns in a SQL query being executed on a database. This involved experimenting with the
SQL query dataset and exploring data mining techniques as well as machine learning algorithms
in the Python library that are applicable to the problem domain of this research.

As a result of the data collection campaign, fourteen sets of SQL query data were gathered
in the form of SQL trace files. Seven of the files represent the non re-identification query entries
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and the other seven contain the re-identification attack attempt query entries. The .trc trace
files were converted to .sql query files. The contents of the SQL files for one instance of both a
normal query and a re-identification attack attempt query are as shown in appendices and
respectively. The SQL files were further converted to a Comma-Separated Values (CSV) file
format (.csv), to allow easy use in the Python implementation. Python has built-in libraries that
allow manipulation and analysis of datasets in a .csv file format.

To train and develop an effective classifier model for the recognition of re-identification at-
tempt query patterns, a significant amount of data samples is required in the training of such a
model. The more the quantity of available data samples the model can learn from, the higher
the chances of the classifier making accurate predictions. The available fourteen query samples
generated from the data-collecting campaign are not sufficient to train and develop an accurate
model. Therefore, this research implemented data augmentation techniques to generate more
SQL query data samples. The data augmentation process was achieved using Python and it is
detailed in [5.2.3] This chapter presents the Python implementation in training and building a
classifier model for data re-identification attack attempt query recognition.

5.2 Data Preprocessing

SQL is a query language used to interact with databases and each CSV file containing SQL
query data generated in the data collecting stage of this work holds a vast amount of SQL query
information. The amount of information in each file is a reflection of user and system activities
recorded by the SQL server profiler, these activities include SQL queries executed and any system
information recorded in the background automatically by the profiler. This research handled
the SQL dataset with an assumption that every data point has the possibility of contributing
to patterns that makes a re-identification attempt query or a normal query. Details on how
the dataset was prepared for analysis are presented in section Data preprocessing is an
essential stage of a data mining experiment and must be done prior to any of the other stages.
This stage involved exploring different text preprocessing techniques and then transforming the
preprocessed data in a format that makes it suitable to input into other algorithms. The Python
programming language is equipped with libraries that are applicable in data processing and this
research employed the functionalities of these Python libraries to approach its data preprocessing.

5.2.1 SQL Query Data Preprocessing Libraries

Python libraries are imported to allow the necessary functionalities required to manipulate the
SQL dataset and transform it to a more suitable state and format (a format compatible with
the machine learning algorithms to process). Six Python libraries are imported to be used for
the preprocessing activity required to prepare the SQL dataset. These libraries are re (Regular
Expression), os (Operating System), pandas, pickle, random and numpy. The regular expression
library is used to find and match patterns in the texts of the SQL dataset. Importing the Oper-
ating System library is required to allow interaction with the system’s local files and directories.
This allows the .csv files containing the SQL data to be uploaded and used within the Python
implementation. Pandas is a Python library that provides data preprocessing, manipulation, and
analysis functions. Pandas data frames have three components: rows, columns, and data. The
pickle library allows the conversion of a dataset object into a byte stream and saved it to a file
to be used at a later time. Random is a library used for randomisation of contents of a dataset,
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used for data augmentation in section [5.2.3] and Numpy is a library in Python used for working
with Python arrays and lists.

5.2.2 Data Preparation and Labelling

Text data (i.e. SQL query dataset) has an unstructured data format, making it difficult for ma-
chine learning algorithms to process. Therefore, the text dataset must be converted to numbers.
An effective method for initiating this conversion is the Bag-of-Words (BoW) model (an array
data structure). The BoW model ignores the order of the information in the dataset, but treats
features in the textual dataset as words. The representation of dataset information as words is
referred to as tokenization. The BoW model operates using the frequency of occurrence of each
word (token) representation in the dataset [20]. The data preparation stage involved transforming
the dataset into a format that will improve the quality and relevance of the patterns that machine
learning algorithms learn from the dataset. If a raw dataset that includes a significant amount of
irrelevant data (noise) is used in the research data analysis, the result of the analysis will either
be skewed or suboptimal. This is also known as “garbage in, garbage out”. A poorly prepared
dataset will teach machine learning algorithms bad patterns. The data mining experiment in
this research is a supervised learning task, as established in section therefore, datasets are
assigned labels to signify class membership. Dataset labelling is implemented as enumerated in
step 3 of Algorithm 2] The Python implementation for this algorithm is in Appendix

Algorithm 2 Data Preparation and Labelling Algorithm

1. Create a regular expression pattern using Python raw string notation
2. Specify a function to read and label the dataset from .csv files
3. Set class label to 0 for normal query files and 1 for re-identification attempt query files

4. Tterate through the rows, columns, and cells of .csv files. Such that if cell data is valid (not
null), it is converted to a string and then stored to a list_of words variable

5. Use regular expression pattern to add space around special characters
6. Split spaced-out row data into words and add to list_of words

7. Iterate through list_of words and add words to a new clean_words variable. Ignore null
spaces, removing “’ 7 and replacing numbers with <NUM>

8. Return clean_words and labels
9. Append a variable X to words and Y to labels
10. Generate a tuple of X word list, Y label list and store in a new variable data

11. Save data to file as preprocessed_dataset in pickle file format
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5.2.3 SQL Query Data Augmentation

As expressed in section the limited amount of SQL query data gathered for this research
makes it imperative to perform data augmentation. The more data points the classier mod-
els can study and learn from, the better their ability to recognise re-identification patterns in
database queries. Data augmentation of the research dataset is achieved with the use of data
generation algorithms implemented in Python. Data slicing (selecting part of a dataset, therefore
breaking it down into smaller pieces) and randomisation techniques in Python are used in the
augmentation process. Section presented synonym replacement (random word masking) and
random insertion (random token insertion) as the data augmentation techniques to explore in
this research experiment. Appendices [C.1.2] and [C.1.4] depict the word cloud representation of
the research dataset after random word masking and random token insertion respectively.

Random Word Masking

The overall strategy adopted for the random word masking augmentation is replacing a random
5% of words in the dataset documents with a “<MASK>" token. This is repeated 100 times,
to generate a 100 new data structure representation for each 1,000-length data sequence with
the same label. The dataset contains 14 .csv files (7 per class) with a total of 117,177 words
and 1,928 unique words. At the end of the random work masking data augmentation process
presented in Algorithm [3] the dataset is augmented to contain 11,110 files (5,555 per class). The
Python implementation of this algorithm is presented in Appendix
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Algorithm 3 Random Word Masking Augmentation Algorithm

10.

11.

12.

. Load the preprocessed_dataset for reading in binary format and save it to a data variable

. Set the sequence length for data slicing to a fized_length of 1,000

Declare new variables to store the augmented_data and the label
Iterate through each document in data to get the words and the label
Declare a variable to store the full list of words in the documents

Declare a current_range, then a while loop that uses the current_range to check if there is a
word length lower than the fized_length of 1,000 in the full word list. If there are, the loop
breaks

Get 1,000 sliced_words and add to the current_range

Append sliced_words list to the augmented_data variable created in step 3 and append the
label

Randomise by creating 100 new data points with 1,000 fized_length and randomly mask 5%
of words to create different structure in the dataset

Iterate through the random list and replace the random 5% of words with the token
<MASK>

Append the new data structure to initially declared augmented_data and add the label
variables

Update current_range to point to the next 1,000-word range

Random Token Insertion

For the random token insertion augmentation approach, 5% tokens (words) are to be randomly
inserted in the dataset. The data augmentation takes two functions, which are the original data
and the insertion percentage. The function loops through each of the 14 .csv files, and for each
of the files, the function slices the data in the file into fixed-length (1000-length) segments. 100
new data structure is generated for each segment by randomly inserting tokens. The function
then returns the augmented data and labels. After the implementation of random token insertion
as presented in algorithm 4] the augmented dataset contains 7,373 files and labels. The Python
implementation of this algorithm is presented in Appendix [C.1.3}

85



Chapter 5. Data Mining Models for Re-identification Query Pattern Recognition

Algorithm 4 Random Word Insertion Augmentation Algorithm

1. Load the preprocessed_dataset for reading in binary format and save it to a data variable
2. For each file, slice the data into fized_length segments of 1,000

3. Declare new variables to store the augmented_data and the label

4. Tterate through each document in data to get the words and the label

5. Declare a variable to store the full list of words in the documents

6. Declare a current_range, then a while loop that uses the current_range to check if there is a
word length lower than the fized_length of 1,000 in the full word list. If there are, the loop
breaks

7. Get 1,000 sliced_words and add to the current_range

8. Append sliced_words list to the augmented_data variable created in step 3 and append the
label

9. Randomise by creating 100 new data points with 1,000 fized_length and randomly insert 5%
of tokens to create different structure in the dataset

10. Tterate through the random list and inserts the random 5% of tokens from WordNet into
the dataset

11. Append the new data structure to initially declared augmented_data and add the label
variables

12. Update current_range to point to the next 1,000-word range

5.2.4 Feature Extraction

Feature extraction is the process of representing or encoding words in a format that a machine
learning algorithm is able to process, the process transforms the words in the SQL dataset files into
numerical features. As shown in Algorithm 2] the BoW representation of the SQL dataset creates
a vocabulary of words from the dataset and a measure of the frequency of occurrence of these
words. This method is implemented to transform the textual tokens from the dataset into features
(a unique representation of all known words in the dataset). The dataset representation generated
by the feature extraction process is then used in training a machine learning algorithm. There are
different techniques available for feature extraction in the Python machine learning library. Two
of the most prominent algorithms implemented in textual data processing are implemented in
this work. These are the Tokenizer algorithm and TF-IDF (Term Frequency - Inverse Document
Frequency) algorithm.

Similar to the BoW methods, which represent the dataset as a collection of words (ignoring
the order and structure) and as a vector of word frequencies, TF-IDF also considers the frequency
of a token (term frequency) in the dataset. However, TF-IDF also considers the importance of the
term in the entire dataset (inverse document frequency). A more significant weight is assigned to
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terms that appear frequently in a document (file) but appeared less in the entire dataset. With
this process, TF-IDF captures the discriminative power of terms (tokens/words) by attributing
more weight to rare and important terms. TF-IDF is recognised to be advantageous over methods
that are solely frequency-based such as Bag-of-Words [137].

To implement Tokenizer feature extraction in Python, functionalities of the keras Python
framework are employed. The data preprocessing function in Python known as Tokenizer is used
for the representation of the tokens in the research dataset, as shown in Algorithm[5} For TF-IDF,
the TfidfVectorizer is imported from the sklearn library in Python.

Tokenizer Feature Extraction

The Tokenizer function is used to create a vocabulary index based on the frequency of words in
the list of dataset words. The tokenized data shape is a matrix, a rectangular array of research
dataset files and the tokens in them, arranged in rows and columns. The shape of the research
dataset after tokenization is (11,110, 1,742), with random word masking augmentation. With
random token insertion augmentation, the shape of the dataset is (7,373, 1,885).

This represents an array of dataset files and their features. The dataset labels are converted
into an array to be in the same format as the encoded dataset. The dataset and the label are
stored in X and Y variables respectively. The implementation in Python is in Appendix

Algorithm 5 Tokenizer Feature Extraction Algorithm

1. Get Tokenizer function from the Keras library and store to a tokenizer variable
2. Fit the tokenizer variable to convert words into numbers (features)
3. Return the fitted tokenizer

4. Use the create_tokenizer function to fit the tokenizer variable to the research dataset (set
of augmented data from [5.2.3))

5. Use the tokenizer to convert the list of words in augmented data into a matrix of numbers
(features), using frequency count

6. Save tokenizer as a pickle file for future usage

TF-IDF Feature Extraction

The resulting TF-IDF data frame from the process in Algorithm [6] provides a representation of the
dataset into features. Each row represents a file and the column represents a feature (term). The
cells in the data frame represent the TF-IDF scores for each term in the corresponding dataset file.
TF-IDF converts the text data into a numerical representation that encapsulates the importance
of the words in each file relative to the entire dataset. After TF-IDF vectorization, the shape of
the research dataset with random word masking augmentation is (11,110, 1,639). With random
token insertion augmentation, the shape of the dataset is (7,373, 1,893). The TF-IDF Python
implementation is shown in Appendix
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Algorithm 6 TF-IDF Feature Extraction Algorithm

1. Import the TfidfVectorizer module from Sklearn library
2. Create an instance of TfidfVectorizer and store to a tfidf variable

3. Call the fit.transform method to fit the vectorizer on the research dataset (set of augmented
data from [5.2.3)) and transform it to TF-IDF features.

4. The resulting TF-IDF matrix is stored in the variable tfidf_data
5. The torray method is called to convert tfidf data into a matrix representation

6. Call the get_feature_names method on tfidf to retrieve the feature names that correspond
to the columns of the TF-IDF matrix

7. Save tfidf vectorizer as a pickle file for future usage

5.2.5 Data Splitting

For machine learning algorithms to learn SQL query patterns in the dataset, the algorithms must
be trained. To begin training, the research dataset is split into the training set and the testing
set. The training set is the amount of the dataset exposed to the machine learning algorithm to
study during training while the testing set is used to subsequently measure the performance of
the algorithm. This works by passing the dataset for testing into the machine learning model, for
the model to make a prediction (classification). The prediction is then compared to the actual
values in the testing set.

To implement this in Python, the sklearn library is imported. Sklearn (scikit-learn) is a
Python library used for the implementation of various machine learning algorithms. Before the
implementation of algorithms to train a model is commenced, splitting the research dataset is
required. Sklearn learning has a function to split datasets into training and testing sets and this
is imported into the project for usage. The dataset is divided into four sets; input training set,
input testing set, output training set, and output testing set. When training machine learning
models, the input training set and the output training set are passed into the models. For the
MLP classifier training, 33% of the research dataset is used for model testing. 20% of the dataset
is reserved for testing in the NB, KNN, and LR classifiers. This value is a hyperparameter and
it is subject to tuning.

As mentioned in the shape of the research input training data is (11,110, 1,742) with
random word masking and Tokenizer feature selection, (7,373, 1,885) with random token insertion
and Tokenizer, the shape is (11,110, 1,639) with random word masking and TF-IDF and it is
(7,373, 1,893) with random token insertion and TF-IDF.

In the MLP classifier, the training set is made of 67% of the research dataset. Therefore, with
random word masking, 7,443 of the SQL query samples are used in model training and 3,667
samples are reserved for testing the model performance. 4,939 samples are used for training and
2,434 are used for model testing when the dataset is augmented using random word insertion.
80% of the dataset is used in training the NB, KNN, and LR classifiers. With random word
masking, this is made up of 8,888 SQL query samples, and the remaining 2,222 samples are used
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for testing and evaluating the models. Random word insertion has 5,898 training samples and
1,474 samples are used for testing the model performance after training.

Algorithm 7 Data Splitting Algorithm

1. Import function to split the dataset into training and testing set from sklearn

2. Call function from step 1 and pass four arguments; variable for tokenized dataset (X),
variable for dataset labels (Y), amount of dataset to use for testing

3. Store step 2 into four variables that represents the input training, input testing, output
training and output testing data

5.3 Re-identification Query Pattern Recognition Using Binary
Classification Algorithms with Tokenizer Feature Extraction

This section presents the design and training of the binary classification models implemented for
the recognition of patterns in SQL queries that suggest data re-identification attack attempts on
anonymised databases. Also, the exploration of essential parameters to improve training in the
classifiers is presented. For this research dataset, four classification algorithms are explored; Mul-
tilayer Perceptron (neural network), Naive Bayes, K-nearest Neighbors, and Logistic Regression.
Designing and training the MLP model requires setting hyperparameters; including the number
of layers and nodes in the neural network, activation functions, number of training iterations, and
loss function based on the nature of the classification problem. The approach for determining
the optimum hyperparameters to use for training the NB and LR classifiers involved creating an
initial model that utilises the default hyperparameter values from the scikit-learn library, then
training a tuned version of the models to improve performance. Optimum hyperparameter val-
ues are explored using grid search cross-validation to create and test multiple models with the
combination of different hyperparameters to determine the hyperparameter values best suited for
the classifiers to efficiently learn the intricacies in the research dataset. The initial and the tuned
model are both evaluated to compare performance on the test dataset. Training the KNN classi-
fier involved using grid search CV (cross-validation) to determine an ideal value of k. The k value
is then used to explore the KNN algorithm with both Euclidean and Manhattan distance metrics
to generate two KNN models. A performance evaluation of both KNN models is presented in

B33

The resulting datasets from both the random word masking and random token insertion data
augmentation techniques are used in the machine learning experiment presented in this work.
This section explores the training of different machine learning algorithms using the two sets
of augmented data and the Tokenizer feature extraction technique. Across all the classifiers
implemented in this research, the experiment using random word masking augmented dataset
showed better training results than the random token insertion dataset. This could be a result
of the random word masking augmentation method generating a higher number of augmented
datasets (SQL query samples) than random token insertion. This is also an indication that
the random word masking augmentation technique is better suited for the research dataset, as it
generated more data samples and performed better during training with classification algorithms.
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As such, this section only presents the training results for the research experiment using the
dataset generated from random work masking. The training result from experimenting with
random token insertion is presented in Appendix

5.3.1 Multilayer Perceptron Classifier

As discussed in the neural network architecture implemented in this research utilises the
dense layer from keras, with a fully connected layer. To train a fully connected Multilayer
Perceptron classifier, two functions from the keras library are required; the Sequential and the
Dense functions. The Sequential APT is based on sequencing multiple NN layers, it is a linear
pipeline (a stack) of NN layers. The Sequential function is imported to build a neural network
with multiple layers and the Dense function is specified to create fully connected layers in the
neural network architecture.

The topology of the multilayer perceptron neural network designed for the classification of
re-identification attack attempts consists of three layers (a simple neural network architecture
to training the research dataset), as discussed in section a complex model tends to overfit
the dataset. The input layer comprising of the input data and bias, the input data is the 1,742
numerical features extracted from the dataset for random word masking and 1,885 for random
token insertion, as detailed in An additional bias value of 1 is added at the input layer,
making the total inputs at this layer 1,743 and 1,886 with random word masking and random
token insertion respectively. As mentioned in the discussion in section the bias input value
is traditionally set to 1 when implementing an MLP [21] 56]. At the hidden layer, 500 neurons
are used. Another bias value is added at this layer making the total input at the hidden layer 501.
The output layer consists of a single neuron, for the computation of the output. The output layer
in this architecture requires a single node due to the nature of the classification task being binary.
A single output value is expected in binary classification to signify the predicted class label. The
ReLU and sigmoid activation functions are used at the hidden and output layers respectively.
Binary cross-entropy loss function is used to minimize the errors in the neural network during
training and the Adam optimizer is selected to control the learning rate of the model during
training. The justification for the neural network parameters used is covered in section [3.8.1

1,742 500
+ bias + bias

Figure 5.1: MLP classifier for re-identification attempt recognition (random word masking)

The creation of a neural network model is defined by the computation of the specified hyper-
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parameters (number of layers and neurons). Using the random word masking augmented dataset,
the NN in this work has (1743 x 500) 4 (501 x 1) parameters in its design. This equates to 872,001
trainable parameters in the neural network model. Appendix shows the model parameters
for this neural network design. With random token insertion, the NN has (1886 x 500) + (501 x 1)
parameters. This equates to 943,501 trainable parameters in the model.

After the design and definition of the MLP model as shown in Figure[5.I]and Appendix [D.1.]
respectively, the model is trained with the training dataset. This consists of the input training
set (features for 7,443/4,939 query samples) and the output training set (labels for 7,443/4,939
query samples). The training process in this neural network model is repeated a specified number
of times known as epoch (iterations), this is a hyperparameter that states the number of times
that the learning algorithm is exposed to the entire dataset. During training, the MLP for
this work uses backpropagation to report the loss (error) in the model and update the weights.
Mini-batch gradient descent is used and batch size is set at 32. The batch size hyperparameter
specifies the number of samples the model studies before updating the model weights. For every
batch, predicted labels (outputs) are compared to the expected (actual) labels, to calculate a loss
value. The mini-batch gradient descent optimization algorithm then updates the model weights
to improve its performance. The calculation of error during training of the neural network model
is done using 20% of the training dataset for wvalidation. The validation split is used by the
model to cross-check and adjust how well the model is learning the principles of the dataset. The
validation dataset is not included in the model training but is used for model loss and accuracy
evaluation.

With the random word masking augmented dataset, the 20% validation split equates to 1,489
samples, therefore, 5,954 samples are used for model training. This equates to 3,951 samples
being used for model training and 988 samples used as the validation split with random token
insertion. With this amount of training data, an epoch of 10, and a batch size of 32, the dataset is
divided into approximately 187 batches (5,954 + 32) and approximately 124 batches (3,951 + 32)
for the two augmented datasets. The model weights are updated after every batch of 32 samples.
This is repeated for 10 epochs to optimize and improve model performance, with 187 and 124
batches per epoch and a total of 1,870 and 1,240 batches during the overall training process. The
training process for this neural network model using both datasets is in Appendices [D:1.2] and
Over the 10 iterations, the training and validation accuracy and loss are presented in Figures
and below, for random word masking and random token insertion datasets respectively.
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Figure 5.2: MLP classifier training accuracy and loss over 10 epochs (random word masking)
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Figure 5.3: MLP classifier training accuracy and loss over 10 epochs (random token insertion)

At the end of 10 epochs, the MLP model achieved 98.3% (0.983) accuracy and 98.5% (0.985)
validation accuracy during training using the random word masking augmented dataset. The
model achieved 96.9% accuracy and 97.1% validation accuracy with the random word insertion
dataset. This suggests a better performance with the random word masking data augmentation
technique. The training results show that the model was successful in learning the principle in
the training dataset, indicated by the high accuracy percentage score. A significant discrepancy
in the training accuracy and validation accuracy results will suggest high training errors in the
model. Using random word masking, 98.7% testing accuracy was achieved by the MLP classifier
and 96.8% with random word insertion after its performance is evaluated with the 33% test
data as presented in and Appendix The trained MLP classifier model and the model
weights are saved to the file for usage.

5.3.2 Naive Bayes Classifier

Four Naive Bayes classifiers from scikit-learn (Gaussian, Bernoulli, Multinomial, and Categorical)
are fitted to the training dataset. To generate a baseline model, the different NB classifiers are
trained using the default hyperparameter arguments recommended in scikit-learn. Using the
accuracy metric, the performances of the classifiers are compared to determine which is most
suitable for the classification of the research dataset. This performance comparison is detailed in
chapter[6] The Gaussian NB classifier achieves an accuracy of 0.778 (77.8%), Bernoulli NB has an
accuracy score of 0.793 (79.3%), the Multinomial NB classifier returned an accuracy score of 0.838
(83.8%) and the Categorical NB achieves an accuracy of 0.495 (49.5%). The multinomial naive
Bayes classifier returned the best performance metrics among the different Naive Bayes classifiers.
As mentioned in[3:8:2] this can be attributed to the fact that multinomial NB classifiers are most
suitable for classification problems involving textual data that uses word frequency count in its
classification operation, as in the approach for this research data mining experiment. The default
hyperparameter-trained multinomial NB is selected as the baseline classifier.

To generate a tuned version of the multinomial NB classifier, the alpha value hyperparameter is
tuned with grid search CV. This hyperparameter is responsible for smoothing in the NB algorithm.
This value is set to 1 by default and that is used in the baseline model. To explore a more optimal
alpha value for smoothing, a grid search CV function is employed. This is detailed in Algorithm
below.
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Algorithm 8 Multinomial Naive Bayes Grid Search Cross-Validation

1. Import MultinomialNB classifier from scikit-learn

2. Import GridSearchCV from scikit-learn

3. Initialise MultinomialNB classifier

4. Set alpha hyperparameter to try values between -2 and 2 on the logarithm scale

5. Pass the initialised model, 5-fold CV, and the hyperparameter dictionary into a Grid-
SearchC'V function

6. Fit the model to the training dataset
7. Return the MultinomialNB classifier alpha hyperparameter value with the best fit
8. Train MultinomialNB with the returned value

9. Save the classifier model to file

Grid search CV returned alpha = 0.01 as the optimum value for training a multinomial NB
classifier on the research dataset. After training with the tuned hyperparameter, the classifier
achieved an accuracy score of 0.844 (84.4%). A detailed performance evaluation of the baseline
and tuned classifier is presented in [6.1.2}

5.3.3 K-Nearest Neighbours Classifier

As discussed in section KNN is a lazy learner that simply memorises the dataset and
performs the required estimations during the classification of a new sample. The essential hy-
perparameter to explore is the k value and the distance metric to be used for the estimation of
similarities in sample features. Using grid search CV, an optimal value of k is explored for the
research training dataset. Grid search CV is set to use 5-fold cross-validation and to explore odd
integers between 1 and 30, as mentioned in section [3.8.3] odd integers are used to avoid a tie in
the numbers of neighbors used when deciding class membership for a new sample. Algorithm [J]
below presents the search for the optimum & value to set for KNN training.
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Algorithm 9 K-Nearest Neighbors Grid Search Cross-Validation

1. Import KNeighborsClassifier algorithm from scikit-learn
2. Import GridSearchCV from scikit-learn
3. Initialise KNeighborsClassifier algorithm

4. Set n_neighbors (k value) hyperparameter to try values within the 1 and 30 range, with an
increment of 2 to keep the (k value) odd

5. Pass the initialised model, 5-fold CV, and the hyperparameter dictionary into a Grid-
SearchCV function

6. Fit the model to the training dataset
7. Return the k& hyperparameter value with the best fit
8. Train KNN with the returned value

9. Save model to file

Grid search CV returned the k£ = 5 as the value best suited to train a KNN model for
the research training dataset. k& value of 5 is also recommended by scikit-learn as the default
number of neighbors to consider when KNN is estimating feature similarities. A KNN model is
then trained with a & of 5 and Euclidean distance. The model achieved an accuracy of 99.9%.
Another KNN model with the same k& value and the Manhattan distance metric is trained, with a
resulting accuracy score of 100%. The performance evaluation for the baseline model with default
hyperparameters and the tuned model is detailed in [6.1.3]

5.3.4 Logistic Regression Classifier

From the scikit-learn library in Python, the logistic regression function is imported to begin the
training of the classifier. Following the same strategy as in [5.3.2] and [5.3.3] a baseline model is
created to evaluate how well logistic regression fits the research dataset. The baseline model uses
the default logistic regression hyperparameter values from scikit-learn. This has the C' value set
to 1.0 and uses the lbfgs solver for optimization. The LR baseline model achieved an accuracy
score of 0.915 (91.5%). Grid search cross-validation function is implemented to improve the model
performance, using 5-fold cross-validation. First, grid search CV is used to determine if there are
differences in the performance of logistic regression based on solvers. The five available solvers
are tested against the dataset to return the mean test score for each of the solvers. This divides
the dataset into 5 folds and trains the LR classifier with k-1 (4) folds of the dataset and tests
with a different fold for 5 iterations. This is done for all the solvers. The mean test score for the
accuracy achieved by each solver shows that the solvers have similar performance rates on the
dataset. The returned scores shows liblinear at 0.887, newton-cg at 0.887, Ibfgs at 0.887, sag at
0.886 and saga at 0.887. This suggests that the 5 solvers have a similar ability in optimizing the
error in the logistic regression classifier algorithm.

Grid search CV function is then used for an exhaustive search to determine an optimum
combination of hyperparameter values to set for logistic regression in an attempt to improve the
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performance quality of the model. A dictionary variable is declared to store all the hyperparame-
ter values to be tested for the model creation. Algorithm [10] depicts the process of implementing
the hyperparameter search for logistic regression in Python.

Algorithm 10 Logistic Regression Grid Search Cross-Validation

1. Import LogisticRegression classifier from scikit-learn

2. Import GridSearchCV from scikit-learn

3. Initialise LogisticRegression classifier

4. Set C hyperparameter to try values between -4 and 4 on the logarithm scale
5. Set solver hyperparameter to try all the 5 logistic regression solvers

6. Pass the initialised model, 5-fold CV, and the hyperparameter dictionary into a Grid-
SearchC'V function

7. Fit the model to the training dataset
8. Return the logistic regression model hyperparameter values with the best fit
9. Train logistic regression model with the returned values

10. Save model to file

The returned model from grid search CV implements the Newton-cg solver and a C' value of
0.0001. The returned C value is consistent with the point that, the smaller the value of C the
better the regularization in logistic regression models, as discussed in section [3.8.4] The newly de-
rived hyperparameters are passed to train a new logistic regression model on the research dataset.
The new model achieved an accuracy score of 1.0 (100%). Both the baseline and the tuned models
are evaluated with the 20% test data, the evaluation of the classification performance by the two
models is presented in [6.1.4

5.4 Re-identification Query Pattern Recognition Using Binary
Classification Algorithms with TF-IDF Feature Extraction

As discussed in section the TF-IDF feature extraction technique is also implemented in
the machine learning experiment for this research. The experimentation with TF-IDF uses the
same classification algorithms and parameters as in section for the design and training of a
new set of classifiers. Random word masking data augmentation appears to be a more suitable
augmentation technique for the research dataset when compared to the random token insertion
technique. This can be implied from the fact that random word masking generated more data
samples, as highlighted in section[5.2.3] Also, there is a better overall performance recorded in the
classifiers trained using the random word masking augmented dataset. Therefore, the training of
TF-IDF classification models is executed using the dataset generated with random word masking
augmentation.
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5.4.1 Multilayer Perceptron Classifier

The TF-IDF neural network architecture followed the same structure as the one implemented in
section [5.3.1] However, as mentioned in the shape of the research dataset with random
work masking augmentation and TF-IDF feature extraction is (11,110 1,639), indicating 11,110
samples and 1,639 extracted numerical features. This means that the input layer of the neural
network in this case is comprised of 1,639 features and an additional bias value of 1, equaling
a total of 1,640 input features. 500 neurons are used at the hidden layer, and a bias value is
also added at this layer, adding up to 501 features. The architecture of the TF-IDF multilayer
perceptron is depicted in figure below.

1,639 500
+ bias + bias

Figure 5.4: TF-IDF MLP classifier for re-identification attempt recognition

The TF-IDF neural network has (1640 x 500) 4+ (501 x 1), equating to 820,501 trainable
parameters in the neural network model. With 33% of the dataset reserved for testing, the model
is trained with 7,443 query samples, 10 epochs, a batch size of 32, and a 20% validation split.
The training and validation accuracy and error are presented below in figures and
respectively.

MLP Classifier accuracy MLP Classifier Loss
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0.975
0.30
0.950
0.25
Z 0.925
& @ 0.20
g 8
0.900 - 015
0.875 010
0.850 0.05 4
0.825 0.00 4
T T T r T T T T T r
0 2 4 6 8 o 2 4 6 8
Epoch Epoch
(a) Accuracy (b) Loss

Figure 5.5: TF-IDF MLP classifier training accuracy and loss over 10 epochs
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TF-IDF Feature Extraction

The TF-IDF MLP model achieved an accuracy of 100% (1.0) and a validation accuracy
of 100% (1.0) over 10 epochs. After testing with the 33% test dataset, the model achieved a
testing accuracy of 100%. The performance evaluation for the TF-IDF MLP model indicates
better training and testing results in comparison to the MLP trained using the Tokenizer feature
extraction.

5.4.2 Naive Bayes Classifier

Similar to the Naive Bayes classifiers trained in section [5.3.2] four NB classifiers are trained using
TF-IDF features. Adopting the same strategy, the classifiers are initially trained with default
hyperparameters to deduce a baseline performance. The performances are then compared among
the NB classifiers. Using TF-IDF features, the Gaussian NB classifier achieves an accuracy of
0.779 (77.9%), Bernoulli NB has an accuracy score of 0.781 (78.1%), the Multinomial NB classifier
returned an accuracy score of 0.783 (78.3%) and the Categorical NB achieves an accuracy of 0.495
(49.5%). These indicate similar performance to the NB classifiers trained with Tokenizer features.
Also, the Multinomial NB returned the best accuracy score among the implemented NB models.

A tuned Multinomial NB classifier is subsequently trained to explore a better-performing
NB classifier for the research dataset. The tuned Multinomial NB model returned an accuracy of
0.793 (79.3%). This is slightly better than the accuracy recorded for the baseline Multinomial NB,
however, the performance accuracy score with the TF-IDF features is inferior to that achieved
with the Tokenizer features.

5.4.3 K-Nearest Neighbours Classifier

Using the same process detailed in algorithm [0} two KNN classifiers are trained using TF-IDF
features. A KNN classifier is trained with a k value of 5 and the Fuclidean distance, and another
KNN model is trained with the Manhattan distance metric. The Fuclidean distance trained
model returned an accuracy score of 0.999 (99.9%) and the Manhattan distance trained model
returned a 1.0 (100%) accuracy score. These scores are consistent with those returned in the
KNN models trained with Tokenizer features. This consistency in the KNN scores at this point
can be attributed to the KNN being a lazy learner and simply storing the dataset in memory.

5.4.4 Logistic Regression Classifier

With the TF-IDF dataset features, both a baseline model with default hyperparameters and a
tuned model with hyperparameters generated in section are trained. The training adopts
the same process and strategy implemented while training with the Tokenizer features. The
baseline logistic regression model achieved an accuracy of 0.908 (90.8%), a slightly inferior score
to the baseline LR model with Tokenizer features. A tuned version of the model is trained using
the Newton-cg solver, and a C value of 0.0001. After testing the tuned LR model achieved an
accuracy of 1.0 (100%), matching the performance of the tuned LR model previously trained with
Tokenizer features.
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5.5 Chapter Summary

This chapter presents the data mining experiment conducted for this research. Details about
the SQL database queries gathered for the research are explored. The approach implemented
for the preprocessing, labelling, tokenization, augmentation, and feature extraction of the SQL
query data is presented in this chapter. The data augmentation process explored, compared,
and experimented with two different techniques. The techniques are random word masking and
random token insertion augmentation. Also, a comparative approach was adopted for the feature
selection process, with the experiment exploring both the Tokenizer and the TF-IDF feature
extraction methods for the vectorization of the research dataset. The different Python libraries
and techniques used at each stage of the data mining experiment are described in this chapter.
The dataset is labeled for a supervised learning experiment, label 0 is appended to the normal
SQL query sample and 1 to the samples where re-identification is intended. Due to the limited
query sample size in the data collection for this research, this chapter detailed the use of data
augmentation techniques used in generating more data from the gathered dataset in section 4.6
This chapter outlines the process of encoding the words in the research dataset into numerical
values that can be processed by machine learning algorithms (feature extraction).

The implementation of different binary classification algorithms is presented in sections
and 5.4 Two MLP classifiers (using the two different feature extraction methods) are trained for
the classification problem in this work using 67% of the dataset for training and 33% for testing
in the MLP model. The MLP classifiers achieved an accuracy of 98.7% and 100% with Tokenizer
and TF-IDF feature extraction respectively when evaluated with the test set. For the NB, KNN,
and LR classifiers, 20% of the dataset is reserved for testing, and 80% is used to train these
different algorithms. The strategy employed with the NB and LR classifiers involved creating an
initial baseline model and subsequently optimizing the hyperparameters in the models to generate
a tuned version of the classifier. With Tokenizer features, the baseline and the tuned Multinomial
NB models achieved an accuracy of 83.8% and 84.4% respectively. The KNN model implementing
Euclidean distance achieved an accuracy of 99.9% while the KNN Manhattan distance metric
achieved a 100% accuracy. The accuracy score increased from 91.5% in the baseline model to
100% in the tuned model in the case of logistic regression. Using TF-IDF, the baseline and the
tuned Multinomial NB models achieved an accuracy of 78.3% and 79.3% respectively. The KNN
model implementing Euclidean distance achieved an accuracy of 99.9% with the KNN Manhattan
distance metric achieved a 100% accuracy. Logistic regression achieved 90.8% accuracy with
the baseline model and 100% with the tuned model. The tuned models are generated from
an exhaustive hyperparameter search using the grid search CV function from scikit-learn. The
models trained in this chapter are evaluated and compared to determine which models are most
effective for the recognition of re-identification query patterns. The details of the evaluation and
comparison of performances in these models are presented in chapter [6]
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Chapter 6

Re-identification Query Pattern
Recognition Models: Performance
Evaluation and Analysis

The data mining experiment described in chapter 5] presents the training process of four classifica-
tion algorithms for the recognition of patterns in SQL queries that may lead to the re-identification
of subjects of an anonymised database. In this chapter, the performance evaluation of the differ-
ent models on the testing dataset is presented and analysed. Section [6.1]focuses on the discussion
around the classification and misclassification rates of the models when evaluated with the test
data. The discussion presents a comparative analysis of the model performances when trained
with the two different feature extraction techniques. A comparison in the performance of the
applied models is detailed in section Sections and present the testing of models with
the unseen dataset and analysis of the test results respectively.

6.1 Model Performance Evaluation

Section [3.9] presents discussions around the use of the confusion matrix as a tool for evaluating
the classification performance of a predictive model. The performance evaluation of models in
this work uses confusion matrices to analysis the percentage rate of accurate classification and
misclassification of both the normal class and the re-identification attack attempt class. The
classification experiment in this work developed baseline models and tuned models for the NB,
KNN, and LR classifiers, using both the Tokenizer and the TF-IDF feature extraction datasets.
The performance of models is evaluated and analysed. A confusion matrix is used to evaluate
and compare performances in baseline and tuned versions of the models. Threshold-based metrics
such as accuracy, precision, F-score and recall are used in the evaluation of model performances.
A rank-based metric such as AUC is also used to evaluate and compare the models. As previously
discussed, 33% of that research dataset is reserved for testing in the MLP models. This is 3,667
of the query samples, 1,854 of which are of the normal class and 1,813 belongs to re-identification
attempt class. 20% (2,222 samples) test set is used in the Naive Bayes, k-nearest neighbors, and
logistic regression models. This includes 1,123 normal samples and 1,099 re-identification attempt
samples.
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Analysis

6.1.1 Evaluation of Re-identification Query classification with Multilayer Per-

ceptron

The confusion matrices for the performance evaluation of both the Tokenizer and the TF-IDF
MLP models with the testing dataset are presented in and below. ROC curves calcu-
lating the AUC score for the models are shown in Figures and
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Figure 6.2: TF-IDF MLP classification performance evaluation confusion matrix and ROC curve

The confusion matrix in Figure shows that the Tokenizer MLP model correctly classified
48.13% (1,765 query samples) of the testing dataset as re-identification attempts and 50.56%
(1,854 query samples) of the test set are correctly recognised as normal queries. The misclas-
sification in the model shows 1.31% (48 query samples) of re-identification attempts queries
incorrectly predicted as normal. None of the query samples labelled as normal are misclassified
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as re-identification attempts, showing a 0% false positive in the model evaluation. The MLP
score classification performance evaluation resulted in a 98.7% score for accuracy, precision, re-
call, f-score, and AUC. A full classification report for the MLP model testing is in Appendix

D.1.3

Figure[6.2a] depicts the classification performance evaluation for TF-IDF with a 100% accuracy
score. This shows that the model correctly classified all re-identification attempt test samples
as attack attempts and all normal query samples are classified as such. The model returned 0%
false positive and false negative rates and an AUC score of 100%. A full classification report for

the model is in Appendix

Accuracy Precision Recall F-score ERR TNR FPR AUC

Classifiers (%) (%) (%) @) %) (%) (%) (%)
Tokenizer MLP 98.7 98.7 98.7 98.7 1.3 100 0 98.7
TF-IDF MLP 100 100 100 100 0 100 0 100

Table 6.1: Comparison of performance evaluation metrics in different MLP models

6.1.2 Evaluation of Re-identification Query classification with Naive Bayes

The experiment discussed in section and implements four Naive Bayes classifiers with
default parameters to generate baseline models, using the Tokenizer and TF-IDF features re-
spectively. The Gaussian NB, Bernoulli NB, Categorical NB, and Multinomial NB are explored.
The models that fit the research dataset best are selected to be further explored with hyperpa-
rameters tuning. Multinomial NB performs best with both feature extraction techniques, based
on the evaluation of results from the classification of the testing dataset. The evaluation of the
classification performance achieved by the four baseline NB models with the two different feature
extraction is represented by the confusion matrices in Figures and
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Using the Tokenizer features, figure [6.3a] shows that the Gaussian NB model correctly predicts
1,099 re-identification query samples as re-identification attempts. 630 normal query samples are
correctly classified (true negatives) and the remaining normal samples are misclassified by the
model, incorrectly predicting 493 normal samples as re-identification attempts. This suggests a
significant false positive rate. There are 0% false negatives in the model, with no re-identification
sample misclassified as normal. The performance evaluation results are almost exactly the same
for the GNB using the TF-IDF features, with the differences being one more true negative sample
and one less false positive sample. The Gaussian NB with Tokenizer reported a 77.8% accuracy
on the test set, 84.7% for precision, a recall of 77.8%, an f-score of 76.7%, and a 78.1% AUC
score. With TF-IDF, the accuracy is 77.9%, 84.7% precision, recall of 77.9%, 76.8% f-score, and
AUC is 78.1%. The classification reports for Gaussian NB models are in appendices and
D34

As shown in Figure [6.3b] the Bernoulli NB classifier using the Tokenizer features correctly
predicts 993 instances of the re-identification attempt samples and does the same for 770 of the
normal query samples. 106 re-identification query instances are mistaken as normal and 353
normal instances are predicted incorrectly as re-identification attack attempts. There are 124
re-identification attempt query samples misclassified and 975 re-identification samples correctly
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classified when using TF-IDF. The true negative and false positive rates with both feature ex-
traction methods remain the same. The classification reports for the two Bernoulli NB are shown

in appendices [D.1.5] and [D.3.5]

As represented with the confusion matrices in Figures and Categorical NB correctly
predicted all the 1,099 re-identification samples in the testing set. However, it misclassified all the
1,123 normal samples. There are no normal samples correctly predicted and no re-identification
samples misclassified. The result is consistent in the Categorical NB, using both the Tokenizer
and the TF-IDF features. The classifiers achieved an accuracy of 49.5%, a precision of 24.5% that
indicates the classifier’s high rate of negative as positive prediction, recall of 49.5% is achieved
with 32.7% f-score and an AUC of 50%. Appendices |D.1.6| and [D.3.6] show the full classification
performance reports for the Categorical NB classifiers.

The Multinomial NB ( Tokenizer) performance on the testing set as shown in Figure has
1,031 re-identification samples correctly classified. The true negative result shows 831 normal
query instances correctly classified. The misclassification rate shows 68 re-identification attempt
instances confused as normal and 292 normal samples confused as re-identification. The accuracy
achieved in the Multinomial NB is 83.8%, a precision of 85.3%, recall of 83.8%, f-score of 83.7%,
and an AUC of 83.9%. This model shows a better evaluation performance than the Multinomial
NB trained using TF-IDF features with 983 re-identification attack attempt samples correctly
classified, true negative results including 756 samples, 116 re-identification samples, and 367
normal samples misclassified. The accuracy achieved in the TF-IDF Multinomial NB is 78.3%,
a precision of 79.8%, recall of 78.3%, f-score of 78.0%, and an AUC of 78.4%.
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Figure 6.5: ROC curves for different NB classifiers using Tokenizer

105




Chapter 6. Re-identification Query Pattern Recognition Models: Performance Evaluation and
Analysis

True Positive Rate

True Positive Rate

Receiver Operating Characteristic (Baseline GNB)

1.0 —
-
-
//’
l’f

0.8 4 L
0.6 4
0.4 4
0.2
0.0 — AUC =0.7809

(].‘0 0.‘2 0.‘4 (].‘E 0.‘8 1.‘()

False Positive Rate
(a) Gaussian NB
Receiver Operating Characteristic (Baseline CNB)

1.0 A
0.8 4
0.6 1
0.4
0.2 4
0.0 —— AUC = 0.5000

0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

(¢c) Categorical NB

True Positive Rate

True Positive Rate

Receiver Operating Characteristic (Baseline BNB)

104
0.8
0.6 -
0.4
0.2
0.0 — AUC = 0.7864
T T T T T T
0.0 0.2 0.4 0.6 0.8 10
False Positive Rate
(b) Bernoulli NB
Receiver Operating Characteristic (Baseline MNB)
1.0
0.6 4
0.6 4
0.4
0.2
0.0 — AUC = 0.7838
T T T T T T
0.0 0.2 0.4 0.6 0.8 10

False Positive Rate

(d) Multinomial NB

Figure 6.6: ROC curves for different NB classifiers using TF-IDF

As discussed in[3.9] AUC is a rank-based metric used for the comparison of different classifiers
to evaluate their overall performance. Figures|[6.7] and [6.8] show the ROC curves and AUC scores
for the different NB classifiers implemented in this work. Multinomial NB is relatively the best-
performing NB classifier, as indicated by the AUC score. Table presents a comparison of the
performance evaluation metrics of the implemented NB classifiers.
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Accuracy Precision Recall F-score ERR TNR FPR AUC

NB Classifiers (%) (%) (%) (%) (%) (%) (%) (%)
Gaussian NB 77.8 84.7 77.8 76.7 22.2 56.0 44.0 78.1
Bernoulli NB 79.3 80.9 79.3 79.1 20.7 69.0 31.0 79.5
Categorical NB 49.5 24.5 49.5 32.7 50.5 0.0 100 50
Multinomial NB 83.8 85.3 83.8 83.7 16.2 74.0 26.0 83.9

Table 6.2: Comparison of different NB classification performance evaluation metrics using Tok-
enizer

Accuracy Precision Recall F-score ERR TNR FPR AUC

NB Classifiers (%) (%) (%) (%) (%) (%) (%) (%)
Gaussian NB 77.9 84.7 77.9 76.8 22.1 56.0 44.0 78.1
Bernoulli NB 78.1 79.8 78.5 78.3 21.9 69.0 31.0 78.6
Categorical NB 49.5 24.5 49.5 32.7 50.5 0.0 100 50
Multinomial NB 78.3 79.8 78.3 78.0 21.7 67.0 33.0 78.4

Table 6.3: Comparison of different NB classification performance evaluation metrics using TF-
IDF

The MNB classifiers are selected as the baseline NB classifiers to be tuned, because of their
better performance results. After the training of the tuned MNB models with hyperparameters
derived from algorithm [} The performance of the tuned MNB is evaluated with the testing
dataset. Figures [6.7a] and [6.7D] show the confusion matrix and the ROC curve respectively for
the tuned MNB classification performance evaluation.
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Figure 6.7: Tuned MNB classification performance evaluation confusion matrix and ROC curve
(Tokenizer)
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Receiver Operating Characteristic (Tuned MNB)
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Figure 6.8: Tuned MNB classification performance evaluation confusion matrix and ROC curve
(TF-IDF)

The tuned MNB classifier correctly classified 1,043 and 833 re-identification attempts and
normal samples respectively. This is an improvement compared to the 1,031 correctly classified
re-identification samples and 831 correctly classified normal samples from the baseline MNB. The
misclassification in the tuned MNB is also reduced to 56 re-identification instances confused as
normal and 290 normal instances confused as re-identification. This is an improvement from
baseline MNB with 68 and 292 misclassified samples for re-identification and normal instances
respectively. Table presents a comparison of the classification performance of the baseline
and the tuned MNB. Being the best performing Naive Bayes model for the classification of the
research dataset, the tuned MNB is selected as the NB classifier to best evaluated against other
algorithms (MLP, KNN, and LR) implemented in this work.

Accuracy Precision Recall F-score ERR TNR FPR AUC

MNB Classifiers (%) (%) (%) %) (%) (%) (R (%)
Baseline MNB 83.8 85.3 83.8 83.7 16.2 74.0 26.0 83.9
Tuned MNB 84.4 86.1 84.4 84.3 15.6 74.0 26.0 84.5

Table 6.4: Comparison of baseline and tuned MNB classification performance evaluation metrics
(Tokenizer)

Accuracy Precision Recall F-score ERR TNR FPR AUC

MNB Classifiers (%) (%) (%) %) (%) (%) (%) (%)
Baseline MNB 78.3 79.8 78.3 78.0 21.7 67.0 33.0 78.4
Tuned MNB 79.3 81.3 79.3 79.1 20.7 67.0 33.0 79.5

Table 6.5: Comparison of baseline and tuned MNB classification performance evaluation metrics
(TF-IDF)

108



6.1. Model Performance Evaluation

6.1.3 Evaluation of Re-identification Query classification with K-Nearest Neigh-
bors

The classification performance evaluation for the KNN classifiers trained in [5.3.3] and [5.4.3] are
represented in the confusion matrices shown in Figures and below. Using the Tokenizer
features, the KNN with Euclidean distance as shown in correctly saves all the 1,123 normal
query samples as normal and correctly saves 1,098 of 1,099 re-identification attempt samples
as such, confusing one re-identification attempt instance as normal. With TF-IDF, Euclidean
distance KNN correctly saved all but one sample in both the normal and re-identification classes,
as depicted in figure Both the Tokenizer and TF-IDF Euclidean KNN models recorded a
testing accuracy, precision, recall, f-score, and AUC score of 99.9%. The full classification reports
for the KNN models with Euclidean distance are in Appendices [D.1.9 and [D.3.9 The KNN
models with Manhattan distance (Tokenizer and TF-IDF') correctly save all query instances
from each class to their corresponding classes, achieving a classification score of 100% for the
accuracy, precision, recall, f-score, and AUC metrics.
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Figure 6.9: Classification performance evaluation confusion matrices for KNN with different
distance metric (Tokenizer)
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The ROC curves showing the AUC scores for Euclidean and Manhattan distance metric-

trained KNN classifiers are shown in Figures and [6.12]

10

08

06

04

Tue Positive Rate

02

0.0

Receiver Operating Characteristic (KNN with Euclidean Distance)

—— AUC =0.9995

00 02 04 06 08 10
False Positive Rate

(a) ROC curve for KNN with Euclidean distance

Tue Positive Rate

08

06

04

02

00

Receiver Operating Characteristic (KNN with Manhattan Distance)

—— AUC = 1.0000

00 02 04 06 08 10
False Positive Rate

(b) ROC curve for KNN with Manhattan dis-
tance

Figure 6.11: ROC curves for KNN with different distance metric ( Tokenizer)

Table below presents the comparison of two KNN models trained with Euclidean and
Manhattan distance functions. The full classification reports for the two KNN classifiers are in
appendices [D.1.9]and [D.1.10}

The evaluation metrics scores in the KNN classifiers suggest high performance with both the
Euclidean and Manhattan distance functions. These performance evaluation scores are a result
of KNN being an instance-based algorithm (lazy learning) that postpones computations until it
is tested with a new, unseen instance. The high evaluation performance in KNN regardless of the
distance function used or feature extraction implemented can be attributed to this characteristic
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Receiver Operating Characteristic (KNN with Manhattan Distance)
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Figure 6.12: ROC curves for KNN with different distance metric (TF-IDF')

Accuracy Precision Recall F-score ERR TNR FPR AUC

KNN Classifiers (%) (%) (%) %) %) (%) (%) (%)
Euclidean KNN 99.9 99.9 99.9 99.9 0.1 100 0 99.9
Manhattan KNN 100 100 100 100 0 100 0 100

Table 6.6: Comparison of classification performance evaluation metrics in KNN with Euclidean
and Manhattan distance functions (Tokenizer)

Accuracy Precision Recall F-score ERR TNR FPR AUC

KNN Classifiers (%) (%) (%) &%) %) (%) (%) (%)
Euclidean KNN 99.9 99.9 99.9 99.9 0.1 100 0 99.9
Manhattan KNN 100 100 100 100 0 100 0 100

Table 6.7: Comparison of classification performance evaluation metrics in KNN with Euclidean
and Manhattan distance functions (TF-IDF)

in the KNN algorithm.

6.1.4 Evaluation of Re-identification Query classification with Logistic Re-
gression

As discussed in section using Tokenizer features, a baseline logistic regression model is
trained with default hyperparameters that use a C' value of 1.0 and the lbfgs solver. The perfor-
mance evaluation of baseline LR with the testing data showed that 964 re-identification attempt
queries are correctly classified (43.38% of the entire testing set) and 48.15% of normal samples in
the test set are correctly classified are normal queries, this comprises 1,070 query samples. The
misclassification in the baseline LR model shows 136 re-identification query samples confused as
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normal and 53 normal samples wrongly classified as re-identification attack attempts. The per-
formance evaluation of the model achieved an accuracy, recall, f-score, AUC score of 91.5%, and a
precision of 91.8%. With TF-IDF features, 1,037 (46.67%) re-identification samples are correctly
classified, and 980 (44.1%) normal are correction classified, showing a higher true positive rate
and a lower true negative rate than the Tokenizer trained LR model. With 143 normal query
samples classified as re-identification and 62 re-identification samples classified as normal, the
model shows lower false negative rates and higher false positive rates than when trained with To-
kenizer features. The performance evaluation of the TF-IDF model achieved an accuracy, recall,
f-score, AUC score of 90.8% and a precision of 90.9%. The confusion matrix representing the
evaluation of the performance in both baseline logistic regression classifiers is shown in Figures

[6.13al and [6.14al

Tuned versions of the LR classifiers are then trained with modifications to the C' and solver
values, changing them to 0.0001 and newton-cg respectively. The performance evaluation of the
tuned LR classifier resulted in all samples correctly classified, showing all 1,099 re-identification
query samples predicted as such and the 1,123 normal samples in the testing set predicted as
members of the normal class. This is the case in both Tokenizer and TF-IDF feature-trained
models. The tuned LR models achieved accuracy, precision, recall, f-score, and AUC score of
100%. Figures [6.13b] and [6.14b| show the confusion matrices to represent the classification per-
formance of the tuned LR models.
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Figure 6.13: Classification performance evaluation confusion matrices for baseline and tuned
Logistic Regression (Tokenizer)

112

-1000

- 800

-400



6.1. Model Performance Evaluation

Actual

- 1000

©
£ - 800
E
(=]
4

600
"
=%
E
o
< 400
c
o
=1
]
2
&
€
< 200
b=}
4
©

.
Normal Re-identification Attempt
Predicted

(a) Baseline LR

Actual
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For comparison of model performance on the testing dataset, ROC curves showing the AUC

scores for baseline and tuned logistic regression models are depicted in Figures and
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Receiver Operating Characteristic (Baseline LR) Receiver Operating Characteristic (Tuned LR)
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Figure 6.16: ROC curves for baseline and tuned LR classifiers (TF-IDF)

Tables and depict the classification performance evaluation comparison between the
baseline and tuned LR models using both Tokenizer and TF-IDF.

Accuracy Precision Recall F-score ERR TNR FPR AUC

LR Classifiers (%) (%) (%) (%) (%) (%) (%) (%)
Baseline LR 91.5 91.8 91.5 91.5 8.5 95 D 91.5
Tuned LR 100 100 100 100 0 100 0 100

Table 6.8: Comparison of baseline and tuned LR classification performance evaluation metrics
(Tokenizer)

Accuracy Precision Recall F-score ERR TNR FPR AUC

LR Classifiers (%) (%) (%) (%) (%) (%) (%) (%)
Baseline LR 90.8 90.9 90.8 90.8 9.2 87 13 90.8
Tuned LR 100 100 100 100 0 100 0 100

Table 6.9: Comparison of baseline and tuned LR classification performance evaluation metrics
(TF-IDF)

6.2 Model Performance Evaluation Comparison

Sections and detailed the exploration of four different binary classification models for the
prediction of SQL query patterns attempting re-identification attacks on anonymised databases,
using features from two different ( Tokenizer and TF-IDF') feature extraction methods. From the
evaluation of the classification capabilities of the models presented in section the KNN with
Manhattan distance function, logistic regression with tuned hyperparameters, multilayer percep-
tron, and the tuned multinomial naive Bayes are the best-performing models. The comparison
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of these four models is in Table [6.10] The comparison shows that KNN, LR, and MLP have a
0% false positive rate, suggesting that these classifiers do not confuse normal query instances as
re-identification attack attempts. The MNB makes a false positive misclassification 26% of the
time with Tokenizer and 33% with TF-IDF. The comparison also shows that the TF-IDF trained
MLP has an improved performance over the Tokenizer trained MLP.

Accuracy Precision Recall F-score ERR TNR FPR AUC

Classifiers (%) (%) (%) %) (%) (%) (%) (%)
KNN 100 100 100 100 0 100 0 100
LR 100 100 100 100 0 100 0 100
MLP 98.7 98.7 98.7 98.7 1.3 100 0 98.7
MNB 84.4 86.1 84.4 84.3 15.6 74.0 26.0 84.5

Table 6.10: Comparison of performance evaluation metrics in re-identification attack attempt
recognition models (Tokenizer)

Accuracy Precision Recall F-score ERR TNR FPR AUC

Classifiers (%) (%) (%) %) (%) (%) (%) (%)
KNN 100 100 100 100 0 100 0 100
LR 100 100 100 100 0 100 0 100
MLP 100 100 100 100 0 100 0 100
MNB 79.3 81.3 79.3 79.1 20.7 67.0 33.0 79.5

Table 6.11: Comparison of performance evaluation metrics in re-identification attack attempt
recognition models (TF-IDF)

6.3 Understanding Misclassification in the Models

Various factors can contribute to the occurrence of misclassification in machine learning classifica-
tion models. These factors include inaccurate or insufficient training datasets, the implemented
feature extraction technique, the choice of classifier algorithms, and hyperparameters tuning.
Further exploring the dataset in this research, this section provides insights into the occurrence
of misclassification in the models as they learn to recognise and classify SQL queries attempting
re-identification attacks. This section provides insights into understanding the possible reasons
behind the misclassifications that occurred in the experiment presented in section [6.1

Figure below presents a word cloud depiction of the words in the research dataset after
augmentation. The words coloured in red are the most frequent words belonging to both the
normal and the re-identification attack attempt classes. The yellow-coloured words are the most
frequent in the attack class and the green words are those that are most frequent in the normal
class. The words coloured white are infrequent words with limited occurrence. There is a high
probability that these words with limited occurrence are regarded as insignificant by the models
during classification. For example, the token COUNT is an SQL query keyword that is coloured
white in the depicted word cloud, suggesting that its frequency of occurrence is limited. From the
knowledge and context of the research dataset, there is a high likelihood that a user will use the
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COUNT keyword during the process of learning the database structure. Therefore, the keyword
is likely to be more prevalent in the normal class. Regarding this keyword as insignificant during
classification will impact and distort the ability of the classifier to correctly identify and classify
the samples with the COUNT keyword in them.

left d a t a user

U netflix deadlockp
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_big

Figure 6.17: Word cloud depicting dataset words and their class memberships

The word cloud visualisation of the research dataset provides some deeper insights into the
dataset characteristics and how these may have impacted classification performance. As shown
in the word cloud, there are a lot of the same words with a high frequency of occurrence and
belong to both the normal and re-identification classes. These words are predisposed to have
negative contributions to the ability of a classifier to make the most accurate decisions during
testing, as it becomes more difficult for the classifiers to assess the separability of the normal
and attack classes. Another possible cause for misclassification could be a result of the data
augmentation implemented to improve the quantity and quality of the dataset. The token MASK
was added during random word masking, therefore, this token will be present in samples for both
normal and re-identification classes. Furthermore, data augmentation may have contributed to
misclassification if two samples in the dataset are very similar pre-augmentation and the two
samples belong to each of the two different classes. The samples are likely to be misclassified due
to their similarities. After augmentation, the characteristics of these two very similar samples
that belong to different classes would have become even more prevalent across multiple samples
in the dataset. Therefore, if the two initial samples are prone to misclassification, more samples
generated from them will also be misclassified, further skewing the accuracy of the classification
models.

As previously mentioned in this section, a significant number of words are prevalent in both
the normal and re-identification classes. Figure [6.18] presents a Venn diagram to further analyse
this observation. The diagram shows that there is a total of 1,914 unique words represented. 1,865
(1,127 + 738) belongs to the normal class and 787 (738 + 49) belongs to the re-identification class.
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There are 738 words that belong to both classes, 1,127 words belong to only the normal class,
and 49 words belong to only the re-identification attack class. There is a significant number of
words present in both classes and this will negatively affect the ability of the models to accurately
classify samples.

ntification

Normal

Figure 6.18: Venn diagram showing the number of words in each class

6.4 Unseen Data Test

The discussion in section [3.9.1] emphasised that the true measure of a classifier is the ability to
generalise, using the learned patterns and principles from the training dataset to recognise and
correctly predict class membership for a new, previously unseen data sample. A classifier that
is capable of generalising and correctly predicting class membership for unseen data samples is
practicable and can be applied in the real world to solve classification problems. This section
presents the testing of the classifiers trained in this research using new instances of re-identification
attack attempt queries and normal queries. The is important to evaluate the classifiers’ ability to
generalise and classify unseen query samples. The SQL data collection campaign for this research
as detailed in section [£.6] used the anonymised synthetic database created for the Netflix Prize
Data re-identification scenario described in section The SQL queries (normal and re-
identification attempts) used in the training of classification algorithms are gathered using the
NPD database. New unseen test samples are collected using the same NPD database to test for
generalisation ability in the classifiers. However, to further test how well the classifiers developed
in this research work can generalise, unseen test samples are also collected using the anonymised
synthetic database created for the GIC re-identification scenario in section for the GIC
dataset. This is to test and evaluate the ability of the classifiers to recognise re-identification
query patterns from multiple domains. A total of 28 new unseen query samples are collected for
model testing, 14 from each anonymised database (NPD and GIC database). 7 samples represent
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users executing normal queries and another seven are re-identification attack attempt instances.
The trained and saved MLP, MNB, KNN, and LR models are tested with the unseen SQL queries
using the steps depicted in Algorithm [11] below.

Algorithm 11 Model Testing Algorithm

1. Create a regular expression pattern using Python raw string notation

2. Iterate through the rows, columns, and cells of .csv files. Such that if cell data is valid (not
null), it is converted to a string and then stored to a list_of words variable

3. Use regular expression pattern to add space around special characters
4. Split spaced-out row data into words and add to list_of words

5. Iterate through list_of words and add words to a new clean_words variable. Ignore null
and replacing numbers with < NUM>

spaces, removing “ 7

6. Return clean_words
7. Load the tokenizer created in Algorithm [5]
8. Read an unseen test .csv query file and append the words in it to X_test variable

9. Use the tokenizer to convert the words X_test into a matrix of numerical features using
frequency count and save to X_predict

10. Load a saved classifier model
11. Predict the class membership of a new sample with X_predict.

12. Set a binary classification threshold, such that the test sample is classified as attacking
(re-identification attempt) if the prediction score is > 0.5 else normal

To test the models developed using TF-IDF, step 7 of algorithm [11|loads the tfidf vectorizer
created in algorithm [6] At step 9, testing with TF-IDF models requires the testing algorithm to
create an X _predict data frame and convert the data matrix into a dense array representation.

The model testing algorithm depicts the process of predicting if a new sample file containing
a series of SQL queries is attempting a re-identification attack or not. The process begins with
cleaning and preparing the new test sample to be passed to the models for prediction. The
words in the sample are tokenized and encoded to numerical features, and the tokenizer and tfidf
vectorizer created during feature extraction in Algorithms [ and [f] are used in the prediction
process to compare the features in a new sample to the features learned by the models from the
training dataset. Based on frequency count, and feature importance (in the case of TF-IDF'), the
model predicts the class label that has more features in common with the new test sample. As
shown in step 3 of Algorithm [2] the normal query class has the label 0, and label 1 is assigned the
re-identification attempt query class. The threshold for testing is set at 0.5, such that a prediction
estimation below 0.5 is classed as a normal query and estimations greater than or equal to 0.5 are
classified as a re-identification attempt. The closer the prediction estimation score is to the class
label, the higher the degree of confidence the classifier has in the prediction for any particular
test sample.
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The same strategy employed in section [6.1] for model performance evaluation with the test
dataset is adopted for the unseen data test. This involves using the unseen test data to eval-
uate and compare the performance of baseline and tuned versions of the Multinomial NB and
Logistic Regression classifier, the KNN classifiers with Euclidean and Manhattan distance, and
the Multilayer Perceptron models. This is to determine which of the classifiers has learned the
principles of the training dataset the best and can generalise on unseen test samples. Also, this
determines if there are correlations between the performance of the models on the test dataset
and the unseen test samples.

The data collection method adopted to gather unseen query samples for testing in this work
involves having a participant explore both databases (NPD and GIC) to generate normal SQL
query samples, and then the same individual proceeds to attempt a re-identification attack on the
databases. Therefore, normal and re-identification attempt query sample 1 for NPD and for GIC
are from the same participants. This method is the same for all other test samples. As a result,
the unseen data test will not only look for correlations in the test results based on consistency
among different classifiers but also among different samples.

6.4.1 Multilayer Perceptron
Tokenizer

Table shows that the MLP classifier trained with ToKenizer features is able to recognise
and predict 10 out of 14 re-identification attempt queries as attacking queries. The classifier
recognised attack queries from different database domains, with three recognised samples from
the NPD database and the other three from the GIC database. Unseen re-identification attack
attempt query samples 1, 4, 5, 6, and 7 from the NPD database have prediction estimations of
0.743, 0.999, 0.994, 0.794, and 0.997 respectively. Attack samples 1, 4, 5, 6, and 7 executed against
the GIC database have a prediction value of 0.969, 0.989, 0.967, 0.989, and 0.999 respectively.
These prediction scores are over the 0.5 classification threshold, thereby recognised and classified
as re-identification attack queries. Four samples, samples 2 and 3 from both the NPD and GIC
databases are predicted as normal, even though participants in the unseen test data collection were
attempting re-identification. All the normal unseen test samples are all recognised and classified
as non re-identification attack queries, with prediction estimations lower than the threshold.
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MLP

Attack Samples NPD GIC
Sample 1 0.743  0.969
Sample 2 0.450 0.234
Sample 3 0.129 0.174
Sample 4 0.999 0.989
Sample 5 0.994 0.967
Sample 6 0.794  0.989
Sample 7 0.997  0.999
Normal Samples

Sample 1 0.001  0.045
Sample 2 0.003  0.083
Sample 3 0.000  0.049
Sample 4 0.000  0.089
Sample 5 0.0004 0.083
Sample 6 0.0005 0.146
Sample 7 0.002  0.076

Table 6.12: Tokenizer MLP classifier unseen data test result

The unseen data test results in the MLP show consistency with the classifier’s performance
on the test set during the performance evaluation presented in section [6.1.1} The performance
evaluation showed a TNR of 100%, suggesting that all normal samples are correctly classified.
The unseen data test shows the same results, with all unseen normal samples predicted as normal
queries. There is a 1.3% error rate in the classifier, suggesting that it may occasionally misclassify
query samples, however, at a low rate. The performance evaluation and unseen data test in the
MLP classifier suggest that the model has good and practicable generalisation ability, recognising
new instances of re-identification attack attempts approximately 71% of the time.

TF-IDF

As depicted in table the MLP classifier trained with TF-IDF features shows an improved
unseen data test performance. The classifier predicts 11 of 14 attack attempt samples as attacking
queries, with a higher degree of confidence in each of the samples. From the NPD database,
unseen re-identification attack attempt query samples 1, 2, 4, 5, and 7 are correctly predicted to
be attack attempts. Attack samples 1, 2, 4, 5, 6, and 7 from the GIC database are also predicted
correctly. Attacking sample 2 of the NPD database was misclassified as normal in the Tokenizer
MLP, however, it was correctly classified with TF-IDF. This is also the case for attack sample 2
from the GIC database. It is also noted that attack sample 6 is misclassified with TF-IDF and
correctly predicted with Tokenizer. All normal samples are correctly classified.
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MLP
Attack Samples NPD GIC
Sample 1 0.999 0.999
Sample 2 0.756  0.998
Sample 3 0.000  0.005
Sample 4 1.0 0.999
Sample 5 1.0 0.999
Sample 6 0.000 0.999
Sample 7 0.994 1.0
Normal Samples
Sample 1 0.000  0.000
Sample 2 0.000 0.0001
Sample 3 0.000  0.000
Sample 4 0.000 0.0007
Sample 5 0.000 0.0004
Sample 6 0.000 0.0006
Sample 7 0.000 0.0001

Table 6.13: TF-IDF MLP classifier unseen data test result

The results in the unseen data test for TF-IDF MLP show a high generalisation capability
with an accurate prediction of new query samples approximately 79% (11 of 14) of the time.

6.4.2 Multinomial Naive Bayes
Tokenizer

As presented in Table[6.14] the baseline MNB classifier predicts all the 14 re-identification attack
attempt samples as attacking queries, with prediction estimation values equal to or over the
0.5 threshold. The classifier recognises re-identification attack attempts across the two different
databases. However, there is a high false positive rate in the classifier. Ten of the normal query
samples are predicted as an attack attempt instance, this is the case for 6 out of 7 normal
samples from the NPD database and 4 normal samples from the GIC database. As discussed
in the performance evaluation of the MNB classifier in section [6.1.2} the tuned MNB classifier
shows a slight improvement in performance. This is also the case with unseen data testing. The
tuned MNB predicted 13 of the 14 re-identification test samples as a re-identification attack
attempt with a slightly higher degree of confidence in comparison to the baseline model. Attack
Sample 3 from the GIC database is estimated at a 0.488 prediction score by the tuned MNB,
suggesting it is a normal instance. The FPR in the tuned MNB is lower than in the baseline
version. Similar to the baseline model, tuned MNB predicts most normal samples from the NPD
database as attacking, and 5 of the 7 normal samples from the GIC database are predicted as
normal. Overall, the unseen test performance in the baseline and tuned MNB shows that both
models have similar re-identification attack attempt recognition capabilities. However, the tuned
MNB shows a better generalisation ability between the two models. This can be attributed to
the tuned model showing a higher degree of confidence in the recognised attack attempt queries
and a lower FPR.
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Baseline MNB Tuned MNB
Attack Samples NPD GIC NPD GIC

Sample 1 0.522 0.547 0.54  0.534
Sample 2 0.539 0.513 0.569  0.503
Sample 3 0.532 0.5 0.544  0.488
Sample 4 0.619 0.571 0.728 0.567
Sample 5 0.584 0.549 0.666  0.537
Sample 6 0.516 0.533 0.527  0.539
Sample 7 0.541 0.538 0.575  0.568
Normal Samples

Sample 1 0.526 0.498 0.517  0.486
Sample 2 0.519 0.516 0.513  0.507
Sample 3 0.521 0.493 0.507  0.482
Sample 4 0.527 0.506 0.519 0.495
Sample 5 0.509 0.497 0.502  0.488
Sample 6 0.476 0.522 0.457 0.512
Sample 7 0.539 0.501 0.538  0.488

Table 6.14: Unseen data test result for baseline and tuned MNB classifiers ( Tokenizer)

The performance evaluation of the tuned MNB shows a 15.6% error rate, a 26% FPR, and an
accuracy of 84.4%, this suggests that there is a relatively significant misclassification expectation,
however, the subpar performance shown by the MNB classifier on unseen data points to high
variance (overfitting) in the classifier. The MNB performance on the unseen test samples can be
attributed to the simplicity of the Naive Bayes model algorithm. The naive assumptions made
by Naive Bayes models contribute to their inaccuracies in many real-world applications. This
proves to be the case in this research for the application of Multinomial NB in the recognition of
re-identification attack patterns in SQL queries.

TF-IDF

Similar to the unseen data test performance recorded in table for the Tokenizer feature
trained MNB, the TF-IDF trained baseline MNB classified 13 out of the 14 attack samples as
instances of re-identification attack attempts (with a higher degree of confidence). Attack sample
2 from the GIC database is predicted to be normal in this classifier. 11 out of the 14 normal
query samples returned prediction scores over 0.5, suggesting that they are attack samples. This
suggests a high FPR in the classifier. A more consistent and improved performance is recorded
for the tuned version of this classifier. The test results show that 10 of 14 attack attempt samples
are correctly classified, a 71% unseen data test accuracy. Attack samples 2 and 3 from both the
NPD and GIC databases are misclassified as normal. The tuned MNB model recognised all 14
normal query samples as normal, suggesting low FPR.
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Baseline MNB Tuned MNB
Attack Samples NPD GIC NPD GIC

Sample 1 0.982 0.872 0.959 0.984
Sample 2 0.932 0.297 0.379  0.005
Sample 3 0.938 0.629 0.458  0.180
Sample 4 0.999 0.911 0.999 0.991
Sample 5 0.998 0.879 0.999 0.985
Sample 6 0.831 0.969 0.556  0.966
Sample 7 0.977 0.986 0.985  0.998
Normal Samples

Sample 1 0.468 0.601 0.009 0.157
Sample 2 0.556 0.678 0.006  0.017
Sample 3 0.648 0.591 0.274  0.156
Sample 4 0.719 0.671 0.430  0.202
Sample 5 0.573 0.759 0.051  0.188
Sample 6 0.097 0.660 0.001  0.016
Sample 7 0.315 0.640 0.001  0.189

Table 6.15: Unseen data test result for baseline and tuned MNB classifiers (TF-IDF)

21.7% and 33% error rate and FPR respectively are recorded for the TF-IDF tuned MNB
model, these are higher than those recorded in the Tokenizer tuned MNB. However, the unseen
data test performance result for the TF-IDF feature trained tuned Multinomial Naive Bayes
implies that it is the best performing Naive Bayes classifier in this work. The result shows
real-world applicability and no sign of overfitting as recorded in the other MNB models.

6.4.3 K-Nearest Neighbors
Tokenizer

The unseen data testing in Table presents the test result for KNN with Euclidean and
Manhattan distance functions. The performance evaluation presented for these classifiers in
section shows that accuracy scores of 99.9% and 100% were achieved by the KNN with
Fuclidean and the KNN with Manhattan distance functions respectively. Given that a KNN
classifier is a lazy learning algorithm (simply memorising the training dataset), all computation
is performed by the classifier at this stage of new unseen data testing. The Euclidean distance-
trained KNN recognises re-identification attack samples 1, 2, 3, and 6 from the NPD database as
normal while samples 4, 5, and 7 are predicted as re-identification attempts. 6 out of 7 attacking
samples from the GIC database are recognised as attack attempts. All but one (Sample 4 from
the GIC database) normal query samples are predicted to be normal database queries, showing
a high TNR and a low FPR in the classifier. This result suggests that the classifier is capable
of generalising unseen samples. The KNN trained with the Manhattan distance function on the
other hand shows a high testing error with the unseen dataset, which suggests an element of
overfitting in the model, as the performance evaluation of this model shows 100% metrics scores.
The model predicts 10 of 14 re-identification attack samples as attack instances, however, 7 of
14 normal instances are predicted as re-identification attempts. None of the normal queries from
the GIC database is correctly predicted. The better performance results recorded in the KNN
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with Euclidean distance function on unseen data is consistent with the claim in [I64] that most
lazy learner algorithms use Euclidean distance.

KNN (Euclidean) KNN (Manhattan)

Attack Samples NPD GIC NPD GIC
Sample 1 0.4 1.0 0.0 1.0
Sample 2 0.4 0.0 1.0 0.0
Sample 3 0.2 0.6 0.8 1.0
Sample 4 1.0 1.0 1.0 1.0
Sample 5 1.0 1.0 1.0 1.0
Sample 6 0.4 0.8 1.0 1.0
Sample 7 0.8 0.8 0.2 1.0
Normal Samples

Sample 1 0.0 0.4 0.0 1.0
Sample 2 0.2 0.2 0.0 0.8
Sample 3 0.0 0.4 0.0 1.0
Sample 4 0.0 0.6 0.0 1.0
Sample 5 0.0 0.4 0.0 0.8
Sample 6 0.2 0.2 0.0 1.0
Sample 7 0.2 0.4 0.2 1.0

Table 6.16: Unseen data test result for KNN classifiers with Euclidean and Manhattan distance
functions (Tokenizer)

TF-IDF

As recorded in the KNN models trained with Tokenizer features, the performance evaluation for
the Euclidean and Manhattan KNN models with TF-IDF shows 99% and 100% accuracy scores
respectively. However, there are differences in the results obtained for the TF-IDF KNN models
when tested with unseen data samples. The Euclidean KNN correctly recognised attack samples
4,5, and 6 from the NPD database, and samples 3, 4, 6, and 7 from the GIC database are classified
as re-identification attack attempts. This is a lower accurate prediction rate (7 out of 14) than
the Euclidean KNN with Tokenizer features (9 of 14). When tested with the normal samples,
all samples from the NPD database are correctly classified as normal. However, all the normal
samples from the GIC database are misclassified to be attacking instances, suggesting a high FPR.
This is the main difference in performance between the Tokenizer and TF-IDF KNN models (the
classification of the normal samples from the GIC model using the Euclidean distance metric).
The level of error recorded for the TF-IDF Fuclidean distance KNN model points to overfitting
in the model. The performance in the KNN model with Manhattan distance is consistent using
both feature extraction methods, with high testing errors that suggest overfitting in the model.
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KNN (Euclidean) KNN (Manhattan)

Attack Samples NPD GIC NPD GIC
Sample 1 0.2 0.4 0.0 1.0
Sample 2 0.0 0.0 1.0 0.0
Sample 3 0.0 0.6 0.8 1.0
Sample 4 1.0 0.6 1.0 1.0
Sample 5 1.0 0.4 1.0 1.0
Sample 6 0.8 1.0 1.0 1.0
Sample 7 1.0 1.0 0.2 1.0
Normal Samples

Sample 1 0.2 0.6 0.0 1.0
Sample 2 0.0 1.0 0.0 0.0
Sample 3 0.0 0.8 0.0 1.0
Sample 4 0.2 0.8 0.0 1.0
Sample 5 0.0 0.6 0.0 1.0
Sample 6 0.0 1.0 0.0 0.2
Sample 7 0.4 0.6 0.0 1.0

Table 6.17: Unseen data test result for KNN classifiers with Euclidean and Manhattan distance
functions (TF-IDF)

6.4.4 Logistic Regression
Tokenizer

The prediction results from using the baseline and tuned LR classifiers to classify unseen query
samples is presented in Table[6.18] The initial baseline classifier recognises 8 of 14 re-identification
attempt queries as such, 3 from the NPD database and 5 from the GIC database. The normal
query sample prediction test includes false positive results, with two normal samples (samples 3
and 4) from the NPD database predicted as re-identification attempts. The tuned LR unseen test
result shows improvement in the performance of LR for re-identification attack query recognition.
11 out of 14 re-identification queries are recognised as re-identification attempts. This includes all
8 samples recognised by the baseline model (samples 4, 5, 6, and 7 from the NPD database and
samples 1, 4, 5, 6, and 7 from the GIC database) and samples 1 and 3 from the NPD database,
initially misclassified as normal by the baseline LR. The tuned LR also recognised the attack
attempts with a higher degree of confidence in comparison to the baseline model. The tuned LR
recorded no false positives, as all normal query samples are predicted as normal. The results in
the tuned LR show that the model recognises re-identification query patterns in new instances
approximately 79% of the time.
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Baseline LR Tuned LR
Attack Samples NPD GIC NPD GIC

Sample 1 0.389  0.66 | 0.999 1.0
Sample 2 0.443 0.409 | 0.026 0.0003
Sample 3 0.440 0.351 [ 0.695 0.000
Sample 4 0.758 0.769 1.0 1.0
Sample 5 0.655 0.664 | 0.999 1.0
Sample 6 0.489 0.504 1.0 1.0
Sample 7 0.607 0.619 1.0 1.0
Normal Samples

Sample 1 0.485 0.342 | 0.000 0.000
Sample 2 0.405 0.328 | 0.000 0.000
Sample 3 0.519 0.332 | 0.000 0.000
Sample 4 0.529 0.392 | 0.000 0.000
Sample 5 0.416 0.292 | 0.000 0.000
Sample 6 0.253  0.369 | 0.000 0.000
Sample 7 0.493 0.364 | 0.000 0.000

Table 6.18: Unseen data test result for baseline and tuned LR classifiers (Tokenizer)

The performance in the LR models against the unseen samples bears correlations to the
performance results during evaluation with the testing set shown in section with the tuned
LR showing better performance metrics scores when compared to the baseline version.

TF-IDF

As presented in table[6.19] the baseline LR model with TF-IDF recognises 6 0f 14 re-identification
attempt queries correctly (4 from the NPD database and 2 from the GIC database). This is two
correctly classified samples less than the baseline LR with Tokenizer feature extraction. However,
there is consistency shown in the two baseline classifiers as the same 6 samples are classified as
attack attempts. All the normal sample instances are correctly recognised as such. The TF-IDF
tuned LR unseen test result records improvement in the performance of LR for re-identification
attack query classification. 10 out of 14 re-identification queries are recognised as re-identification
attempts. This includes all 6 samples recognised by the baseline model (samples 1, 4, 5, and 7
from the NPD database and samples 6 and 7 from the GIC database) and samples 1, 2, 4,
and 5 from the GIC database, initially misclassified as normal by the baseline LR. The tuned
LR also recognised the attack attempts with a higher degree of confidence in comparison to
the baseline model. The tuned LR recorded no false positives, as all normal query samples are
predicted as normal. The results in the tuned LR with TF-IDF show that the model recognises
re-identification query patterns in new instances approximately 71% of the time.
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Baseline LR Tuned LR
Attack Samples NPD GIC NPD GIC

Sample 1 0.525 0.125 1.0 1.0
Sample 2 0.269 0.147 | 0.000 1.0
Sample 3 0.096  0.077 | 0.000 0.000
Sample 4 0.993 0.123 1.0 1.0
Sample 5 0.839 0.135 1.0 1.0
Sample 6 0.077 0.819 [ 0.000 1.0
Sample 7 0.658 0.831 1.0 1.0
Normal Samples

Sample 1 0.036 0.041 | 0.000 0.000
Sample 2 0.015 0.110 | 0.000 0.000
Sample 3 0.003 0.035 | 0.000 0.000
Sample 4 0.005 0.080 | 0.000 0.000
Sample 5 0.006  0.055 | 0.000 0.000
Sample 6 0.001  0.133 | 0.000 0.000
Sample 7 0.033 0.045 | 0.000 0.000

Table 6.19: Unseen data test result for baseline and tuned LR classifiers (TF-IDF)

6.5 Test Result Analysis

Using Tokenizer features, the MLP, tuned MNB, KNN with Euclidean distance metric, and tuned
LR are the models with better generalisation attributes from the unseen data testing results. The
results from using these four models to predict the class membership of unseen query samples is
presented in Table The MLP and LR classifiers show correlations in their results. First by
predicting all normal query samples as normal and both classifiers showing 0% FPR on unseen
data. This is an important characteristic in a classifier if it is to be implemented in a real-world
environment. Also, both classifiers recognised re-identification attempts in the same 10 samples
from the two databases (with high degrees of confidence). These are samples 1, 4, 5, 6, and 7
from both the NPD and the GIC database. The LR also predicted attack sample 3 from NPD
as an attack instance. This consistency in the predictions on both the MLP and LR classifiers
shows real-world practicability for these two models.

With TF-IDF as depicted in table below, MLP, tuned MNB, KNN with Euclidean
distance metric, and the tuned LR models remained the best-performing classifiers with unseen
data testing. The MLP with TF-IDF showed improvement over the Tokenizer MLP. It recognises
attack sample 2 from both the NPD and GIC databases, samples that the Tokenizer MLP
misclassified as normal. However, the MLP with TF-IDF misclassified sample 6 from the NPD
database, which is not the case in the Tokenizer MLP. Overall, both MLP models show significant
consistency in the samples correctly classified, with the TF-IDF MLP showing a higher degree
of confidence and slightly better performance. Even though the TF-IDF tuned LR classifier
recognises re-identification attack samples with a higher degree of confidence than the Tokenizer
LR, the overall performance with unseen data is slightly lower. However, there is consistency
between the two classifiers as both recognises the same attack samples with discrepancies in
samples 3 and 6 from the NPD database, correctly recognised by the tuned Tonkenizer LR but
misclassified in the tuned LR with TF-IDF. The MLP and tuned LR with TF-IDF demonstrate
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high real-world applicability with their unseen data test results.

The MLP and LR models’ ability to consistently recognise re-identification patterns in SQL
queries from a database different from the NPD database (used to generate the SQL training
data) reinforce the proof of concept established in the methodology of this research, postulating
that re-identification attacks on anonymised databases have a recognisable pattern and can be
represented as a series of SQL queries.

As previously mentioned in this section, analysis based on test data samples can is also
explored. Re-identification attack attempt in Sample 2 for both NPD and GIC databases are
predicted as normal by the Tokenizer MLP and both LR classifiers, this suggests there is a
possibility that the individual attempting the attack in these samples has limited technical skill
to successfully execute a series of SQL query that points towards re-identification. Inference can
also be made that there are prominent re-identification patterns in the queries in attack samples
1,4, 5, 6, and 7 for both the NPD and GIC databases. The MLP and LR classifiers recognised
these samples as re-identification with high degrees of confidence. This can be a result of the
attacker’s technical skill level to execute queries that are consistent with the re-identification of
an anonymised database.

This research is confident that the MLP and the LR model are state-of-the-art classification
models that can be implemented in real-world scenarios to recognise and predict if a series of SQL
queries on an anonymised database is attempting a re-identification attack or not. The interpre-
tation of the prediction estimation scores can also be tailored to fit a particular implementation
domain. As reported by the work in [78], the implementation of the designed model involved
using different thresholds on a 1 to 10 scale to decide the preferred action based on the anomaly
score from any new query instance. The same method can be adopted for the implementation of
the MLP and LR classifiers developed by this research. The unseen data test sets a threshold of
0.5 for experimental testing purposes in this work, however, this can be adjusted and tailored to
fit any implementation domain based on the need of that domain. For example, a highly sensi-
tive domain may choose to reduce the threshold, such that more query samples are recognised
as re-identification attempts. Adopting this in the research experiment with a new threshold of
0.4 for instance, will increase the Tokenizer MLP unseen test performance, as attack Sample 2
from the NPD will then be classified as a re-identification attempt. The Tokenizer KNN classifier
will improve in unseen data test performance, as three more attack samples (1, 2, and 6) from
the NPD database will be recognised as attack attempts and two more in the TF-IDF Euclidean
KNN. This will simultaneously increase the FPR in the Tokenizer KNN classifier, as normal
samples 1, 3, 5, and 7 from the GIC database will be considered attack queries by the classifier.
This change in the threshold will not affect predictions in the LR classifier. The Tokenizer MNB
classifier will have to predict all samples (attack and normal) to be attacking instances at a lower
threshold value, however, the TF-IDF MNB will improve in performance as attack sample 3 from
the NPD database will be classified as an attacking sample. A less sensitive domain can choose
to increase the threshold for more leniency in the system. Based on the prediction scores, the
implementation domain can choose a different course of action to address the data privacy threat
posed by the re-identification attempt, similar to how any query with a score between 6.0 and
8.0 is automatically blocked in [7§].

The Tokenizer KNN classifier produced results similar to the MLP and LR in the prediction
of unseen samples. Attack samples 4, 5, and 7 from the NPD database, and attack samples 1, 3, 4,
5, 6, and 7 from the GIC database are predicted as attack queries. The recognition of attacking
features in samples 4, 5, and 7 from the two databases by the MLP, LR, and KNN classifier
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further support the inference that there may be a correlation between the attacker’s skill set and
the certainty level in the classifier’s recognition of a query sample as a re-identification attack.
The performance evaluation metrics achieved in the KNN with Euclidean distance function and
the results from the unseen data test are a good indication of generalisation ability and real-life
practicability of the KNN classifier for re-identification attack attempt prediction. The KNN
classifier has one false positive prediction with Sample 4 from the GIC database, unlike the MLLP
and LR with no false positives in the unseen data test.

The Tokenizer MNB classifier shows a slight consistency with the other classifiers, recognising
attack samples 4 and 5 in the NPD database with a higher prediction score. However, there is a
high FPR in the unseen data test result for MNB. This shows a low generalisation ability in the
classifier. The Tokenizer MNB test result indicates inferior real-life practicability compared to
the MLP, KNN, and LR models. The TF-IDF MNB however, showed a significantly improved
generalisation performance and consistency with the MLP and LR classifiers.

The comparisons of unseen data test results for the four classifiers are presented in tables
and [6.21] below.

MLP MNB KNN LR

Attack Samples NPD GIC NPD GIC NPD GIC NPD GIC
Sample 1 0.743 0.969 0.54 0.534 0.4 1.0 0.999 1.0
Sample 2 0.450 0.234 0.569 0.503 0.4 0.0 0.026 0.0003
Sample 3 0.129 0.174 0.544 0.488 0.2 0.6 0.695 0.000
Sample 4 0.999 0989 0.728 0.567 1.0 1.0 1.0 1.0
Sample 5 0.994 0.967 0.666 0.537 1.0 1.0 0.999 1.0
Sample 6 0.794 0.989 0.527 0.539 1.0 1.0 1.0 1.0
Sample 7 0.997 0.999 0.575 0.568 0.2 1.0 1.0 1.0
Normal Samples

Sample 1 0.001 0.045 0.517 0.48 0.0 0.4 0.000 0.000
Sample 2 0.003 0.083 0.513 0.507 0.2 0.2 0.000 0.000
Sample 3 2.6e-6 0.049 0.507 0.482 0.0 0.4 0.000 0.000
Sample 4 4.3e-6  0.089 0.519 0.495 0.0 0.6 0.000 0.000
Sample 5 0.0004 0.083 0.502 0.488 0.0 0.4 0.000 0.000
Sample 6 0.0005 0.146 0.457 0.512 0.2 1.0 0.000 0.000
Sample 7 0.002 0.076 0.538 0.488 0.4 1.0  0.000 0.000

Table 6.20: Comparison of unseen data test results for MLP, MNB, KNN and LR classifiers
(Tokenizer)
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MLP MNB KNN LR

Attack Samples NPD GIC NPD GIC NPD GIC NPD GIC
Sample 1 0.999  0.999 0.959 0984 0.2 0.4 1.0 1.0
Sample 2 0.756  0.998 0.379 0.005 0.0 0.0 0.000 1.0
Sample 3 0.000  0.005 0.458 0.180 0.0 0.6 0.000 0.000
Sample 4 1.0 0.999 0.999 0.991 1.0 0.6 1.0 1.0
Sample 5 1.0 0.999 0999 0.985 1.0 0.4 1.0 1.0
Sample 6 0.000 0.999 0.556 0.966 0.8 1.0 0.000 1.0
Sample 7 0.994 1.0 0.985 0.998 1.0 1.0 1.0 1.0
Normal Samples

Sample 1 0.000  0.000 0.009 0.157 0.2 0.6 0.000 0.000
Sample 2 0.000 0.0001 0.006 0.017 0.0 1.0 0.000 0.000
Sample 3 0.000  0.000 0.274 0.156 0.0 0.8 0.000 0.000
Sample 4 0.000 0.0007 0.430 0.202 0.2 0.8 0.000 0.000
Sample 5 0.0004 0.0004 0.0561 0.188 0.0 0.6 0.000 0.000
Sample 6 0.0005 0.0006 0.001 0.016 0.0 1.0 0.000 0.000
Sample 7 0.002 0.0001 0.001 0.189 0.4 0.6 0.000 0.000

Table 6.21: Comparison of unseen data test results for MLP, MNB, KNN and LR classifiers
(TF-IDF)

Overall, the MLP with TF-IDF features, tuned MNB with TF-IDF, KNN with Euclidean
distance metric using Tokenizer features, and tuned LR with Tokenizer are the best-performing
classifier models for recognising re-identification attack attempts as a series of SQL queries on an
anonymised database.

6.6 Chapter Summary

This chapter presents the performance evaluation of the machine learning algorithms explored
for the recognition of re-identification patterns in SQL queries on anonymised datasets. The
performance evaluation results for the different models trained and tested against the testing set
are presented and compared using performance evaluation metrics including accuracy, precision,
recall, f-score, error rate, true negative rate, false positive rate, and AUC. Using the features
extracted from the research dataset with both the Tokenizer and TF-IDF feature extraction
techniques, MLP, baseline and tuned MNB, KNN with both Euclidean and Manhattan distance
functions, and baseline and tuned LR are all evaluated with the testing dataset using these
metrics. The evaluation showed that the tuned versions of MNB and LR are better in the
classification performance. KNN with Manhattan distance function showed better performance
evaluation, however, the Euclidean distance function trained KNN showed better generalisation
ability when tested with the unseen dataset.

The unseen data test results showed that the MLP trained with TF-IDF features, tuned
MNB with TF-IDF and LR with Tokenizer features have the best generalisation capabilities,
recognising and predicting most of the previously unseen re-identification attempt queries as
re-identification attack attempts. These classifiers also show a 0% FPR, the MLP recognises
re-identification attempts 79% of the time, MNB correctly predicts unseen attack samples with
71% accuracy and the LR model does the same in 79% of unseen query instances, indicating a
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real-world practical application of the classifiers. The Tokenizer KNN with Euclidean distance
also shows generalisation skills that indicate practicability. The performance evaluation metrics
scores and the unseen data test result in the Tokenizer MNB suggest that there is overfitting in
the model, as the model shows 26% FPR during evaluation and predicted 8 of 14 unseen normal
queries as re-identification attempts.
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Chapter 7

Conclusion and Recommendation

Four classification algorithms are explored in this research work for the recognition and predic-
tion of data re-identification attack attempts on anonymised databases, as demonstrated with
the unseen data test in section The classifier models are trained to recognise patterns in
SQL queries that are executed on anonymised databases that may suggest that the users on such
databases are performing re-identification. Four algorithms: multilayer perceptron, naive Bayes,
k-nearest neighbors, and logistic regression are implemented, as described and justified in chap-
ter In section this chapter presents an overall description of how the research aim and
objectives outlined in this work are addressed. The original academic contributions achieved in
this research work are discussed in and section provides insights related to the different
related areas that could be explored for further research in the future, to consolidate and advance
the achievements in this work.

7.1 Introduction

With the vast increase in the amount of data being collected, stored, and shared about individuals
in the modern technological age, data anonymisation is used by data holders to maintain the
privacy of the data subjects. Databases are shared for many reasons, including data processing
for the advancement of knowledge and generation of meaningful information. Different data
anonymisation criteria are implemented by data holders in attempts to keep PII contained in
the shared databases safe from unauthorised access. However, the threat posed by data re-
identification attacks is one that can not be ignored. This is emphasised in various literature
analysed in chapter [2] of this thesis. Data re-identification uses publicly accessible sources of
information to link a subject or multiple subjects in an anonymised database to their personal
and sensitive information, information believed to be privacy-safe because of the anonymisation
criteria applied to it before sharing the database. As it pertains to data sharing, relational
DBMS that stores anonymised datasets do not provide security measures against an attack and
data misuse such as re-identification. Real cases of successful re-identification scenarios explored
in this research showed that re-identification is achievable by combining the anonymised database
with other sources of information. The issue of re-identification of anonymised datasets has been
addressed in different literature, with the majority of the work suggesting better anonymisation
and contextual risk assessment as countermeasures against data re-identification attacks.

Information stored on databases is accessed and manipulated with the use of SQL queries,
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and the presupposition in this research is that the re-identification of anonymised databases
can result from a series of SQL queries executed against such databases. In chapter {4l a re-
identification attack re-creation experiment is conducted, whereby a re-identification attack is
successfully performed on anonymised databases. Two different synthetic databases are explored
for the re-identification experiment in this work. The synthetic databases are modelled after real-
life cases of successful re-identification attacks. These are the Netflix Prize Data re-identification
scenario and the re-identification of Governor William Weld from the GIC database. In both
cases, re-identification was accomplished with the use of a secondary database to link the infor-
mation of the subjects of the attacks. As proposed by this research in section there are
three different objectives re-identification attacks can accomplish, based on the motive of the
attacker. The re-identification attack in the NPD is identified to have an existential objective
and the GIC database re-identification is a targeted attack. The success of the research exper-
iment to represent re-identification attacks as a series of SQL queries sets the basis for a data
mining exploration to recognise patterns in SQL queries executed on anonymised databases that
constitute a re-identification attack. The research problem to recognise re-identification patterns
in database queries is explored as a supervised, binary classification task with a class belonging to
queries attempting re-identification attacks (abnormal) and another class for non re-identification
(normal) database queries. Data collection campaign to gather SQL query logs for each of the
classes was launched. The data collection process is described in section

Different works from academic literature implementing data mining techniques and machine
learning algorithms to analyse SQL query logs are analysed. The SQL query logs analysis is
used for solving a variety of problems, including anomalous pattern recognition and automated
intrusion detection system. However, to the best of this research’s knowledge, none of the avail-
able existing work has analysed SQL query logs for re-identification query pattern recognition. A
review of machine learning algorithms implemented in pattern recognition and binary classifica-
tion is presented and justification for selecting the algorithms is also provided. The data mining
experiment in this research uses data science libraries available in the Python programming lan-
guage to implement the machine learning algorithms applied to the research problem of learning
re-identification attack patterns in SQL queries. The SQL query log data collected for this re-
search is used to train different classification algorithms to learn re-identification patterns from
the research dataset. This research uses hyperparameter tuning to achieve better performance
in machine learning models and a new set of unseen data is gathered to test the generalisation
ability of the classification models developed. The multilayer perceptron, k-nearest neighbors,
and logistic regression achieved high metrics scores during performance evaluation. The mul-
tilayer perceptron, tuned multinomial Naive Bayes, and logistic regression are found to have a
practicable generalisation ability during unseen data tests. The other classifiers have scores that
are relatively lower and or show unseen data test results that indicate mediocre generalisation
ability.

7.2 Contributions

The main contribution of this research work is establishing that the re-identification of subject(s)
in an anonymised database is possible through a series of SQL queries executed on a database,
and the development of novel classification models that can recognise patterns in SQL queries
that may be attempting re-identification attacks on an anonymised database. The developed
classifiers are unique in their ability to recognise and distinguish between re-identification attack
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attempt patterns in SQL queries and normal (non re-identification) query patterns. An overview
of the main contributions of this research is presented in this section. A summary of the me-
thodical approach taken to achieve the research objectives and answer the research questions
(RQ) is depicted in Figure below. The figure describes the different phases in the research
process, from the literature review to the evaluation and testing of the developed models for

re-identification attack attempts recognition.

Literature Review
(RQ1 & 3 - Chapter 2 & 3)

Data anonymisation
and re-identification

Application of data
e mining in database
query recognition

Exploratory Study
(RQ2 - Chapter 4)

Data re-identification
e analysis and case
study selection
Synthetic data
creation

(RQ3 & 4 - Chapter 3,5 &

System Design and
Evaluation

6)

Data preprocessing
and
training of classifiers

Classifier
performance
evaluation and
comparison

!

am T

An automated system for
pre-emptively recognising
possible re-identification
attacks against anonymised
databases.

-

Classification problem

in re-identification Unseen data test

results

query pattern o :
recognition Recognising re- e— and findings
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SQL query data
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Figure 7.1: Research Phases and Contributions

1. Literature review: Chapter [2] of this thesis presented an overview data privacy threats

posed by re-identification attacks against anonymised databases, as reported in the litera-
ture reviewed in the chapter. The analysis of the literature shows that the implementation
of anonymisation criteria on databases is not sufficient to keep personal and sensitive infor-
mation about subjects of an anonymised database safe, particularly in the context of data
sharing. The chapter draws a parallel in the perspective that the reviewed publications
are approaching anonymisation and re-identification. The proposed solutions to the threat
of re-identification by the reviewed publications are also presented. Discussions surround-
ing the different concepts in anonymisation and re-identification are detailed. A review of
published work related to the application of data mining for database query recognition
is explored in chapter The literature review exploration addresses research objective 1
outlined in section [1.5] and research questions 1 and 3 as outlined in section [1.3

Problem statement and justification of algorithms: An overview of different data
mining techniques is presented in chapter The nature of the research problem is anal-
ysed and perceived to be a binary classification problem. Analysis of different relevant
binary classification algorithms to predict the re-identification attack likelihood in a series
of database queries is presented and justified. The analysis in chapter [3] addresses research
objectives 1 and 2 as well as answers research questions 1 and 3.

Exploratory study: A main contribution to knowledge as a result of this research is the
work covered in chapter [d In this chapter, an exploratory study is conducted to ascertain
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that re-identification attacks can be in the form of a series of SQL database queries and that
these queries have enough in common to constitute a recognisable pattern. The approach
employed in achieving this objective involved studying real cases of re-identification attacks,
and using the gathered information to build a synthetic anonymised dataset that mimics
the structure of the dataset in the re-identification cases. Netflix Prize Dataset and the
re-identification of Governor William Weld from the GIC dataset are used as case studies
to build the synthetic dataset for research. Using SQL queries, re-identification attacks are
attempted on these anonymised synthetic databases, to establish that re-identification can
occur through a series of database queries. No known work has been identified in this area
to explore what constitutes re-identification attacks from a technical perspective. The work
done at this stage of the research addresses research objective 2 and research question 2.

4. Re-identification query pattern recognition: Another novel contribution from this
work is the development of data mining models for automatic recognition of re-identification
attack query patterns on anonymised databases, using classification algorithms. The exper-
iment conducted to achieve this is detailed in chapters[f]and[6} This research explored MLP,
naive Bayes, KNN, and logistic regression algorithms for the training of classifier models to
learn re-identification patterns in SQL query datasets. The model training was conducted
as supervised learning with labelled datasets (normal and re-identification attack attempt
queries), and these four algorithms are implemented due to their application in pattern
recognition and binary classification problems. The MLP, MNB, and logistic regression
models showed the best performance in their re-identification query pattern recognition.
The MLP achieved 100% accuracy during evaluation and is able to correctly predict attack
attempts 79% of the time when tested with unseen datasets. The accuracy for the most
applicable MNB model is recorded to be 79.3% and correctly classifies unseen attack sam-
ples 71% of the time. The LR classifier achieved an accuracy of 100% during performance
evaluation and recognises 79% of re-identification attack queries during unseen data testing.
This phase of the research addresses research objective 3 and research questions 3 and 4.

5. Potential application area: As mentioned in the discussion about the background of
this research in section [1.1} platforms such as NHS Digital TRE service for England can
potentially integrate the function of the classifiers developed by this research to access SQL
queries executed by researchers using the Data Access Environment for re-identification
attack attempts. The integration of an automated model that predicts re-identification
likelihood productively contributes to the maintenance of privacy-safe access to health and
personal data sharing that the TRE service aims to accomplish.

6. Re-identification query dataset: The classifiers developed in this work are novel systems
trained with original datasets. These datasets are gathered as part of the research methods
implemented in this work. The datasets are a contribution to academic knowledge, as other
researchers can use them in their work. This research plans to publish the SQL query
dataset collected and used in training and testing the classifiers in the research data mining
experiment.

The work in this research and the results generated put forward positive contributions to
the data privacy domain, as it relates to anonymisation, re-identification, and data sharing.
The exploratory study conducted in Chapter [i] was accepted for a conference presentation and
publication, after being peer-reviewed. The work done in the study creates the basis for achieving
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the aim set for the research. There are current efforts to produce and submit more academic
papers for publication, relating to the results achieved in this research as presented in Chapter [6}

7.3 Future Work

This research has created a state-of-the-art model for predicting re-identification attack attempts
on anonymised databases. However, there are avenues related to this research work where further
exploration could be done to advance the achievements of this research. While the objectives of
this research have been satisfied, the outcome of the data mining experiment can be further
improved given access to a large amount of normal and re-identification attempt SQL query
samples. The methodology devised in this research (proven to be effective based on the test
results) can then be used to train classifiers. With a substantial amount of SQL query samples
to train models about re-identification and non re-identification patterns, classifier performance
can be improved further, especially generalisation performance.

Moreover, this research postulates that re-identification attacks could have three objectives
based on the motive of the attacker, as discussed in section [2.4.1] A data mining experiment can
be conducted to learn the pattern in re-identification attacks based on their objectives. Future
work in this direction will be required to generate a SQL query profile of what re-identification
attacks entail with a specific objective to be achieved by the attacker. Machine learning algorithms
can then be trained to predict not only that a query sample is re-identification prone, but what
the objective of the attack is. Also, the work done in this research shows that there may be
re-identification attack cases that cannot be technically represented with database search queries,
as described in section [4.3.3] Exploration into these re-identification case studies with the aim
of understanding what they entail and how to interpret them technically will be a productive
contribution in this domain.

7.4 Chapter Summary

The overall aim and objectives in this research as stated in section [[.5] have been satisfied. The
initial questions posed by the research have been answered with work presented across the different
chapters in this thesis. This chapter started by reiterating the background, literature review,
methodology, experiments, and results of this research. The original contributions to academic
knowledge as a result of this research are enumerated in section including the review of the
literature to find the gap in the existing measures against re-identification attacks, an exploratory
study to ascertain that re-identification can be achieved through a series of SQL queries on an
anonymised database and developing automated system to recognise and predict the likelihood
of re-identification in database queries. The aim of the research was successful, with three models
from this research (MLP, MNB and LR) showing performance that is practicable and deployable
in a real-world environment. As mentioned in this chapter, the product of this research has
potential application in areas such as the NHS Trusted Research Environment where anonymised
health data is shared with researchers for analysis. This research has one related publication,
with more papers in development for more publications, to share the work and results achieved
in this thesis with the wider academic community.
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Appendix A

Synthetic Dataset

A.1 Netflix Prize Data and GIC Databases

The synthetic database created for this research to emulate the Netflix Prize Data and the Gov-
ernor William Weld (GIC) re-identification scenarios can be found here [74]
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A.2 Data Collection Experiment Guide

Event: PhD Data Collection Experiment
Organiser: Olabayo Ishola

Research Topic: Data Mining and Re-identsfication: Analysis of Database Query Patterns That Pose
A Threat to Anonymised Information

Supervisors: Prof Eerke Bioten & Prof Aladdmn Ayesh

Partictpants: Members from DMU Hacker Society

The activities n this experiment will be divided into two sessions, with each session aimmg to acleve
different goals.

Session One

¢ Background mformation on re-identification
»  Getting used to the Nerfliv Prize database: Using SQL queries. engage with the database with
the aim of learning as much as you can about the database structural details

Session Two

»  Using the IMDB database as a secondary source of information. attempt to lnk individual(s)
in both databases (Netflix Prize database and IMDB).

Important Notes

1. According to the Data Protection Act 2018, performing re-identification is illegal, except for
research purposes.

2. Tam asking for your permission to record your SQL query data. The recorded queries will be
used to support my research.

3. This experiment will record SQL query data only. No personal data is recorded. The recorded
query data will not be inkable to any participant.

4. You have the option to choose whether your SQL query data 15 mcluded to use for further

research analysis.

References
Ishola, O Botten, E A Ayesh A Albakri A (2020) Recogmsing Re-identification Attacks on
Databases, by Interpreting them as SQL Queries: A Technical Study. Privacy in Statistical Databases
2020 (PSD2020). Arezzo, Italy, September 2020.
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Appendix B

SQL Query Data

B.1 Normal Query Sample

0 O Ui W N

— =
— O ©

12

13
14
15
16
17
18
19
20

21
22
23

24
25
26
27
28
29
30
31

exec sp._reset_connection
go
SELECT
SERVERPROPERTY( ' EngineEdition ') EngineEdition
SERVERPROPERTY( ' ProductVersion') ProductVersion

go
SELECT SYSTEM_USER
go
DECLARE @edition sysname;
SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;
SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',
SERVERPROPERTY( ' EngineEdition ') AS DatabaseEngineEdition
SERVERPROPERTY( ' ProductVersion') AS ProductVersion ,
@QAQMICROSOFTVERSION AS MicrosoftVersion
select host_platform from sys.dm_os_host_info
if @edition = N'SQL Azure'
select '"TCP' as ConnectionProtocol
else
exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

go

SET ROWCOUNT 0 SET TEXTSIZE 2147483647 SET NOCOUNT OFF SET
CONCATNULL_YIELDS NULL ON SET ARITHABORT ON SET LOCKTIMEOUT —1 SET
QUERY_GOVERNOR_COST_LIMIT 0 SET DEADLOCK PRIORITY NORMAL SET TRANSACTION
ISOLATION LEVEL READ COMMITTED SET ANSI.NULLS ON SET ANSI.NULL_DFLT_-ON ON SET
ANSI_PADDING ON SET ANSL.WARNINGS ON SET CURSOR._CLOSE.ON_.COMMIT OFF SET
IMPLICIT_TRANSACTIONS OFF SET QUOTED_IDENTIFIER ON

go

select @@spid;

select SERVERPROPERTY( 'ProductLevel');

go

DECLARE @edition sysname;

SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;
SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',
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32  SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

33  SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

34  @QAQMICROSOFTVERSION AS MicrosoftVersion ;

35 select host_platform from sys.dm_os_host_info

36 if @edition = N'SQL Azure'

S select 'TCP' as ConnectionProtocol

38 else

39 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

40

41 go

42 SELECT dtb.name AS [Name|, dtb.state AS [State] FROM master.sys.databases dtb

43 go

44  DECLARE @edition sysname ;

45 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

46 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

47 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

48  SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

49  @QQAQMICROSOFTVERSION AS MicrosoftVersion ;

50 select host_platform from sys.dm_os_host_info

51 if @edition = N'SQL Azure'

52 select '"TCP' as ConnectionProtocol

53 else

54 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY( ' 'net_transport'')) as
ConnectionProtocol ")

55

56 go

57 DECLARE @edition sysname;

58 SET @edition = cast (SERVERPROPERTY(N'EDITION') as sysname) ;

59 SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

60 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

61 SERVERPROPERTY( 'ProductVersion') AS ProductVersion

62 @QQAQMICROSOFTVERSION AS MicrosoftVersion ;

63 select host_platform from sys.dm_os_host_info

64 if @edition = N'SQL Azure'

65 select '"TCP' as ConnectionProtocol

66 else

67 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY( ''net_transport'')) as
ConnectionProtocol ")

68

69 go

70 select SERVERPROPERTY(N'servername ')

71 go

72 use [master];
73 if (db.id() = 1)

74 begin

75 —— contained auth is 0 when connected to master

76 select O

77 end

78 else

79 begin

80 — need dynamic sql so that we compile this query only when we know resource db
is available

81 exec('select case when authenticating database_id = 1 then 0 else 1 end from

82 sys.dm_exec_sessions where session_id = @QQSPID')

83 end;use [master]; —resetting the context

84  go
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85
86
87
88
89
90
91
92
93
94
95

96
97
98

99

100
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104

105
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107

108
109
110
111
112

113
114
115
116
117
118
119
120
121
122

123
124
125
126
127
128
129
130

SELECT

CAST(
serverproperty (N'Servername ")
AS sysname) AS [Name]|

go

declare @MasterPath nvarchar (512)

declare @LogPath nvarchar (512)

declare @ErrorLog nvarchar (512)

declare @ErrorLogPath nvarchar (512)

declare @Slash varchar = convert(varchar, serverproperty('PathSeparator
"))

if (SERVERPROPERTY( 'EngineEdition') = 8 /+* SQL Managed Instance x/)
begin
select @MasterPath=substring (physical_name, 1, len(physical name) —
charindex (@Slash, reverse (physical_-name))) from master.sys.database_files where
file_id =1
select @LogPath=substring (physical name, 1, len(physical name) —
charindex (@Slash, reverse (physical_-name))) from master.sys.database_files where
file_id = 2
end
else
begin
select @MasterPath=substring (physical_name, 1, len(physical name) —
charindex (@Slash, reverse (physical_-name))) from master.sys.database_files where
name=N'master '
select @LogPath=substring (physical name, 1, len(physical name) —
charindex (@Slash, reverse (physical_-name))) from master.sys.database_files where
name=N'mastlog '
end
select @ErrorLog=cast (SERVERPROPERTY (N'errorlogfilename ') as nvarchar
(512))
select @ErrorLogPath=IIF (QErrorLog IS NULL, N'', substring (@QErrorLog,
1, len (@ErrorLog) — charindex (@Slash, reverse (@ErrorLog))))

declare @SmoRoot nvarchar (512)
exec master.dbo.xp_instance_regread N'HKEY LOCALMACHINE', N'SOFTWARE\
Microsoft \MSSQLServer\Setup ', N'SQLPath', @SmoRoot OUTPUT

SELECT

CAST(case when 'a' <> 'A' then 1 else 0 end AS bit) AS [IsCaseSensitive],
@@MAX PRECISION AS [MaxPrecision],

@ErrorLogPath AS [ErrorLogPath],

@SmoRoot AS [RootDirectory],

SERVERPROPERTY( ' PathSeparator ') AS [PathSeparator],

CAST (FULLTEXTSERVICEPROPERTY ( ' IsFullTextInstalled ') AS bit) AS |
IsFullTextInstalled],

@LogPath AS [MasterDBLogPath],

@MasterPath AS [MasterDBPath] ,

SERVERPROPERTY (N ' ProductVersion') AS [VersionString],

CAST (SERVERPROPERTY (N'Edition ') AS sysname) AS [Edition],

CAST (SERVERPROPERTY (N' ProductLevel ') AS sysname) AS [ProductLevel],
CAST (SERVERPROPERTY ( ' IsSingleUser ') AS bit) AS [IsSingleUser],
CAST(SERVERPROPERTY( ' EngineEdition ') AS int) AS [EngineEdition],
convert (sysname, serverproperty (N'collation')) AS [Collation],
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131
132
133
134
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136
137
138
139
140
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143
144
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149
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174
175
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177
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179

180
181
182
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184

CAST (ISNULL (SERVERPROPERTY (N ' MachineName ') ,N'') AS sysname) AS [NetName],
CAST (ISNULL (SERVERPROPERTY( ' IsClustered ') ,N'"') AS bit) AS [IsClustered],
SERVERPROPERTY (N ' ResourceVersion ') AS [ResourceVersionString],
SERVERPROPERTY (N ' ResourceLastUpdateDateTime ') AS [ResourceLastUpdateDateTime],
SERVERPROPERTY (N' CollationID ') AS [CollationID],

SERVERPROPERTY (N' ComparisonStyle ') AS [ComparisonStyle],

SERVERPROPERTY (N'SqlCharSet ') AS [SqglCharSet],
SERVERPROPERTY (N 'SqlCharSetName ') AS [SqlCharSetName],

SERVERPROPERTY (N 'SqlSortOrder ') AS [SqlSortOrder],
SERVERPROPERTY (N 'SqlSortOrderName ') AS [SqlSortOrderName],
SERVERPROPERTY (N 'BuildClrVersion') AS [BuildClrVersionString],

ISNULL (SERVERPROPERTY (N' ComputerNamePhysicalNetBIOS ') ,N'') AS |
ComputerNamePhysicalNetBIOS |,

CAST (SERVERPROPERTY( ' IsPolyBaselnstalled ') AS bit) AS [IsPolyBaselnstalled ]
go

SELECT

dtb.name AS [Name],

dtb.database_id AS [ID],

CAST(case when dtb.name in ('master', 'model', 'msdb', "tempdb') then 1 else dtb.
is_distributor end AS bit) AS [IsSystemObject],

dtb. collation_name AS [Collation],

CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible],

dtb.name AS [DatabaseName2]

FROM

master.sys.databases AS dtb
ORDER BY

[Name] ASC

2o

SELECT

dtb.name AS [Name],
dtb.database_id AS [ID],
CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]

FROM

master.sys.databases AS dtb
ORDER BY

[Name] ASC

2o

SELECT

log .name AS [Name] ,

log.principal_id AS [ID],

ISNULL (ak .name ,N' ") AS [AsymmetricKey],

ISNULL( cert .name,N'"') AS [Certificate],

ISNULL(c.name,N'') AS [Credential],

CASE WHEN N'U' = log.type THEN 0 WHEN N'G' = log.type THEN 1 WHEN N'S' = log.
type THEN 2 WHEN N'C' = log.type THEN 3 WHEN N'K' = log.type THEN 4 WHEN N'E'
= log.type THEN 5 WHEN N'X' = log.type THEN 6 END AS [LoginType]

FROM

sys.server_principals AS log

LEFT OUTER JOIN master.sys.asymmetric_keys AS ak ON ak.sid = log.sid

LEFT OUTER JOIN master.sys.certificates AS cert ON cert.sid = log.sid

LEFT OUTER JOIN sys.credentials AS ¢ ON c.credential_-id = log.credential_id
WHERE

(log.type in ('U', 'G', 'S', 'C', 'K', '"E', 'X'") AND log.principal_id not
between 101 and 255 AND log.name <> N'##MS_AgentSigningCertificate##")
ORDER BY

[Name] ASC

go

SELECT

tr .name AS [Name],
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188
189

190
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234
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236

237

tr.object_id AS [ID],
CAST(

tr.is_ms_shipped

AS bit) AS [IsSystemObject],

CASE WHEN tr.type = N'TR' THEN 1 WHEN tr.type = N'TA' THEN 2 ELSE 1 END AS |
ImplementationType],
CAST(CASE WHEN ssmod . definition IS NULL THEN 1 ELSE 0 END AS bit) AS |
IsEncrypted ]
FROM
master.sys.server_triggers AS tr
LEFT OUTER JOIN master.sys.server_assembly_modules AS mod ON mod. object_id = tr
.object_id
LEFT OUTER JOIN sys.server_sql-modules AS ssmod ON ssmod.object_id = tr.
object_id
WHERE
(tr.parent_class = 100)
ORDER BY
[Name| ASC
2o
use [Netflix Prize Data ALPHA]
go
SELECT
rl.name AS [Name]
FROM
sys.database_principals AS rl
WHERE
(rl.type = 'A")
ORDER BY
[Name] ASC
go
SELECT
rl .name AS [Name]
FROM
sys.database_principals AS rl
WHERE
(rl.type = 'R")
ORDER BY
[Name] ASC
go
SELECT
(@@microsoftversion / 0x1000000) & Oxff AS [VersionMajor]
go
SELECT
s.name AS [Name]
FROM
sys.schemas AS s
ORDER BY
[Name] ASC
2o
SELECT
tr .name AS [Name],
tr.object_id AS [ID],
CAST(

tr.is_ms_shipped

AS bit) AS [IsSystemObject],

CASE WHEN tr.type = N'TR' THEN 1 WHEN tr.type = N'TA' THEN 2 ELSE 1 END AS |
ImplementationType],
CAST(CASE WHEN ISNULL (smtr. definition , ssmtr.definition) IS NULL THEN 1 ELSE 0
END AS bit) AS [IsEncrypted]
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238 FROM

239 sys.triggers AS tr

240 LEFT OUTER JOIN sys.sql_-modules AS smtr ON smtr.object_id = tr.object_id

241 LEFT OUTER JOIN sys.system_sql-modules AS ssmtr ON ssmtr.object_id = tr.
object_id

242 WHERE

243 (tr.parent_class = 0)

244 ORDER BY

245  [Name] ASC

246 go

247 SELECT

248 u.name AS [Name],

249 u.principal_id AS [ID],

250 ISNULL (ak.name,N'") AS [AsymmetricKey],

251 ISNULL(cert.name,N'') AS [Certificate],

252 ISNULL(suser_sname (u.sid) ,N'") AS [Login],

253

254 CASE

255 WHEN N'C' = u.type THEN 1

256 WHEN N'K' = u.type THEN 2

257 WHEN N'S' = u.type AND SUSERSNAME(u.sid) is null AND u.
authentication_type != 2 THEN 3

258 ELSE 0 END

259 AS [UserType]

260 FROM

261 sys.database_principals AS u

262 LEFT OUTER JOIN sys.asymmetric_keys AS ak ON ak.sid = u.sid
263 LEFT OUTER JOIN sys.certificates AS cert ON cert.sid = u.sid
264 WHERE

265 (u.type in ('U', 'S', 'G', 'C', 'K' ,'E', 'X"))

266 ORDER, BY

267  [Name] ASC

268 go

269 SELECT CASE WHEN has_dbaccess (N'Netflix Prize Data ALPHA') = 1 THEN 'true' ELSE
'false ' END

270 go

271  SELECT

272 (select schema_name()) AS [DefaultSchema]

273  go

274  SELECT

275 SCHEMANAME( tbl.schema_id) AS [Schema],

276 tbl.name AS [Name],

277  tbl.object_-id AS [ID]

278 FROM

279 sys.tables AS tbl

280 ORDER BY

281  [Schema] ASC,[Name] ASC

282 go

283 SELECT

284 SCHEMANAME( obj.schema_id) AS [Schema],

285  obj.name AS [Name],

286  obj.object_-id AS [ID],

287 usrt.name AS [DataType],

288 ISNULL(baset.name, N'') AS [SystemType],

289 CAST(CASE WHEN baset.name IN (N'nchar', N'nvarchar') AND ret_param.max_length
<> —1 THEN ret_param.max_length/2 ELSE ret_param.max_length END AS int) AS |
Length],

290 CAST(ret_-param.precision AS int) AS [NumericPrecision],

291 CAST(ret_param.scale AS int) AS [NumericScale],
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292
293
294

295
296
297
298

299
300

301

302

303

304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342

ISNULL ( xscret_param .name, N'') AS [XmlSchemaNamespace] ,
ISNULL(s2ret_param .name, N'') AS [XmlSchemaNamespaceSchemal]

ISNULL( (case ret_param.is_xml document when 1 then 2 else 1 end), 0) AS |
XmlDocumentConstraint | ,

slret_param .name AS [DataTypeSchema]

FROM

sys.objects AS obj

LEFT OUTER JOIN sys.all_parameters AS ret_param ON ret_param.object_id = obj.
object_id and ret_param.is_output = 1

LEFT OUTER JOIN sys.types AS usrt ON usrt.user_type_id = ret_param.user_type_id
LEFT OUTER JOIN sys.types AS baset ON (baset.user_type_-id = ret_param.
system_type_id and baset.user_type_id = baset.system_type_id) or ((baset.
system_type_id = ret_param.system_type_id) and (baset.user_type_-id = ret_param.
user_type_id) and (baset.is_user_defined = 0) and (baset.is_assembly_type = 1))
LEFT OUTER JOIN sys.xml_schema_collections AS xscret_param ON xscret_param .
xml_collection_id = ret_param.xml_collection_id

LEFT OUTER JOIN sys.schemas AS s2ret_param ON s2ret_param .schema_id =
xscret_param .schema_id

LEFT OUTER JOIN sys.schemas AS slret_param ON slret_param.schema_id = usrt.
schema_id

WHERE

(obj.type=N'AF")

ORDER BY

[Schema] ASC,[Name] ASC

go

SELECT

SCHEMA NAME( s . schema_id) AS [Schema],

s.name AS [Name],

s.object_id AS [ID],

N'' AS [BaseDatabase],

N'' AS [BaseObject],
N'' AS [BaseSchemal],
N'' AS [BaseServer],

CASE OBJECTPROPERTYEX(s.object_id , 'BaseType ")
WHEN N'U' THEN 1
WHEN N'V' THEN 2
WHEN N'P' THEN 3
WHEN N'FN' THEN 4
WHEN N'TF' THEN 5
WHEN N'IF ' THEN 6
WHEN N'X' THEN 7
WHEN N'RF' THEN 8
WHEN N'PC' THEN 9
WHEN N'FS' THEN 10
WHEN N'FT' THEN 11
WHEN N'AF' THEN 12 ELSE 0 END
AS [BaseType],

s.base_object_-name AS [BaseObjectName]

FROM

sys.synonyms AS s

ORDER BY

[Schema] ASC,[Name] ASC

go

SELECT

SCHEMA NAME( xproc . schema_id) AS [Schema],

xproc.name AS [Name],

xproc.object_id AS [ID],

CAST(
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343 xproc.is_ms_shipped

344 AS bit) AS [IsSystemObject ]
345 FROM

346  sys.all_objects AS xproc

347 WHERE

348 (xproc.type='X")

349 ORDER BY

350 [Schema] ASC,[Name] ASC

351 go

352 SELECT

353  sst.name AS [Schema],

354 st .name AS [Name]

355 FROM

356  sys.types AS st

357 INNER JOIN sys.schemas AS sst ON sst.schema_id = st.schema_id

358 WHERE

359 (st.schema_id!=4 and st.system_type_id!=240 and st.user_type_id != st.
system_type_id and st.is_table_type != 1)

360 ORDER BY

361 [Schema] ASC,[Name] ASC

362 go

363 SELECT

364 SCHEMANAME( tt.schema_id) AS [Schema],

365 tt.name AS [Name]

366 FROM

367 sys.table_types AS tt

368 INNER JOIN sys.schemas AS stt ON stt.schema_id = tt.schema_id

369 ORDER BY

370  [Schema] ASC,[Name] ASC

371  go

372 SELECT

373  satypes.name AS [Schema],

374 atypes.name AS [Name]

375 FROM

376  sys.assembly_types AS atypes

377 INNER JOIN sys.assemblies AS asmbl ON (asmbl.assembly_id = atypes.assembly_id)
and (atypes.is_user_defined = 1)

378 INNER JOIN sys.schemas AS satypes ON satypes.schema_id = atypes.schema_id

379 ORDER BY

380 [Schema] ASC,[Name] ASC

381 go

382 use [Netflix Prize Data ALPHA]
383 go

384 SELECT @QQ@SPID;

385 go

386 SELECT

387 TABLE NAME

388 FROM

389 [Netflix Prize Data ALPHA].TABLES
390 go

391 SELECT @Q@SPID;

392 go

393 SELECT

394 *

395 FROM

396 INFORMATION_SCHEMA . TABLES

397  go

398 use [Netflix Prize Data ALPHA]
399 go
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400 SELECT @Q@SPID;

401 go

402 SELECT

403 TABLENAME,

404  COLUMNNAME

405 FROM

406 INFORMATION_SCHEMA . COLUMNS
407 go

408 SELECT @Q@SPID;

409 go

410 SELECT

411 *

412  FROM

413 INFORMATION_SCHEMA . TABLES;
414  go

415 SELECT

416 dtb.name AS [Name],

417 dtb.database_id AS [ID],

418 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
419 FROM

420  master.sys.databases AS dtb

421 ORDER BY

422 [Name] ASC

423 go

424 use [Netflix Prize Data ALPHA]

425  go

426 SET DEADLOCK PRIORITY —10

427  go

428 SELECT target_data

429 FROM sys .
dm_xe_session_targets xet WITH(nolock)

430 JOIN sys.
dm_xe_sessions xes WITH(nolock)

431 ON xes.
address = xet.event_session_address

432 WHERE xes .
name = 'telemetry_xevents'

433 AND xet .
target_name = 'ring_buffer'

434  go

435 SET DEADLOCK PRIORITY —10

436 go

437 if not exists (select x from sys.dm_xe_sessions where name = 'telemetry_xevents
1
)

438 alter event session telemetry_-xevents on server state=start

439  go

440 SELECT @Q@SPID;

441  go

442 select schema_name(t.schema_id) as schema_name,

443 t .name as table_name ,

444 t.create_date ,

445 t. modify_date

446  from sys.tables t

447  where schema_name(t.schema.id) = 'Netflix Prize Data ALPHA' — put schema name
here

448 order by table_name;

449  go

450 SELECT @Q@SPID;

451 go
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452  select schema_name(t.schema_id) as schema_name,

453 t .name as table_name ,

454 t.create_date ,

455 t. modify_date

456  from sys.tables t

457 where table_.name = 'Netflix Prize Data ALPHA' — put schema name here
458 order by table_name;

459 go

460 SELECT

461  dtb.name AS [Name],

462 dtb.database_id AS [ID],

463 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
464 FROM

465 master.sys.databases AS dtb

466 ORDER BY

467  [Name] ASC

468 go

469 SELECT @Q@SPID;

470 go

471  select schema name(t.schema_id) as schema_name,
472 t.name as table_name,

473 t.create_date ,

474 t. modify_date

475  from sys.tables t

476 —where t.table.name = 'Netflix Prize Data ALPHA' — put schema name here
477 order by table_name;

478  go

479  SELECT

480 dtb.name AS [Name],

481 dtb.database_id AS [ID],

482 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
483 FROM

484  master.sys.databases AS dtb

485 ORDER BY

486  [Name] ASC

487 go

488 SELECT @QQ@SPID;
489 go

490

491 select =*
492  from sys.tables t
493 order by table_name;

494  go

495 SELECT @Q@SPID;
496 go

497

498 select =*
499 from sys.tables ;

500 go
501 use [Netflix Prize Data ALPHA]
502 go

503 SELECT @QQ@SPID;

504 go

505

506 SELECT

507 *

508 FROM

509 SYSOBJECTS

510 WHERE
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511 xtype = 'U';
512

513 go

514 SELECT @Q@SPID;
515 go

516

517 SELECT

518 name ,

519 crdate

520 FROM

521 SYSOBJECTS
522  WHERE

523 xtype = 'U';
524

525 go

526 SELECT

527 dtb.name AS [Name],

528 dtb.database_id AS [ID],

529 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
530 FROM

531  master.sys.databases AS dtb

532  ORDER BY

533  [Name] ASC

534 go

535 SELECT @Q@SPID;

536  go

537

538 SELECT

539 *

540  FROM

541 INFORMATION_SCHEMA . TABLES;

542

543 go

544 SET DEADLOCK_PRIORITY —10

545 go

546 SELECT target_data

547 FROM sys .
dm_xe_session_targets xet WITH(nolock)

548 JOIN sys.
dm_xe_sessions xes WITH(nolock)

549 ON xes.
address = xet.event_session_address

550 WHERE xes .
name = 'telemetry_xevents'

551 AND xet .
target_name = 'ring_buffer'

552  go

553 SET DEADLOCK_PRIORITY —10

554  go

555 if not exists (select * from sys.dm_xe_sessions where name = 'telemetry_xevents
!
)

506 alter event session telemetry_xevents on server state=start

557 go

558 SET LOCK.TIMEOUT 10000

559 go

560 DECLARE @edition sysname;

561 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

562 SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',
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563 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

564 SERVERPROPERTY('ProductVersion') AS ProductVersion,

565 ~@QQMICROSOFTVERSION AS MicrosoftVersion ;

566 select host_platform from sys.dm_os_host_info

567 if @edition = N'SQL Azure'

568 select 'TCP' as ConnectionProtocol

569 else

570 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

572 go

573 IF OBJECTID (N'[sys].[database_query_store_options]') IS NOT NULL BEGIN SELECT
ISNULL(actual_state , —2) FROM sys.database_query_store_options; IF EXISTS (
SELECT TOP(1) 1 FROM sys.query_store_runtime_stats) SELECT 1 ELSE SELECT 0; END

574  go
575 SET LOCK.-TIMEOUT 10000
576  go

577 DECLARE @edition sysname;

578 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

579 SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

580 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

581 SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

582  @QMICROSOFTVERSION AS MicrosoftVersion ;

583 select host_platform from sys.dm_os_host_info

584 if @edition = N'SQL Azure'

585 select '"TCP' as ConnectionProtocol

586 else

587 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

588

589 go

590 use [Netflix Prize Data ALPHA]
591  go

592  SET LOCK.TIMEOUT 10000

993 go

594 DECLARE @edition sysname;

595 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

596 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

597 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

598 SERVERPROPERTY( 'ProductVersion') AS ProductVersion ,

599  @QQ@MICROSOFTVERSION AS MicrosoftVersion ;

600 select host_platform from sys.dm_os_host_info

601 if @edition = N'SQL Azure'

602 select '"TCP' as ConnectionProtocol

603 else

604 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

605

606 go

607 use [Netflix Prize Data ALPHA]
608 go

609 SET LOCK.TIMEOUT 10000

610 go

611 DECLARE @edition sysname;

612 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

613 SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',
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614 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,
615 SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

616 Q@MICROSOFTVERSION AS MicrosoftVersion ;

617 select host_platform from sys.dm_os_host_info

618 if @edition = N'SQL Azure'

619 select 'TCP' as ConnectionProtocol

620 else

621 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

622

623 go

624 use [Netflix Prize Data ALPHA]

625 go

626 SET LOCK.TIMEOUT 10000

627 go

628 DECLARE @edition sysname;

629 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

630 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

631 SERVERPROPERTY('EngineEdition') AS DatabaseEngineEdition ,

632 SERVERPROPERTY( ' ProductVersion') AS ProductVersion,

633  QQ@MICROSOFTVERSION AS MicrosoftVersion;

634 select host_platform from sys.dm_os_host_info

635 if @edition = N'SQL Azure'

636 select '"TCP' as ConnectionProtocol

637 else

638 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

639

640 go

641 use [Netflix Prize Data ALPHA]
642 go

643 DECLARE @edition sysname;

644 SET @Qedition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

645 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

646 SERVERPROPERTY('EngineEdition') AS DatabaseEngineEdition ,

647 SERVERPROPERTY( ' ProductVersion') AS ProductVersion

648 @Q@MICROSOFTVERSION AS MicrosoftVersion ;

649 select host_platform from sys.dm_os_host_info

650 if @edition = N'SQL Azure'

651 select '"TCP' as ConnectionProtocol

652 else

653 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY (' 'net_transport'')) as
ConnectionProtocol ")

654

655 go

656 use [Netflix Prize Data ALPHA]

657 go

658 SELECT QQ@SPID;

659 go

660 select * from [dbo].[MovieTitles$];
661 go

662 use [Netflix Prize Data ALPHA]

663 go

664 SELECT @Q@SPID;

665 go

666 select * from [dbo].[TrainingData$];
667 go
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668 SELECT @Q@SPID;

669 go
670 select * from [dbo].[MovieTitles$];
671 go

672 SELECT QQ@SPID;

673 go

674 select x from [dbo].[TrainingData$];
675 go

676 SELECT

677 dtb.name AS [Name],

678 dtb.database_id AS [ID],

679 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
680 FROM

681 master.sys.databases AS dtb

682 ORDER BY

683 [Name| ASC

684 go

685 SELECT @QQ@SPID;

686 go

687 select count (1) from [dbo].[MovieTitles$];

688 go

689 SELECT @Q@SPID;

690 go

691 select count(1l) from [dbo].[TrainingData$]; —
692 go

B.2 Re-identification Attempt Query Sample

1 SET LOCK.TIMEOUT 10000

2 go

3 DECLARE @edition sysname;

4 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

5 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

6 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

7 SERVERPROPERTY( ' ProductVersion') AS ProductVersion ,

8 @AMICROSOFTVERSION AS MicrosoftVersion;

9 select host_platform from sys.dm_os_host_info

10 if @edition = N'SQL Azure'

11 select '"TCP' as ConnectionProtocol

12 else

13 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

14

15 go

16 IF OBJECTID (N'[sys].[database_query_store_options]') IS NOT NULL BEGIN SELECT
ISNULL(actual_state , —2) FROM sys.database_query_store_options; IF EXISTS (
SELECT TOP(1) 1 FROM sys.query-store_runtime_stats) SELECT 1 ELSE SELECT 0; END

17 go

18 SELECT

19  dtb.name AS [Name],

20 dtb.database_id AS [ID],

21 CAST(has_dbaccess(dtb.name) AS bit) AS [IsAccessible]

22 FROM

23  master.sys.databases AS dtb

24 ORDER BY
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25  [Name] ASC

26 go
27  SET LOCKTIMEOUT 10000
28 go

29 DECLARE @edition sysname;

30 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

31 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

32 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

33  SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

34  @AMICROSOFTVERSION AS MicrosoftVersion ;

35 select host_platform from sys.dm_os_host_info

36 if @edition = N'SQL Azure'

37 select '"TCP' as ConnectionProtocol

38 else

39 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY( ' 'net_transport'')) as
ConnectionProtocol ")

40

41 go

42 use [Netflix Prize Data BETA]
43 go

44 SET LOCK.TIMEOUT 10000

45 go

46 DECLARE @edition sysname;

47  SET @Qedition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

48 SELECT case when @Qedition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

49 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

50 SERVERPROPERTY( 'ProductVersion') AS ProductVersion ,

51  @AMICROSOFTVERSION AS MicrosoftVersion;

52  select host_platform from sys.dm_os_host_info

53 if @edition = N'SQL Azure'

54 select '"TCP' as ConnectionProtocol

55 else

56 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as

ConnectionProtocol ")

57

58  go

59 use [Netflix Prize Data BETA]
60 go

61 SET LOCKTIMEOUT 10000

62 go

63 DECLARE @edition sysname;

64 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

65 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

66 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

67 SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

68 @AMICROSOFTVERSION AS MicrosoftVersion ;

69 select host_platform from sys.dm_os_host_info

70 if @edition = N'SQL Azure'

71 select '"TCP' as ConnectionProtocol

72 else

73 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

74

75 go

76 use [Netflix Prize Data BETA]
77T go
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78 SET LOCKTIMEOUT 10000

79 go

80 DECLARE @edition sysname;

81 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

82 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

83 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

84 SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

85 @QAQMICROSOFTVERSION AS MicrosoftVersion ;

86 select host_platform from sys.dm_os_host_info

87 if @edition = N'SQL Azure'

88 select '"TCP' as ConnectionProtocol

89 else

90 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY(''net_transport'')) as
ConnectionProtocol ")

91

92  go

93 use [Netflix Prize Data BETA]
94 go

95 DECLARE @edition sysname;

96 SET @edition = cast (SERVERPROPERTY (N'EDITION') as sysname) ;

97 SELECT case when @edition = N'SQL Azure' then 2 else 1 end as '
DatabaseEngineType ',

98 SERVERPROPERTY( 'EngineEdition') AS DatabaseEngineEdition ,

99 SERVERPROPERTY( 'ProductVersion') AS ProductVersion,

100  @QAQMICROSOFTVERSION AS MicrosoftVersion;

101 select host_platform from sys.dm_os_host_info

102 if @edition = N'SQL Azure'

103 select '"TCP' as ConnectionProtocol

104 else

105 exec ('select CONVERT(nvarchar (40) ,CONNECTIONPROPERTY( ''net_transport'')) as
ConnectionProtocol ")

106

107 go

108 SELECT @QSPID;

109 go

110 select * from [dbo].[IMDb$];
111  go

112 SELECT dtb.name AS [Name], dtb.state AS [State] FROM master.sys.databases dtb
113 go
114 SELECT dtb.name AS [Name], dtb.state AS [State] FROM master.sys.databases dtb

115 go

116  SELECT dtb.name AS [Name], dtb.state AS [State] FROM master.sys.databases dtb
117  go

118 SELECT dtb.name AS [Name], dtb.state AS [State] FROM master.sys.databases dtb
119 go

120  SET NOEXEC, PARSEONLY, FMTONLY OFF

121  go

122 SET SHOWPLAN.TEXT OFF

123 go

124  SET SHOWPLAN_ALL OFF

125 go

126 SET SHOWPLAN XML OFF

127  go

128 use [Netflix Prize Data BETA]

129 go

130 SELECT dtb.name AS [Name], dtb.state AS [State] FROM master.sys.databases dtb
131 go

132 use [Netflix Prize Data BETA]
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133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171

172

173
174
175
176

177
178
179
180
181
182
183
184
185
186
187
188

go
SELECT

rl .name AS [Name]

FROM

sys.database_principals AS rl
WHERE

(rl.type = 'A")

ORDER BY

[Name] ASC

go

use [Netflix Prize Data BETA]
go

SELECT

rl .name AS [Name]

FROM

sys.database_principals AS rl
WHERE

(rl.type = 'R")

ORDER BY

[Name] ASC

go

use [Netflix Prize Data BETA]
go

SELECT

s.name AS [Name]

FROM

sys.schemas AS s

ORDER BY

[Name] ASC

go

use [Netflix Prize Data BETA]
go

SELECT

tr.name AS [Name],
tr.object_id AS [ID],

CAST(

tr.is_ms_shipped
AS bit) AS [IsSystemObject],

CASE WHEN tr.type = N'TR' THEN 1 WHEN tr.type = N'TA' THEN 2 ELSE 1 END AS |

ImplementationType],

CAST(CASE WHEN ISNULL (smtr. definition , ssmtr.definition) IS NULL THEN 1 ELSE 0

END AS bit) AS [IsEncrypted]
FROM
sys.triggers AS tr

LEFT OUTER JOIN sys.sql-modules AS smtr ON smtr.object_-id = tr.object_id
LEFT OUTER JOIN sys.system_sql_modules AS ssmtr ON ssmtr.object_id = tr.

object_id

WHERE

(tr.parent_class = 0)
ORDER BY

[Name| ASC

go

use [Netflix Prize Data BETA]
go

SELECT

u.name AS [Name],
u.principal_id AS [ID],

ISNULL (ak .name ,N'') AS [AsymmetricKey],
ISNULL( cert .name,N'') AS [Certificate],
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189 ISNULL(suser_sname (u.sid) ,N'') AS [Login],

190

191 CASE

192 WHEN N'C' = u.type THEN 1

193 WHEN N'K' = u.type THEN 2

194 WHEN N'S' = u.type AND SUSERSNAME(u.sid) is null AND u.
authentication_type != 2 THEN 3

195 ELSE 0 END

196 AS [UserType]

197  FROM

198 sys.database_principals AS u

199 LEFT OUTER JOIN sys.asymmetric_keys AS ak ON ak.sid = u.sid
200 LEFT OUTER JOIN sys.certificates AS cert ON cert.sid = u.sid
201 WHERE

202  (u.type in ('U', 'S', 'G', 'C', 'K' ,'E', 'X"))

203 ORDER BY

204 [Name] ASC

205 go

206 use [Netflix Prize Data BETA]

207 go

208 SELECT CASE WHEN has_dbaccess (N'Netflix Prize Data BETA') = 1 THEN 'true' ELSE
'false ' END

209 go

210  use [Netflix Prize Data BETA]J;

211  go

212 SELECT

213 (select schema_name()) AS [DefaultSchema]

214  go

215 use [master];

216 go

217 use [Netflix Prize Data BETA]

218 go

219 SELECT

220 SCHEMANAME( tbl.schema_id) AS [Schema],

221  tbl.name AS [Name],

222  tbl.object_id AS [ID]

223 FROM

224 sys.tables AS tbl

225 ORDER BY

226 [Schema] ASC,[Name] ASC

227  go

228 SELECT

229 SCHEMANAME( obj.schema_id) AS [Schema],

230 obj.name AS [Name],

231  obj.object_-id AS [ID],

232 usrt.name AS [DataType],

233 ISNULL(baset.name, N'') AS [SystemType],

234  CAST(CASE WHEN baset.name IN (N'nchar', N'nvarchar') AND ret_param.max_length
<> —1 THEN ret_param.max_length/2 ELSE ret_param.max_length END AS int) AS |
Length],

235 CAST(ret_param. precision AS int) AS [NumericPrecision],

236 CAST(ret_-param.scale AS int) AS [NumericScale],

237 ISNULL(xscret_param .name, N'') AS [XmlSchemaNamespace] ,

238 ISNULL(s2ret_param .name, N'') AS [XmlSchemaNamespaceSchema]

239 ISNULL( (case ret_param.is_xml_document when 1 then 2 else 1 end), 0) AS |
XmlDocumentConstraint | ,

240  slret_param .name AS [DataTypeSchema ]

241 FROM

242  sys.objects AS obj
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243

244
245

246

247

248

249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294

LEFT OUTER JOIN sys.all_parameters AS ret_param ON ret_param.object_id = obj.
object_id and ret_param.is_output = 1

LEFT OUTER JOIN sys.types AS usrt ON usrt.user_type_id = ret_param.user_type_id
LEFT OUTER JOIN sys.types AS baset ON (baset.user_-type_-id = ret_param.
system_type_id and baset.user_type_-id = baset.system_type_id) or ((baset.
system_type_id = ret_param.system_type_id) and (baset.user_type_id = ret_param.
user_type_id) and (baset.is_user_defined = 0) and (baset.is_assembly_type = 1))
LEFT OUTER JOIN sys.xml_schema_collections AS xscret_param ON xscret_param.
xml_collection_id = ret_param.xml_collection_id

LEFT OUTER JOIN sys.schemas AS s2ret_param ON s2ret_param .schema_id =
xscret_param .schema_id

LEFT OUTER JOIN sys.schemas AS slret_param ON slret_param.schema_id = usrt.
schema_id

WHERE

(obj.type=N'AF")

ORDER BY

[Schema] ASC,[Name] ASC

go

SELECT

SCHEMA NAME( s . schema_id) AS [Schema],

s.name AS [Name] ,

s.object_id AS [ID],

N'' AS [BaseDatabase],

N'' AS [BaseObject],
N'' AS [BaseSchema],
N'' AS [BaseServer],

CASE OBJECTPROPERTYEX(s.object_id , 'BaseType')
WHEN N'U' THEN 1
WHEN N'V' THEN 2
WHEN N'P' THEN 3
WHEN N'FN' THEN 4
WHEN N'TF' THEN 5
WHEN N'IF' THEN 6
WHEN N'X' THEN 7
WHEN N'RF' THEN 8
WHEN N'PC' THEN 9
WHEN N'FS' THEN 10
WHEN N'FT' THEN 11
WHEN N'AF' THEN 12 ELSE 0 END
AS [BaseType],

s.base_object_.name AS [BaseObjectName]

FROM

sys.synonyms AS s

ORDER BY

[Schema] ASC,[Name] ASC

go

SELECT

SCHEMA NAME( xproc . schema_id) AS [Schema],

xproc.name AS [Name],

xproc.object_id AS [ID],

CAST(
xproc.is_ms_shipped

AS bit) AS [IsSystemObject ]
FROM
sys.all_objects AS xproc
WHERE
(xproc.type='X")
ORDER BY
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295  [Schema] ASC,[Name] ASC

296 go

297 SELECT

298  sst.name AS [Schema],

299  st.name AS [Name]

300 FROM

301 sys.types AS st

302 INNER JOIN sys.schemas AS sst ON sst.schema_id = st.schema_id

303 WHERE

304 (st.schema_id!=4 and st.system_type_-id!=240 and st.user_type_-id != st.
system_type_id and st.is_table_type != 1)

305 ORDER BY

306  [Schema] ASC,[Name] ASC

307 go

308 SELECT

309 SCHEMANAME(tt.schema_id) AS [Schema],

310 tt.name AS [Name]

311  FROM

312 sys.table_types AS tt

313 INNER JOIN sys.schemas AS stt ON stt.schema_id = tt.schema_id

314 ORDER BY

315  [Schema] ASC,[Name] ASC

316 go

317 SELECT

318 satypes.name AS [Schema]

319 atypes.name AS [Name]

320  FROM

321 sys.assembly_types AS atypes

322 INNER JOIN sys.assemblies AS asmbl ON (asmbl.assembly_id = atypes.assembly_id)
and (atypes.is_user_defined = 1)

323 INNER JOIN sys.schemas AS satypes ON satypes.schema_id = atypes.schema_id

324  ORDER BY

325  [Schema] ASC,[Name] ASC

326 go
327 SELECT QQ@SPID;

328 go

329 select =« from [dbo ] . [IMDb$]

330

331 go

332 use [Netflix Prize Data BETA]

333 go

334  use [Netflix Prize Data BETA]

335 go

336 SELECT QQ@SPID;

337  go

338 select * from [dbo].[MovieTitles$];
339 go

340 SELECT @Q@SPID;

341 go

342  select # from [dbo].[TrainingData$];
343 go

344  SELECT @QQ@SPID;

345 go

346

347 SELECT

348 *

349 FROM

350 INFORMATION_SCHEMA . TABLES;
351
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352 go

353 SELECT @@SPID;

354 go

355 SELECT

356 name ,

357 crdate

358 FROM

359 SYSOBJECTS

360 WHERE

361 xtype = 'U';

362

363 go

364 SET DEADLOCK_PRIORITY —10

365 go

366 SELECT target_data

367 FROM sys .
dm_xe_session_targets xet WITH(nolock)

368 JOIN sys.
dm_xe_sessions xes WITH(nolock)

369 ON xes.
address = xet.event_session_address

370 WHERE xes .
name = 'telemetry_xevents'

371 AND xet .
target_name = 'ring_buffer'

372  go

373 SET DEADLOCK PRIORITY —10

374 go

375 if not exists (select x from sys.dm_xe_sessions where name = 'telemetry_xevents
1
)

376 alter event session telemetry_xevents on server state=start

377 go

378 SELECT

379 dtb.name AS [Name],

380 dtb.database_id AS [ID],

381 CAST(has_dbaccess(dtb.name) AS bit) AS [IsAccessible]
382 FROM

383 master.sys.databases AS dtb

384 ORDER BY

385  [Name] ASC

386 go

387 use [Netflix Prize Data BETA]

388 go

389 use [Netflix Prize Data BETA]

390 go

391 use [Netflix Prize Data BETA]

392 go

393 SELECT @Q@SPID;

394 go

395 select schema_name(tab.schema_id) as schema_name,
396 tab.name as table_name ,

397 col.column_id ,

398 col .name as column_name,

399 t .name as data_type,

400 col.max_length ,

401 col.precision

402 from sys.tables as tab

403 inner join sys.columns as col

404 on tab.object_id = col.object_id
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405 left join sys.types as t

406 on col.user_type_id = t.user_type_id
407 order by schema_name,

408 table_name ,

409 column_id ;

410 go

411 SELECT

412 dtb.name AS [Name],

413  dtb.database_id AS [ID],

414  CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
415 FROM

416  master.sys.databases AS dtb

417  ORDER BY

418  [Name] ASC

419 go
420 SELECT @Q@SPID;
421 go

422 select * from IMDb$ I, MovieTitles$ M , TrainingData$ T where
423 1.Ratings=T.Grade

424  and M. Title= T. Movies

425 and I.[Date ]= T.[Date of Grade]

426 go

427  SET DEADLOCK PRIORITY —10

428 go

429 SELECT target_data

430 FROM sys .
dm_xe_session_targets xet WITH(nolock)

431 JOIN sys.
dm_xe_sessions xes WITH(nolock)

432 ON xes.
address = xet.event_session_address

433 WHERE xes .
name = 'telemetry_xevents'

434 AND xet .
target_name = 'ring_buffer'

435 go

436 SET DEADLOCK_PRIORITY —10

437 go

438 if not exists (select * from sys.dm-_xe_sessions where name = 'telemetry_xevents
1
)

439 alter event session telemetry_xevents on server state=start

440 go

441 SELECT

442 dtb.name AS [Name],

443 dtb.database_id AS [ID],

444  CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
445 FROM

446  master.sys.databases AS dtb

447 ORDER BY

448  [Name] ASC

449  go
450 SELECT @Q@SPID;
451 go

452 select I.[Usernames |, M.Title, T.[User ID] , T.Grade from IMDb$ I,
MovieTitles$ M , TrainingData$ T where

453  I.Ratings=T.Grade

454  and M. Title= T.Movies

455 and I.[Date ]= T.[Date of Grade]

456
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457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483

484
485
486
487
488
489
490
491
492

493

494

495

496

497
498
499
500

501
502
503
504
505
506
507
508

go
SELECT @@SPID;

g0

select % from IMDb$ I, MovieTitles$ M , TrainingData$ T where
I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date ]= T.[Date of Grade];

go

SELECT

dtb.name AS [Name],

dtb.database_id AS [ID],

CAST(has_dbaccess (dtb .name) AS bit) AS [IsAccessible]

FROM

master.sys.databases AS dtb
ORDER BY

[Name| ASC

go

SELECT @@SPID;

2o

select * from IMDb$ I, MovieTitles$ M , TrainingData$ T where
I.Ratings=T. Grade
—and M. Title= T. Movies
and I.[Date ]= T.[Date of Grade];
go
SELECT @@QSPID;
go
select distinct I.[Usernames |, M. Title, T.[User ID] , T.Grade from IMDb$ I,
MovieTitles$ M , TrainingData$ T where
I.Ratings=T. Grade
and M. Title= T.Movies
and I.[Date |= T.[Date of Grade]

go
SET DEADLOCK_PRIORITY —10
go
SELECT target_data

FROM sys .
dm_xe_session_targets xet WITH(nolock)

JOIN sys.
dm_xe_sessions xes WITH(nolock)

ON xes.
address = xet.event_session_address

WHERE xes .
name = 'telemetry_xevents'

AND xet .
target_name = 'ring_buffer'
go
SET DEADLOCK_PRIORITY —10
go
if not exists (select % from sys.dm_xe_sessions where name = 'telemetry_xevents
1
)

alter event session telemetry_xevents on server state=start

go
SELECT

dtb.name AS [Name],

dtb.database_id AS [ID],

CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
FROM

master.sys.databases AS dtb
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550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566

ORDER BY

[Name] ASC

g0

SELECT @QSPID;

go

select distinct I.[Usernames ] from
where

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date ]= T.[Date of Grade] ;
go

SELECT @QSPID;

go

select distinct I.[Usernames |
go

SELECT @@SPID;

go

from

IMDb$ T,

IMDb$ I

MovieTitles$ M , TrainingData$ T

select distinct I.[Usernames ], M. Title, T.[User ID] ,

T.Grade from
I.Ratings=T. Grade
and M. Title= T. Movies
and I.[Date ]= T.[Date of Grade] ;

IMDb$ 1,

go
SELECT @@SPID;
go

select distinct

from

T.[User ID]

go

SELECT @Q@SPID;
go
select distinct

from

T.[User ID]

go

SELECT @QSPID;
go
select distinct

from

T.[User ID]

go

SELECT @QSPID;;

go

select
T.Grade from

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date ]= T.[Date of Grade] ;

go

SELECT

dtb.name AS [Name],

dtb.database_id AS [ID],

IMDb$ 1,

[dbo].[ TrainingData$ |;

[dbo].[ TrainingData$ |;

[dbo].[ TrainingData$] T;

MovieTitles$ M , TrainingData$ T where

distinct I.[Usernames |, M. Title, T.[User ID] |,
MovieTitles$ M , TrainingData$ T where

CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]

FROM

master.sys.databases AS dtb
ORDER BY

[Name] ASC

176



B.2. Re-identification Attempt Query Sample

567
568
569
570
571

o584
585
586
587
588
589
590
591
592
593
594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619

go
SET DEADLOCK_PRIORITY —10
go
SELECT target_data
FROM sys .
dm_xe_session_targets xet WITH(nolock)
JOIN sys.
dm_xe_sessions xes WITH(nolock)
ON xes.
address = xet.event_session_address
WHERE xes .
name = 'telemetry_xevents'
AND xet .
target_name = 'ring_buffer'
go
SET DEADLOCK_PRIORITY —10
go
if not exists (select % from sys.dm_xe_sessions where name = 'telemetry_xevents
1
)
alter event session telemetry_xevents on server state=start
go
SELECT @QSPID;
go

select distinct I.[Usernames |, M. Title, count(T.[User ID])
from IMDb$ I, MovieTitles$ M , TrainingData$ T where

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date |= T.[Date of Grade]

group by distinct I.[Usernames |, M. Title;

go

SELECT @@SPID;

go

select distinct I.[Usernames |, M. Title, count(T.[User ID])
from IMDb$ I, MovieTitles§ M , TrainingData$ T where

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date |= T.[Date of Grade]

group by I.[Usernames |, M. Title;

go

SELECT @@SPID;

go

select distinct I.[Usernames |, M. Title, count(T.[User ID]) Num USERID
from IMDb$ I, MovieTitles§ M , TrainingData$ T where

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date |= T.[Date of Grade]

group by I.[Usernames |, M. Title;

go

SELECT @@SPID;

go

select distinct I.[Usernames |, M. Title, count(T.[User ID]) Num USERID
from IMDb$ I, MovieTitles§ M , TrainingData$ T where

I.Ratings=T. Grade

and M. Title= T.Movies

and I.[Date |= T.[Date of Grade]

group by I.[Usernames |, M. Title

group by Num_USERID ;

go

SELECT @@SPID;
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620 go
621 select distinct I.[Usernames |, M. Title, count(T.[User ID]) Num_USERID
622 from IMDb$ I, MovieTitles$ M , TrainingData$ T where

623 1.Ratings=T.Grade

624 and M. Title= T.Movies

625 and I.[Date ]= T.[Date of Grade]
626  group by I.[Usernames |, M. Title
627 order by Num_USERID ;

628 go

629 SELECT

630 dtb.name AS [Name],

631 dtb.database_id AS [ID],

632 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
633 FROM

634 master.sys.databases AS dtb

635 ORDER BY

636 [Name] ASC

637 go

638 SELECT @Q@SPID;

639 go

640 select distinct I.[Usernames |, count(T.[User ID]) Num_ USERID

641 from IMDb$ I, MovieTitles$ M , TrainingData$ T where

642 I.Ratings=T.Grade

643 and M. Title= T.Movies

644 and I.[Date |= T.[Date of Grade]
645 group by I.[Usernames |, M. Title
646  order by Num USERID ;

647 go

648 SELECT @Q@SPID;

649 go

650 select distinct I.[Usernames |, M. Title, T.[User ID] |,

651 T.Grade from IMDb$ I, MovieTitles$ M , TrainingData$ T where

652 I.Ratings=T.Grade
653 and M. Title= T.Movies
654 and I.[Date ]= T.[Date of Grade]| ;

655 go

656 SELECT @QQ@SPID;

657 go

658 select I.[Usernames |, count(T.[User ID]) Num_ USERID

659 from IMDb$ I, MovieTitles§ M , TrainingData$ T where

660 I.Ratings=T.Grade

661 and M. Title= T.Movies

662 and I.[Date |= T.[Date of Grade]
663 group by I.[Usernames |, M. Title
664 order by Num_USERID ;

665 go

666 SELECT @@SPID;

667 go

668

669 select I.[Usernames ], M. Title, T.[User ID] ,

670 T.Grade from IMDb$ I, MovieTitles$ M , TrainingData$ T where

671 I.Ratings=T.Grade

672 and M. Title= T.Movies

673 and I.[Date ]= T.[Date of Grade| ;

674 go

675 SELECT

676  dtb.name AS [Name],

677 dtb.database_id AS [ID],

678 CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]
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679 FROM

680 master.sys.databases AS dtb
681 ORDER BY

682  [Name] ASC

683 go
684 SET DEADLOCK_PRIORITY —10
685 go

686 SELECT target_data
687 FROM sys.dm_xe_session_targets xet WITH(nolock)
688 JOIN sys.dm_xe_sessions xes WITH(nolock)

689 ON xes.address = xet.event_session_address

690 WHERE xes.name = 'telemetry_xevents'

691 AND xet.target_.name = 'ring_buffer'

692 go

693 SET DEADLOCK_PRIORITY —10

694 go

695 if not exists (select x from sys.dm_xe_sessions where name = 'telemetry_xevents
1
)

696 alter event session telemetry_xevents on server state=start

697 go

698 SELECT

699 dtb.name AS [Name],

700 dtb.database_id AS [ID],

701 CAST(has_dbaccess(dtb.name) AS bit) AS [IsAccessible]
702 FROM

703 master.sys.databases AS dtb

704 ORDER BY

705  [Name] ASC

706 go

707 SELECT @QSPID;

708 go

709 select * from [dbo].[IMDb$] I where I.[Usernames | = 'bauer24@hotmail.co.uk';
710

711 go

712  SELECT @Q@SPID;

713  go

714  select = from [dbo].[TrainingData$] T where T.[User ID] = 'user 18'
715 go

716 SELECT @QSPID;

717  go

718 select x from [dbo].[TrainingData$] T where T.[User ID] = 'user 20'
719 go

720 SELECT @@QSPID;

721 go

722  select I.[Usernames ], count(T.[User ID]) Num USERID

723 from IMDb$ I, MovieTitles§ M , TrainingData$ T where

724 I.Ratings=T.Grade

725 and M. Title= T.Movies

726 and I.[Date ]= T.[Date of Grade]
727 group by I.[Usernames |, M. Title
728 order by Num_USERID ;

729

730 go

731 SELECT @QQSPID;

732  go

733 select I.[Usernames ]|, M.Title, T.[User ID] ,

734 T.Grade from IMDb$ I, MovieTitles$ M , TrainingData$ T where

735 I.Ratings=T.Grade
736 and M. Title= T.Movies
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737
738
739
740
741
742
743
744
745
746
47
748
749
750
751
752
753
754
755
756
by
758
759

760
761

and I.[Date |]= T.[Date of Grade] ;

go

SELECT

dtb.name AS [Name],

dtb.database_id AS [ID],

CAST(has_dbaccess (dtb.name) AS bit) AS [IsAccessible]

FROM

master . sys.databases AS dtb
ORDER BY

[Name| ASC

go

SET DEADLOCK PRIORITY —10
2o

SELECT target_data
FROM sys.dm_xe_session_targets xet WITH(nolock)
JOIN sys.dm_xe_sessions xes WITH(nolock)

ON xes.address = xet.event_session_address

WHERE xes.name = 'telemetry_xevents'

AND xet .target_name = 'ring_buffer'

2o

SET DEADLOCK PRIORITY —10

2o

if not exists (select * from sys.dm_xe_sessions where name = 'telemetry_xevents

")
alter event session telemetry_xevents on server state=start
go

Appendices[B.T]and[B.2)are one sample each from the Normal query dataset and Re-identification

query dataset respectively. The SQL query dataset for Appendix B in its entirety is available at

73]
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Python Implementation

C.1 Data Preparation and Labelling

# regex pattern to add space around special characters
space_adding_symbols_pat = re.compile(r" ([@\[\],=#\+\-\*x/[;\". O !%<>1)")

# reading through each row of the csv file and splitting contents into words
def read_data_and_label(filePath):
# reading file
data = pd.read_csv(filePath)
# setting class label to O tf mormal query and 1 for attack attempt queries
label = 0 if "normal" in filePath else 1
list_of _words=[]
# looping through each row of the csv file
for index, row in data.iterrows():
# reading through the colomns
for col in data.columns:
# getting the cell data
s = rowl[coll]
# if data is wvalid (a word and not an empty space)
if not pd.isnull(s):
# converting to string
s=str(s)
# adding space around special characters
spaced = space_adding_symbols_pat.sub(" \\1 ", s)
# splitting row into words and adding the list of words to dataset
list_of_words+=spaced.split()

clean_words=[]
for word in list_of_words:
if bool(word and not word.isspace()):
word=word.strip("'")
# replacing numbers with single token "<NUM>"
word = "<NUM>" if word.isdigit() else word
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clean_words. append (word)
return (clean_words,label)

# looping through each csv file and creating the dataset
rootdir = "/content/sqldataset"
X,y = [1,[]
c=0
for subdir, dirs, files in os.walk(rootdir):
for file in files:
#print os.path.join(subdir, file)
filepath = subdir + os.sep + file
if filepath.endswith(".csv"):
print(filepath)
words,label = read_data_and_label(filepath)
X.append (words)
Y.append(label)
c+=1

data = (X,Y)
# saving the dataset for future usage in pickled format
pickle.dump( data, open( "preprocessed_dataset.p", "wb" ) )

C.1.1 Random Word Masking Data Augmentation

#Loading previously preprocessed data
data = pickle.load( open( "/content/preprocessed_dataset.p", "rb" ) )

#setting the sequence length for slicing

fixed_length = 1000

#list new variables to store augmented data and their labels
aug_data, new_label = [],[]

#looping through each document

for index, doc in enumerate(datal[0]):
current_range = 0
#getting total words in the document
total_doc_words = len(doc)
#getting the label for the document
label = datal[1] [index]

#slicing the full document into a slice of 1000 words
while current_range < total_doc_words:
# 1f range is less than 1000 words, then break
if total_doc_words - current_range < fixed_length:
break
#getting the 1000 sliced words
sliced_word_list = doc[current_range: (current_range + fixed_length)]
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C.1. Data Preparation and Labelling

#adding the sliced words to the dataset (using newly defined variables)
aug_data.append(sliced_word_list)
new_label.append(label)

#creating 100 new data points with length 1000
for i in range(100):
#randomly gemerating 5/ indices to mask some words
random_list = random.sample(range(0, fixed_length), int(fixed_length*0.05))
#first, copying all words as they are
new_data = sliced_word_list.copy()

#looping through the indices and replacing some random words with the <MASK> token
for idx in random_list:
new_datal[idx] = "<MASK>"

#adding the newly masked data and tts label into the augmented dataset list

aug_data.append(new_data)

new_label.append(label)

#current_range is updated to point to the next 1000 words range
current_range += fixed_length

print(total_doc_words)

C.1.2 Word Cloud for Random Word Masking Data

SET

SERVERPROPERTY

Figure C.1: Word cloud for the normal class

183



Appendix C. Python Implementation
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Figure C.2: Word cloud for the re-identification attack class

C.1.3 Random Word Insertion Data Augmentation

#setting the sequence length for slicing

fixed_length = 1000

#list new variables to store augmented data and their labels

aug_data, new_label = [],[]

insertion_percentage = 0.05 # Percentage of tokens to be randomly inserted

for index, doc in enumerate(cleaned_doc):
current_range = 0
total_doc_words = len(doc)
label = datal1] [index]
print (index, len(doc))
while current_range < total_doc_words:
if total_doc_words - current_range < fixed_length:
break

sliced_word_list = doc[current_range: (current_range + fixed_length)]
aug_data.append(sliced_word_list)
new_label.append(label)

# creating 100 new data points with length 1000
for i in range(100):
#print ("t = ", 1)
# randomly generating 5/ indecies to mask some words
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C.1. Data Preparation and Labelling

random_list = random.sample(range(0, fixed_length), int(fixed_length*insertion_pe
# first, copying all words as they are
new_data = sliced_word_list.copy()

# looping through the indectes and replacing some random words with the <MASK> tc
for idx in random_list:
old_token = new_datal[idx]

new_token = get_similar_word(old_token)
new_datal[idx] = new_token

aug_data.append(new_data)
new_label.append(label)

current_range += fixed_length

print ("**x ", total_doc_words, len(aug_data))

C.1.4 Word Cloud for Random Word Insertion Data

Figure C.3: Word cloud for the normal class
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Figure C.4: Word cloud for the re-identification attack class

C.1.5 Tokenizer Feature Extraction

#creating tokenizer to convert words to features
def create_tokenizer(lines):
tokenizer = Tokenizer()
tokenizer.fit_on_texts(lines)
return tokenizer

#fitting and creating the tokenizer from the augmented data
tokenizer = create_tokenizer (aug_data)

#using the tokenizer to tokenize the words of each doc
X = tokenizer.texts_to_matrix(aug_data, mode='freq')

#saving tokenizer in pickled format for future usage
pickle.dump(tokenizer , open("tokenizer.p", "wb" ))

C.1.6 TF-IDF Feature Extraction

from sklearn.feature_extraction.text import CountVectorizer, TfidfVectorizer

tfidf = TfidfVectorizer()
#transform
tfidf_data = tfidf.fit_transform(df_sent)
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C.1. Data Preparation and Labelling

#create dataframe
tf_idf_dataframe=pd.DataFrame(tf_idf_data.toarray(),columns=tfidf.get_feature_names())

tf_idf_dataframe

# save tfIdf vectorizer
pickle.dump(tfidf, open("TfIdf.pickle", "wb"))
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Appendix D

Classification Experiment

D.1 Random Word Masking with Tokenizer
D.1.1 MLP Model Parameters

Model: "sequential”

Layer (type) Qutput Shape Param #
dense (Dense) {None, 5@@) 871508
dense_1 (Dense) {None, 1) 5@l

Total params: 272,861
Trainable params: 872,881
Non-trainable params: @

Figure D.1: MLP model parameters
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Appendix D. Classification Experiment

D.1.2 MLP Model Training

Epoch 1/18
187/187 - 4s
Epoch 2/1@
187/187 - 2s
Epoch 3/18
187/187 - 2s
Epoch 4/1@
187/187 - 2s
Epoch 5/18
187/187 - 2s
Epoch 6/18
187/187 - 2s
Epoch 7/18
187/187 - 2s
Epoch 8/18
187/187 - 2s
Epoch 9/18
187/187 - 2s
Epoch 18/18
187/187 - 2s

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

.5204 - accuracy: ©.742@ - val_loss: 8.3544 -
L2625 - accuracy: 8.9174 - val_loss: 8.2852 -
.1782 - accuracy: ©.9432 - val_loss: 8.1585 -
L1325 - accuracy: 8.9541 - val_loss: @.1295 -
.114@ - accuracy: ©.96@4 - val_loss: 8.1189 -
.1838 - accuracy: 8.9627 - val_loss: 8.9985 -
.@883 - accuracy: ©.9735 - val_loss: 8.0873 -
.8793 - accuracy: 8.9788 - val_loss: 8.8774 -
.8714 - accuracy: ©.9805 - val_loss: 8.8711 -
L8628 - accuracy: 8.9827 - val_loss: @.0617 -

val_accuracy: 8.
val_accuracy: 8.
val_accuracy: 8.
val_accuracy: 8.
val_accuracy: @.
val_accuracy: 8.
val_accuracy: @.
val_accuracy: 8.
val_accuracy: @.

val_accuracy: 8.

Figure D.2: MLP model training

D.1.3 MLP classification report

=== Classification Report ===

precision recall Ffl-score support

a a.97 1.ea @.99 1854

1 1.88 .97 @.99 1813

accuracy a.99 3667
macro avg .99 a.99 @.99 3667
weighted avg .29 .99 @.99 3667

=== Evaluation Metrics ===
Accuracy for Test : 8.986918280883556
Precision for Test : ©.98724062@7921667
Recall for Test : ©.986918288883556
Fl-Score for Test : B.9269861199833331
AUC score for Test : ©.9867622724765581

Figure D.3: MLP classification

report

3426

9416

9426

9657

9538

9563

9644

9899

9698

9852

4s/epoch
2s/epoch
2s/epoch
2s/epoch
2s/epoch
2s/epoch
2s/epoch
2s/epoch
2s/epoch

2s/epoch

19ms/step
18ms/step
oms/step
9ms/step
Sms/step
9ms/step
Sms/step
18ms/step
1ems/step

9ms/step
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D.1. Random Word Masking with Tokenizer

D.1.4 Gaussian NB classification report

=== Classification Report ===

precision recall +F1-score support

8 1.28 a.56 a.72 1123

1 a.69 1.ea a.82 1299

accuracy a.78 2222
macro avg a.385 a.78 a.77 2222
weighted avg @.85 .78 a@.77 2222

=== Evaluation Metrics ===

Accuracy for Test : B8.7781278127812782
Praciszion for Test : 8.8458357288841612
Recall for Test : @.7781278127812732

Fl-Score for Test : B8.7672528691921126
AUC score for Test @ ©.72324936642928748

Figure D.4: Gaussian NB classification report

D.1.5 Bernoulli NB classification report

=== Classification Report ===

precision recall fl-score support

=] @.88 8.68 a.77 1123

1 a.74 .98 @.81 1899

accuracy a.79 2222
macro avg a.81 a.79 a.79 2222
weighted avg a.81 .79 a.79 22232

=== Evaluation Metrics ===

Accuracy for Test @ 8.7916291629162916
Precision for Test : ©.386982687875849
Recall for Test : @.7916291629162916

Fl-Score for Test : B8.7883212217223579
AUC score for Test : ©.7927959279746746

Figure D.5: Bernoulli NB classification report

191



Appendix D. Classification Experiment

D.1.6 Categorical NB classification report

=== Classification Report ===

precision recall fl-score support

=] a.e8 a.ea a.ae 1123

1 @.49 1.8a @.66 1899

accuracy @.49 2222
macro avg @.25 @.5a @.33 2222
weighted avg a.24 a.a9 .33 2222

=== Evaluation Metrics ===

Accuracy for Test @ 8.4945994599459946
Precision for Test : ©.2446286257788695
Recall for Test : ©.4945994599459946

Fl-Score for Test : ©.327358879181359%
AUC score for Test : @.5

Figure D.6: Categorical NB classification report

D.1.7 Baseline Multinomial NB classification report

=== Classification Report ===

precision recall fl-score support

] @.93 .74 @.82 1123

1 a.78 @.94 @.85 1899

accuracy 2.84 2222
macro avg @.85 .84 a.84 2222
welghted avg @.85 @.84 @.84 2222

=== Evaluation Metrics ===

Accuracy for Test : B8.8378837833783371
Precision for Test : ©8.8522131417294416
Recall for Test : @.83788370837@8371
Fl-5core for Test : B8.8355358086426742
AUC score for Test : 8.83817313@7583021

Figure D.7: Baseline Multinomial NB classification report
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D.1. Random Word Masking with Tokenizer

Classification Report

precision recall
=] @.94 .74
1 a.78 @.95

accuracy
macro avg 2.86 2.85
weighted avg 2.86 a.84

=== Evaluation Metrics ===
Accuracy for Test
Precision for Test
Recall for Test

Fl-S5core for Test
AUC score for Test

Figure D.8: Tuned Multinomial NB classification report

D.1.9 KNN with Euclidean Distance

Classification Report ===

fl-score

©.8442844284428442
8.868561462309378
8.8442844284428442
8.8427286424616874
©.84540386082242628

D.1.8 Tuned Multinomial NB classification report

support

1123
1899

2222
2222
2222

precision recall fil-score support

a 1.2a 1.ea 1.88 1123

1 1.8 1.aa 1.ea 1899

accuracy 1.e@ 2222
macro avg 1.e8 1.8 1.8 2222
weighted avg 1.8 1.a8 1.ee 2222

=== Evaluation Metrics ===
Accuracy for Test
Precision for Test
Recall for Test :
Fl-Score for Test
AUC score for Test

Figure D.9: KNN with Euclidean Distance classification report

©.9995499549954996
©.999558355391411

B .00054005400540065
B.9925400527164825
9.2095458489453149
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Appendix D. Classification Experiment

D.1.10 KNN with Manhattan Distance

=== Classification Report ===

precision recall fil-score support

a 1l.29 1l.e@ 1l.2@ 1123

i 1.ea 1.ea 1.a8a 1299

accuracy 1.2a 2222
macro avg 1l.29 1l.e@ 1l.2@ 2222
weighted avg 1.88 1.8a 1.8@ 2222

=== Evaluation Metrics ===
Accuracy for Test : 1.@
Precision for Test : 1.8
Recall for Test : 1.

a
Fl-Score for Test : 1.@
AUC score for Test : 1.8

Figure D.10: KNN with Manhattan Distance classification report

D.1.11 Baseline Logistic Regression

=== Classification Report ===

precision recall fil-score support

=] a@.89 @.95 @.92 1123

1 @.85 a.88 a.91 1299

accuracy @.92 2222
macro avg .92 .92 8.92 2222
weighted avg a.92 a.92 6.92 2222

=== Evaluation Metrics ===

Accuracy for Test : 9.9158415841584159
Precision for Test : ©.9188808261062086
Recall for Test : ©.9158415841584159
Fl-Score for Test : @.915696287833815
AUC score for Test : ©.9154379801276479

Figure D.11: Baseline Logistic Regression classification report
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D.2. Random Token Insertion with Tokenizer

D.1.12 Tuned Logistic Regression

=== Classification Report ===

precision recall fl-score support

=] 1.2 1.88 1.8a 1123

1 1.8 1.e@ 1l.e@ 1829

accuracy 1.ea 2222
macro avg 1l.ea 1l.@@ 1l.e@ 2222
weighted awvg 1.e8 1.8 1.ee 2222

=== Evaluation Metrics ===
Accuracy for Test : 1.@
Precision for Test : 1.8
Recall for Test : 1.@
1

Fl-Score for Test -a
AUC score for Test : 1.8

Figure D.12: Tuned Logistic Regression classification report

D.2 Random Token Insertion with Tokenizer

D.2.1 MLP Model Parameters

Epoch 1/1@
124/124 - 4s - loss: B.5665 - accuracy: 8.7067 - val_loss: 9.4548 - val_accuracy: 8.7419 - 4s/epoch - 36ms/step
Epoch 2/18
124/124 - 4s - loss: 9.4194 - accuracy: 8.7778 - val_loss: 8.3872 - val_accuracy: 8.8249 - 4s/epoch - 31ms/step
Epoch 3/1@
124/124 - 55 - loss: ©.3619 - accuracy: 8.8211 - val_loss: 8.336% - val_accuracy: 8.8492 - Ss/epoch - 48ms/step
Epoch 4/1@
124/124 - 25 - loss: ©.3179 - accuracy: 8.8562 - val_loss: 8.2923 - val_accuracy: 8.8836 - 2s/epoch - 17ms/step
Epoch 5/1@
124/124 - 25 - loss: 9.2784 - accuracy: 8.8889 - val_loss: 8.255% - val_accuracy: 8.9059 - 2s/epoch - 16ms/step
Epoch 6/1@
124/124 - 25 - loss: 9.2442 - accuracy: 8.9079 - val_loss: 8.2254 - val_accuracy: 8.9413 - 2s/epoch - 16ms/step
Epoch 7/1@
124/124 - 25 - loss: 0.2162 - accuracy: 8.9347 - val_loss: 8.1992 - val_accuracy: @.9393 - 2s/epoch - 17ms/step
Epoch 8/1@
124/124 - 3s - loss: ©.1931 - accuracy: 8.9496 - val loss: 8.1882 - val_accuracy: ©.9494 - 3s/epoch - 28ms/step
Epoch 9/1@

124/124 - 35 - loss:
Epoch 18/10
124/124 - 25 - loss:

@
@

1748 - accuracy: 8.9567 - val_loss: 8.156% - val_accuracy: 8.9786 - 3s/epoch - 24ms/step

=
=

1568 - accuracy: 8.9680 - val_loss: 8.1432 - val_accuracy: 8.9786 - 2s/epoch - 16ms/step

Figure D.13: MLP model parameters
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Appendix D. Classification Experiment

D.2.2 MLP Model Training

Model: "sequential”

Layer (type) Output Shape Param #
dense (Dense) {None, 588) S43288
dense_1 (Dense) {None, 1) Se1

Total params: 943,581
Trainable params: 943,581
Non-trainable params: @

Figure D.14: MLP model training
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Figure D.15: MLP classification performance evaluation confusion matrix and ROC curve
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D.2. Random Token Insertion with Tokenizer
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Figure D.16: Classification performance evaluation confusion matrices for different NB classifiers
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True Positive Rate
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(b) Bernoulli NB
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(d) Multinomial NB

Figure D.17: ROC curves for different NB classifiers
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D.2. Random Token Insertion with Tokenizer
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Figure D.18: Tuned MNB classification performance evaluation confusion matrix and ROC curve
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Figure D.19: Classification performance evaluation confusion matrices for KNN with different

distance metric
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Receiver Operating Characteristic (KNN with Euclidean Distance)
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Figure D.20: ROC curves for KNN with different distance metric
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Figure D.21: Classification performance evaluation confusion matrices for baseline and tuned

Logistic Regression
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D.2. Random Token Insertion with Tokenizer
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Figure D.22: ROC curves for baseline and tuned LR classifiers
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Appendix D. Classification Experiment

D.3 Random Word Masking with

D.3.1 MLP Model Parameters

Epoch 1/18
187/187 - 4s
Epoch 2/18
187/187 - 2s
Epoch 3/18
187/187 - 2s
Epoch 4/18
187/187 - 2s
Epoch 5/18
187/187 - 3s
Epoch 6/18
187/187 - 3s
Epoch 7/18
187/187 - 2s
Epoch 8/18
187/187 - 2s
Epoch 9/18
187/187 - 2s
Epoch 18/18
187/187 - 2s

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

loss:

@

@

@

@

@

@

@

@

@

@

.3748

1334

1818

.0565

.8345

.8219

.8145

.01e4

.0875

0857

accuracy:

accuracy:

accuracy:

accuracy:

accuracy:

accuracy.

accuracy.

accuracy:

accuracy:

accuracy:

.8279

L9444

.9859

.9965

6093

. 8008

. Beed

.6eea

.6eea

.6eea

val_loss: 8.2648
val_loss: @.1485
val_loss: 8.8738
val_loss: 8.8513
val_loss: 8.8279
val_loss: 8.8193
val_loss: 8.9147
val_loss: 8.0897
val_loss: @.8671

val_loss: @.e@87

TF-IDF

val_accuracy
val_accuracy
val_accuracy

val_accuracy

val_accuracy:
val_accuracy:
val_accuracy:
val_accuracy:
val_sccuracy:

val_sccuracy:

1 8,549

1 08.9691

: 0.9987

: 0.9893

1.6068

1.6608

1.6608

1.0808

1.0808

1.0808

Figure D.23: MLP model parameters

4s/epoch
2s/epoch
2s/epoch
2s/epoch
3s/epoch
3s/epoch
2s/epoch
2s/epoch
2s/epoch

2s/epoch

19ms/step
11ms/step
11ms/step
12ms/step
15ms/step
17ms/step
12ms/step
1ims/step
11ms/step

12ms/step
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D.3. Random Word Masking with TF-IDF

D.3.2 MLP Model Training

Model: "seqguential”

Layer (type) Output Shape Param #
dense (Dense) {None, 58&) 320208
dense_1 (Dense) {None, 1) S8l

Total params: 828,581
Trainable params: 828,581
Mon-trainable params: 8

Figure D.24: MLP model training

D.3.3 MLP classification report

=== Classification Report ===

precision recall Ffi1l-score support

=] 1.82 1.ee 1.ea 1254

1 1.22 1.e0 1l.ea 1813

accuracy 1.ea 3667
macro avg 1.82 1.ee 1.ea 3667
weighted awvg 1.8 1.8 1.28 3667

=== Evaluation Metrics ===

Accuracy for Test : 1.@
Precision for Test : 1.8
Recall for Test : 1.8

Fl-Score for Test : 1.8
AUC score for Test : 1.8

Figure D.25: MLP classification report
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Appendix D. Classification Experiment

D.3.4 Gaussian NB classification report

=== Classification Report ===

precision recall +f1l-score support

] 1.88 8.56 a.72 1123

1 a.69 1.88 a.82 1899

accuracy a.78 2222
macro avg @.85 a.78 a.77 2222
weighted avg 2.85 2.78 a8.77 2222

=== Evaluation Metrics ===

Accuracy for Test : @.7785778577857786
Precision for Test : 8.84785832413598036
Recall for Test : @.7785778577857786

Fl-Score for Test : @.7677722267316023
AUC score for Test : 8.7889439002671416

Figure D.26: Gaussian NB classification report

D.3.5 Bernoulli NB classification report

=== Classification Report ===

precision recall fl-score support

=] e.26 @.69 8.76 1123

1 a.73 @.89 a.8e 1899

accuracy a.79 2222
macro awvg @.88 a.79 a.78 2222
weighted avg @.8 a.79 a.78 2222

=== Evaluation Metrics ===

Accuracy for Test @ B.7853285328532853
Precision for Test : ©.7984286899032869
Recall for Test : @.7853285328532853

Fl-S5core for Test : ©.7832688568924827
AUC score for Test : B.786416778144464

Figure D.27: Bernoulli NB classification report
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D.3. Random Word Masking with TF-IDF

D.3.6 Categorical NB classification report

D.3.7 Baseline

=== Classification Report ===

precision recall fl-score support

] a.8a a.aa a.aa 1123

1 @.49 1.e8 @.66 le99

accuracy 8.49 2222
macro avg @.25 a.5a @.33 2222
weighted avg a.24 @.49 a8.33 2222

=== Evaluation Metrics
Accuracy for Test @ ©8.4945994599459946
Precision for Test : 8.2445288257788605
Recall for Test : @.4045594599459046
Fl-Score for Test : ©.327358879181359%
AUC score for Test : 8.5

Figure D.28: Categorical NB classification report

Multinomial NB classification report

=== Classification Report ===

precision recall fl-score support

=] a.87 a.67 a.76 1123

1 a.73 a.89 @.88 199

accuracy a.78 2222
macro avg .28 a.78 a.78 2222
weighted avg a. 88 .78 @.78 2222

Evaluation Metrics
Accuracy for Test 8.7826282628262826
Precision for Test :
Recall for Test : @.7826282628262826

F1-Score for Test 8.72808933836582807
AUC score for Test :

©.79831@8389549658

B.73382314692368184

Figure D.29: Baseline Multinomial NB classification report
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Appendix D. Classification Experiment

D.3.8 Tuned Multinomial NB classification report

=== Classification Report ===

precision recall fi1-score support

=] .29 a.67 a.77 1123

1 e.73 @.92 @.81 le99

accuracy a.79 2222
macro avg .21 a.79 a@.79 2222
weighted avg .81 a.79 .79 2222

=== Evaluation Metrics ===

Accuracy for Test : 8.7934293420342935
Precision for Test : ©.813@59637717912
Recall for Test : @.7934293429342935

Fl-score for Test : 8.7985848848595891
AUC score for Test : 8.72474215642114543

Figure D.30: Tuned Multinomial NB classification report

D.3.9 KNN with Euclidean Distance

= Classification Report

precision recall fl1-score support

] 1.8 1.e8 1.8 1123

1 1.88 1.2@ 1.e@ 1e99

accuracy 1.8@ 2222
macro avg 1.8 1l.ee 1.8 2222
weighted avg 1.88 1.88 1.88 2222

=== Evaluation Metrics ===

Accuracy for Test @ B8.999@2999899989991
Precision for Test : ©.299€999899989991
Recall for Test : ©.9998999899989891

Fl-Score for Test : 6.9222990890989991
AUC score for Test : 8.9998098540712482

Figure D.31: KNN with Euclidean Distance classification report
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D.3. Random Word Masking with TF-IDF

D.3.10 KNN with Manhattan Distance

=== Classification Report ===

precision recall fl-score support

=] 1.8 1.0 1.0 1123

1 1.8 1.0 1.0 1299

accuracy 1.ee 2222
macro avg 1.8 1.0 1.0 2222
weighted avg 1.8 1.2 1.2 2222

=== Evaluation Metrics ===
Accuracy for Test : 1.8
Precision for Test : 1.8
Recall for Test : 1.©
1.

Fl1-S5core for Test : a
AUC score for Test : 1.8

Figure D.32: KNN with Manhattan Distance classification report

D.3.11 Baseline Logistic Regression

=== Classification Report ===

precision recall fil-score support

] a.94 @.87 a.91 1123

1 a.88 .94 a.91 1899

accuracy @.91 2222
macro avg @.91 @.91 @.91 2222
weighted avg 8.91 8.91 8.91 2222

=== Evaluation Metrics ===

Accuracy for Test : B.9877487748774877
Praecision for Test : 8.9899894347253783
Recall for Test : @.00774@774@774877
Fl-Score for Test : 8.987654442941515
AUC score for Test : 8.98812373423696593

Figure D.33: Baseline Logistic Regression classification report
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Appendix D. Classification Experiment

D.3.12 Tuned Logistic Regression

=== Classification Report ===

praecision recall fl-scorse support

=] 1.ee 1.ee 1.ea 1123

1 1.ee 1.ee 1.ea 1299

accuracy 1.ea 2222
macro avg 1l.e8 1l.ee 1.2a 2222
weighted avg 1.8e 1.88 1.8 2222

=== Evaluation Metrics ===

Accuracy for Test : 1.8
Precision for Test : 1.8
Recall for Test : 1.@

Fl-Score for Test 1.a
AUC score for Test @ 1.8

Figure D.34: Tuned Logistic Regression classification report
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