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a b s t r a c t

Introducing new control strategies in the photovoltaic (PV) system to continuously harvest the
maximum power with the changes in environmental conditions is a crucial issue. Therefore, this
paper proposes an efficient maximum power point tracker (MPPT) using the perspective of fractional
calculus to provide an accurate dynamic response to the rapid changes in environmental conditions.
The proposed control scheme is an integration between the fractional proportional–integral (FPI)
controller and dynamic variable fractional-order perturb and observe (P&O) MPPT. To optimally identify
the proposed MPPT controller parameters, a novel hunter-pray optimizer (HPO) is implemented as
it is featured by its efficient balance between exploration and exploitation capacity. The proposed
MPPT controller is examined with a series of experiments under dynamically changed environmental
conditions. Furthermore, a detailed comparison is conducted versus a set of state-of-the-art including;
incremental conductance (INC), basic P&O, MPPT-based particle swarm optimizer(PSO), MPPT-based
Grey Wolf Optimizer(GWO), and MPPT-based cuckoo search algorithm (CSA). The results prove that the
proposed MPPT is capable to track the global maximum generated power with a notable steady-state
response and is almost free of oscillations which ensures an optimal adaptive dynamic performance
in response to the rapid variation in the environmental conditions. Moreover, the proposed approach
affirms its superiority compared to the set of state-of-the-art techniques in providing the highest
maximum power levels in the shortest conversion time. The outcomes provide proof of the remarkable
impacts of integrating fractional calculus in enhancing the dynamic response of the proposed MPPT
because of the extra degree of freedom that enhance the flexibility of the MPPT.

CrownCopyright© 2023 Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Lately, there has been an extraordinary expansion in employ-
ng photovoltaic (PV) as a renewable energy source owing to its
erits as it is an environmental-friendly source, it is not costly in

ts maintenance, and it does not require any fuel as it uses the so-
ar energy that is a gift and widely availability (Toumi et al., 2021).
owever, the PV systems’ generated electrical power is based on
he incident irradiation levels on its surface; thus, its harvested
ower is dynamically fluctuating with the change in environ-
ental conditions (de Dieu Nguimfack-Ndongmo et al., 2022). To
ontinuously work on the maximum harvested power from the
V system, implementing the maximum power point techniques
MPPT) has been considered a good solution for tracking the
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352-4847/Crown Copyright © 2023 Published by Elsevier Ltd. This is an open acces
maximum power point (MPP) under changes in environmental
conditions (Manna et al., 2023).

There are several research works for the MPPT techniques
that have been established to identify the MPP of the PV system
under changes in environmental conditions. The perturb and
observe(P&O) MPPT is a widely implemented approach (Schoe-
man and Van Wyk, 1982). The tracking time and steady-state
oscillations of P&O have relied on the perturbation step size.
The small perturbation step size causes less oscillation with a
slow response; meanwhile, the large perturbation step size may
cause continuous oscillation around the MPP (Piegari and Rizzo,
2010). Hence, with the unexpected fluctuation in atmospheric
conditions, the classical P&O algorithm has caused some deviation
from MPP (Hohm and Ropp, 2003). In Femia et al. (2005), a
solution for that deviating problem was proposed by suggesting a
constraint on the perturbation step size (△D) (Femia et al., 2007).
In Jiang et al. (2012), a variable perturbation step size was used to

improve the performance of P&O. However, the high value of △D
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Nomenclature

Acronyms

ANN Artificial neural network
AO Aquila optimizer
CSA Cukoo search algorithm
DVPO dynamic fractional variable order per-

turb and observe
FLC fuzzy logic control
FOCV fractional Open-Circuit Voltage
FPID fractional order proportional–integral–

derivative
FSCC fractional Short-Circuit Current
GWO Grey Wolf Optimizer
HPO hunter pray optimizer
INC incremental conductance
MPPT maximum power point tracking
P&O Perturb and Observe
PSO Particle Swarm Optimization
PVPS Photovoltaic Power System
SDM single diode model
SMA slime mold algorithm
MPP maximum power point

Variables

∆V change in PV voltage
∆ I change in PV current
λ fractional order integral
A diode ideality factor
D duty cycle
e(t) error signal
I PV current
Io diode saturation current
Iph photo-generated current
K the Boltzmann constant(1.3806503 ×

10−23 J/K)
Ki integration constant factor
Kp proportional constant factor
m scaling factor of DVPO
Np parallel strings
Ns cells in a series string
NU search agents number
P output power from PV panel
q electron charge(1.60217646 × 10−19 C)
Rs series resistance
Rsh shunt resistance
T the temperature of the solar cell in

kelvin(K)
V output voltage from PV panel
Vout output voltage from boost converter
Vpv PV voltage
Vref output voltage from MPPT
xi position of the animal(hunter or pray)

is essential to minimize the deviation from MPP during any re-
markable shift of insolation to avoid the increase in power loss at
a steady state. Another solution has been described in Sera et al.
(2008), where upper and lower thresholds have been allowed for
1820
the power to be changed (P), but this solution was not an ideal
solution due to the constraints on the threshold values of P , which
are mostly dependent on the amount of change in insolation. The
classical incremental conductance(IC) technique was proposed to
tackle the classical P&O oscillation issue in Wasynezuk (1983).
Then updated variants of IC were proposed in Phang et al. (1984),
Won et al. (1994), Hussein et al. (1995). To simplify the MPPT,
the fractional Short-Circuit Current (FSCC) technique was carried
out by Salameh et al. (1991), and the fractional Open-Circuit Volt-
age (FOCV) technique was implemented in Pandey et al. (2007).
However, the implementation of FSCC leads to the ineffective
tracing of MPP due to oscillatory performance at various irradia-
tion levels (Fapi et al., 2021). For the FOCV performance, it relies
on data collecting before showing a constant voltage reference,
and this can vary depending on the operating condition (Baimel
et al., 2019). The oscillations associated with implementing these
conventional MPPT techniques have proved that these classical
approaches cannot have the ability to dynamically responded
with sudden variations in solar irradiation. Therefore, there was
a persistent need to propose efficient and reliable approaches to
provide a fast and smooth response (Abdallah et al., 2023).

Seeking to detect the MPP properly and enhance the MPP
tracking process, an artificial neural network (ANN) was used
(Jyothy and Sindhu, 2018). However, there were some drawbacks
in utilizing ANN due to the long training time in tackling the
vast amount of data, leading to a complicated network and a
lower MPPT accuracy (Abdallah et al., 2023). The fuzzy logic
control (FLC) was adopted in Narendiran et al. (2016) for the more
profitable harvesting of MPP of the PV system. Yet, FLC could not
respond to the rapid dynamic changes of irradiation (Boukezata
et al., 2016). Therefore, it was very crucial to introduce MPPT
in conjunction with other strategies to obtain more appealing
results and robust MPPT control (Fathi and Parian, 2021). That is
why bio-inspired and population-based optimization algorithms
were proposed to be merged into MPPT control strategies. Several
types of these optimization techniques were proposed including
memetic salp swarm algorithm (Yang et al., 2019b), dynamic
leader based tracker (Yang et al., 2019a), swarm-based optimiza-
tion (Wasim et al., 2022), improved firefly algorithm (Farayola
et al., 2022), and mayfly optimization algorithm (Mo et al., 2022)
and other approaches were employed in Mao et al. (2020), Yang
et al. (2020). These approaches have affirmed their effectiveness
with various atmospheric conditions; nevertheless, they have a
poor dynamic response, extensive processes, and computational
complexity problems. Furthermore, compromising between con-
vergence accuracy and convergence speed, as well as adjusting
the parameters of these algorithms.

Furthermore, recent works for MPPT were proposed to com-
bine two advantages of different MPPT techniques for mitigat-
ing the drawbacks of the previous control techniques, such as
a combination of a meta-heuristic technique as artificial bee
colony with classical P&O, as reported in Pilakkat and Kanthalak-
shmi (2020). Another approach of integrating the proportional–
integral (PI) controller and a genetic algorithm (GA) was proposed
in Zaghba et al. (2019). Other combinations for MPPT were pro-
posed such as P&O-PI and fuzzy controllers optimized by PSO
and GA (Borni et al., 2017), MPPT-based IC integrated with a PI
controller (Hsieh et al., 2012), integration proportional–integral–
derivative (PID) with P&O (Sahoo et al., 2020), and PID-based
MPPT controller optimized by ant-lion optimizer(ALO) (Sahu and
Shaw, 2018).

Based on the literature, the PID controller variants were inte-
grated with the MPPT as an alternative controller (Prasad et al.,
2022). These controllers were utilized with different convert-
ers such as buck (Pandey et al., 2008), boost (Bui et al., 2022).
The latest variant of these controllers is the fractional-order-
based controllers, which prove their efficiency and reliability
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n many control systems (Baleanu et al., 2011; Soliman et al.,
019). This new avenue offers better modeling of the control
ystem (ElSafty et al., 2020). The fractional-order proportional–
ntegral–derivative (FOPID) controller proved its superiority as
ne of the best newly developed fractional calculus-based con-
rollers in many applications (Aboelela et al., 2012). The FOPID
as two additional parameters compared to the integral-based
ID that are known by the fractional order derivative (µ) and the
ractional order integral (λ). These additional parameters could
nhance the flexibility of the control system. In Bouakkaz et al.
2020), a technique of fractional order controller tuned by swarm
ptimization was used integrated with classical P&O under var-
ous environmental operating conditions. However, utilizing the
ractional controller with classical P&O still cannot achieve zero
scillation in tracking the MPP while the sudden changes in the
nvironmental conditions occur.
To fulfill the research gaps and tackle the drawbacks in the

revious MPPT, this paper proposes a novel integrated MPPT
ontroller-based fractional calculus to enhance the MPP tracking,
inimize the oscillation and improve the dynamic response to
udden changes in environmental conditions. The proposed ap-
roach is an integration between the fractional variable-order
&O (DVPO) and FPI. The parameters of the proposed control
re adaptively tuned using one of an efficient swarm-based-
ptimizer named hunter–prey optimizer(HPO). The HPO is se-
ected as it featured by its efficient balance between exploration
nd exploitation capacity, it does not require external tunable pa-
ameters, and it has produced very competitive results compared
o the other well-known and innovative optimization techniques
n several applications (Ramadan et al., 2022; Naruei et al., 2022;
ang et al., 2023). The optimized DVPO integrated with FPI is

alidated using several series of experiments. Moreover, it is
ompared with a set of integer and fractional-order variants of
ID coupled with the classical P&O. For providing a compre-
ensive analysis; the proposed approach is compared with the
tate-of-the-art techniques including, MPPT-based aquila opti-
izer (AO), MPPT-based slime mold algorithm (SMA), INC, MPPT-
ased particle swarm optimizer(PSO), MPPT-based Grey Wolf Op-
imizer(GWO), and MPPT-based cuckoo search algorithm (CSA).
he harvested maximum power, time of convergence, and os-
illations are highlighted as evaluation matrices. The outcomes
rovide proof of the remarkable impacts of integrating fractional
alculus in enhancing the dynamic response of the proposed
PPT because of the extra degree of freedom that enhances the

lexibility of the MPPT. The main contribution of this work is
isted as follows:

• Proposing a novel reliable MPPT based on the perspective of
the fractional calculus for providing an extra
degree of freedom during the MPP tracking process, accord-
ingly an integrated fractional variable-order P&O (DVPO)
and fractional-order proportional–integral (FPI) controller is
developed.

• Employing the hunter–prey optimizer(HPO) to identify the
proposed control parameters optimally.

. System element description

The main elements of the MPPT-based PV system are PV pan-
ls, DC–DC boost converter, control system, and load as shown
n Fig. 1. The PV system is composed of an MPPT-based DVPO
nd integrated with the fractional PI approach. When the source
mpedance equals the load impedance, maximum power is moved
rom the source to the load, according to the maximum power
ransfer theory. A boost DC–DC voltage converter is used to
odify the PV panel voltage so that it can function around
he MPP. The duty cycle of the converter can be adjusted to

1821
Fig. 1. Block diagram for proposed DVPO-FPI MPPT.

Fig. 2. Equivalent circuit of SD-PV model.

provide load matching. Under the dynamic changes in the envi-
ronmental conditions, the converter duty cycle must be modified
to extract maximum power from the PV system and enhance
efficiency (Reisi et al., 2013; Rezk and Eltamaly, 2015).

2.1. Mathematical representation of PV panel

In a PV solar panel, solar sunlight is converted into electrical
power via the photoelectric effect. Fig. 2 depicts a single-diode
model (SDM) for representing the PV module behavior, the equiv-
alent circuit composed of a nonlinear current source to represent
the generated current of the solar cell in parallel with a diode
D and shunt resistance Rsh. The parallel branches are connected
in series with resistance Rs as illustrated in Fig. 2. Regarding the
SDM parameters, they are collected from the literature for PV
parameters estimation (Hansen, 2015; Kang et al., 2018).

As illustrated in Fig. 2, the leakage current is caused by the
shunt resistance. The ohmic losses and material resistivity at con-
tacts are represented by the series resistance(Rs). The relationship
between the output voltage (Vpv) and the generated current (Ipv)
is given by Eq. (1)(Hamid et al., 2016).

Ipv =

[
IphNp − IoNp

[
e

q(
Vpv
Ns

+
IpvRs
Np

)

AkT − 1

]
−

VpvNp
Ns

+ IpvRs

Rsh

]
(1)

Where Io, Iph, A, Ipv , Vpv , Np and Ns represent diode saturation
current, photo-generated current, diode ideality factor, the output
current, output voltage from PV unit, parallel strings and series
cells in the string, respectively.

The I-V and P-V characteristics of the PV unit under various
environmental condition of 1000, 750, 500, and 250 W/m2 and
25 ◦C can be illustrated in Fig. 3.

2.2. DC–DC converter

The converter used in this work is a boost (step-up) DC–DC
Converter, as shown in Fig. 4. The boost converters are frequently
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Fig. 3. The I-V curve and P-V curve of PV module at different radiation levels.
Fig. 4. The boost DC–DC converter and its operation.
sed to increase the voltage of solar panels by altering the duty
ycle of the MOSFET switch. An input capacitor is added to the
V panel’s input side to reduce the high-frequency harmonic
omponents (Rezk and Eltamaly, 2015). The duty cycle (D) is
characterized as the period of time during which the switch is
ON , with values between 0 and 1. To extract the maximum power
from the PV system, the duty cycle of the boost converter is
continuously monitored. In case of changes in radiations, the
boost stage is operated at varying duty cycles depending on the
control signal coming from the MPPT. The converter voltage is
calculated as given below:

Vout =
Vpv

1 − D
(2)

where Vout is the output voltage at the terminal of DC–DC boost
converter and Vpv is the output voltage at the PV panel terminal.
The D is the Duty cycle that its value can be calculated from the
following relation

D =
T0N (3)
TON + TOFF
1822
Where TON is the on-state period and TOFF is the off-state period.

3. Basic Perturb and Observe algorithm (P&O)

The maximum power output of the PV module is affected
by environmental changes, either changes in cell temperature or
solar irradiation. In PV systems, the MPPT technique is used to
extract the MPP under variable conditions. The P&O technique
boosts or reduces the module voltage to find the maximum out-
put power as in Fig. 5. If the differentiation of PV power divided
by the differentiation of PV voltage (dP/dV ) is positive, which
is to the left of the MPP, the voltage is increased to obtain the
MPP. When dP/dV is negative, the voltage is lowered to approach
the MPP as illustrated in Table 1. In classical P&O MPPT, the
movement step is fixed. The P&O approach is the most basic and
uncomplicated to use. The approach, however, is not optimal for
quick changes in environmental conditions. Because of the slow
tracking with the fixed step size, The output voltage and current
signals oscillate in the steady state (A. Elbaset et al., 2015). By
utilizing a dynamic variable step size, the oscillatory behavior can
be decreased.
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t

Fig. 5. The P&O algorithm positioning.

4. The proposed MPPT-based DVPO and FPI

In the classical P&O MPPT technique, the perturbation step
of the duty cycle has a constant effort. If this step is large,
the dynamic response will be quick, but the problem of steady-
state oscillations will appear. The oscillation will improve if a
small step is used, but the dynamic response will become slower.
Therefore, balancing these two aspects (dynamic response and
the oscillations) became a significant flaw for the classical P&O
MPPT technique. To overcome this drawback, the constant step
size is replaced by the slope of power to voltage(dP/dV ) and two
different dynamic step size increments, as shown in Eqs. (4) and
(5)

First step =
ma

|
dP

| (4)

I dV

1823
Table 1
P&O positioning and action.
Position dP/dV Action

1 − Increase Voltage
2 + Increase Voltage
3 + Decrease Voltage
4 − Decrease Voltage

Second step =
mb
I

|
dP
dV

| (5)

where 1 is withdrawn from the interval of [a b].
Selection of the proper steps for tracking MPP relies on the

current variation (∆I). The increase in solar irradiation leads
o increasing in current(I). As a result, the step size gradually
grows larger. Because the normalization coefficient (a) is less
than 1, Eq. (4) is utilized. However, as the solar irradiation level
lowers, the current also decreases, resulting in a reduction in
the step size. Because the normalization coefficient (b) is big-
ger than 1, Eq. (5) is utilized. The scaling factor(m), which is
a constant in scalar form, acts as a crucial parameter for the
DVPO MPPT technique. Its value affects the process of MPP track-
ing and it takes value from 0 to 0.1. The flowchart of the dy-
namic fractional-variable order perturb and observation (DVPO)
is shown in Fig. 6.

As illustrated in Fig. 1, the fractional-order proportional-
integral (FPI) controller is integrated with the MPPT-based DVPO
to send the settings for the DC–DC converter. Fig. 7 shows the FPI
controller’s block diagram. This controller is defined by (PIλ). The
FPI controller is a more advanced version of the integral-order
PI controller. The fractional order controller tuning parameters
improve the controller’s robustness compared to the integer con-
troller. As a result, the new parameter provides greater flexibility
and improves the closed-loop system’s dynamic behavior. The FPI
controller differential equation is given below,

u(t) = (K + K D−λ)e(t) (6)
p i t
Fig. 6. The flow chart of the dynamic fractional variable order P&O MPPT algorithm.
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Fig. 7. The block diagram of FPI controller.

where e(t) is the error signal, u(t) is the control signal, Kp is the
roportional constant factor and Ki is the integration constant
actor. The fractional order integral λ is an arbitrary real number.
t is worth mentioning that the integral-order PI controller is
particular case of the fractional controller when λ= 1. Using
q. (6), the transfer function of the FPI controller is given by:

U(S)
E(S)

= Kp + KiS−λ (7)

5. Adaptive tuning the parameters of proposed MPPT-based
DVPO with FPI

To optimally readjust the parameters of the proposed MPPT
(Kp, Kiandλ) with the changes in the environmental conditions,
hunter–prey optimization is adopted using the error function
between the measured voltage and the output voltage of PV
as exhibited in Fig. 10. The mathematical formulation of the
objective function is given below:

e(t) = Vpv − Vref (8)

The mechanism of the proposed MPPT algorithm is extracting
the Vref by increasing or decreasing the PV voltage with dynamic
steps that depend on ∆V and ∆I until it reaches the maximum
ower point as illustrated in the flowchart in Fig. 6. A detailed
escription of the implemented HPO is presented below:

.1. Hunter–prey optimization algorithm

In the hunter–prey optimization algorithm (Naruei et al., 2022)
he hunter is searching for food by chesting the prey; meanwhile,
he prey escapes to safe places to save its life. Accordingly, in this
lgorithm, the agents continuously search for an updated optimal
olution as depicted in Fig. 8. Naruei et al. (2022) modeled a set
f mathematical formulations for tailoring the HPO as described

elow:

1824
• Initialization: The initial population is defined as (−→x ) =

(−→x1 ,
−→x2 , . . .

−→xn ) at random, and the objective function for
all members of the population is calculated as (

−→
O ) =

{O1,O2, . . . .On} A set of rules and approaches prompted
by the suggested algorithm are used to manage and guide
the population in the search space. This process continues
until the algorithm is terminated. Each iteration updates the
location of each population member according to the algo-
rithm’s criteria, and the position is changed by the objective
function. As a result of this approach. The position of each
animal of the initial population is randomly constructed in
the search space by Eq. (9).

xi = rand(1, dim). ∗ (up − low) + low (9)

where xi represents the position of the animal(hunter or
pray), low represents the problem variables’ lower bound-
ary, up represents the problem variables’ upper boundary,
and dim represents the problem’s number of variables. The
lower and higher limits of the search space are defined by
Eq. (10).

low = [low1, low2, . . . .., lowd], up = [up1, up2, . . . .., upd]
(10)

After calculating the first population and defining each mem-
ber’s position, the fitness of each solution is calculated using
the objective function Oi = f (−→x ).

• Updating the hunter’s position or prey: The fitness function
indicates if a solution is excellent or terrible, but the best
solution is not achieved in one run. In order to direct the
search members to the best spot, a search method must be
created and used repeatedly. Exploration and exploitation
are typically the two steps in the search process. Exploration
is the algorithm’s proclivity for highly unpredictable behav-
ior, resulting in dramatically different solutions. Significant
modifications in solutions necessitate the further study of
the area of search and the identification of interesting lo-
cations. Following the discovery of interesting locations,
random actions must be decreased so that the approach can
search around them, which is referred to as exploitation.
Eq. (11) is suggested for the prey search mechanism.

xi,j(t+1) = xi,j(t)+0.5[(2CZPpos(j)−xij(t))+(2(1−C)Zµ(j)−xij(t))]

(11)

where x(t) represents the current hunter location, x(t + 1)
represents the next hunter location, Ppos represents the prey
location, µ represents the average of all locations, and Z
represents an adaptable element determined by Eq. (12).

B =
−→
R1 < C; INDX = (B == 0); Z = R2⊗INDX+

−→
R3 ⊗(∼ INDX).
(12)
Fig. 8. The left picture is hunter behavior, The right picture is prey behavior, and the next position of prey.
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Fig. 9. The flowchart of the proposed HPO algorithm.
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where
−→
R1 and

−→
R3 are vectors take values from 0 to 1, B

is a vector takes values equal to the number of controller
variables, R2 is an integer from 0 to 1, and INDX is the index
numbers of the vector

−→
R1 that accepts the criteria (B == 0).

C is the exploration–exploitation balance element with a
value that falls from 1 to 0.02 during running the approach.
The value of C is computed as follows:

C = 1 − it(
0.98
MAXIt

). (13)

where It is the momentary iteration value, and MAX is the
most iterations possible. The location of the prey Ppos is
calculated as indicated in Fig. 8 by first calculating the mean
of all locations (µ) using Eq. (14), after that calculating each
search agent’s distance from this mean location.

µ =
1
n

n∑
i=1

−→xi . (14)

the distance is calculated by Euclidean distance from Eq. (15)

Deuc(i) = (
d∑

j=1

(xij − µj)2)0.5. (15)

the most distant search agent from the mean of placements
is deemed prey Ppos, according to Eq. (16).
−→
Ppos =

−→xi |iissortedDeuc(Lbest). (16)

where Lbest = round(C ∗ NU) and NU is the search agents
number. Prey tries to run when it is attacked and find a safe
area, as seen in Fig. 8 The optimum safe location is assumed
to be the optimal global location since the prey will have a
better chance of surviving as a result, and the hunter will
be free to choose another prey. To update the prey position,
1825
Eq. (14)is proposed.

xi,j(t + 1) = Tpos(j) + CZcos(2πR4) ∗ (Tpos(j) − xi,j(t)) (17)

Where Tpos is the optimum global, and R4 is an arbitrary
number in the range [−1, 1]. in this algorithm, to choose
the hunter and prey, we join Eqs. (14) and (17) as Eq. (18)

xi,j(t + 1) = xi,j(t) + 0.5[(2CZPpos(j) − xij(t))
+ (2(1 − C)Zµ(j) − xij(t))]

if R5 < β (18a)
OR xi,j(t + 1) = Tpos(j) + CZcos(2πR4) ∗ (Tpos(j) − xi,j(t))

else (18b)

where R5 is an arbitrary number between 0 and 1, and β is
a regulating factor with a value of 0.1 in this work. The flow
chart of the proposed algorithm is shown in Fig. 9.

. Discussion and simulation results

The response of the proposed MPPT control scheme is ex-
mined in this section using a set of case studies for different
evels of incident irradiation on the PV system. The implemented
ystem is depicted in Fig. 10 using Matlab/Simulink platform. The
odeled equivalent circuit of the PV module is based on the SDM
f Fig. 2. The utilized five parameters of the SDM at nominal
onditions are as follows: Iph = 5.9606A, Io = 5.2622e−9 A, A =

.25, Rsh = 819.13001 �, Rs = 0.083029 �,Ns = 5 and Np = 66.
he parameters of the boost converter are L = 0.005H, C1 =

00e−6, and C2 = 12000e−6. The number of iterations and
opulation size of HPO are 10 and 5, respectively. The analyses
nd discussions have been conducted in sequential stages of
nvestigation to clarify the importance of proposing an optimized
ractional-order controller along with the dynamic fractional vari-
ble order P&O MPPT. The simulations and analyses are executed



E. Korany, D. Yousri, H.A. Attia et al. Energy Reports 10 (2023) 1819–1832
Fig. 10. The MATLAB/Simulink model of the proposed system.
Fig. 11. Radiation pattern of (1000 W/m2).

on MATLAB/Simulink 2020a using a personal computer with an
Intel(R)CoreTMi5 CPU at 3.20 GHz and 8 GB of RAM. The solver
is ode 45 (Dormand-Prince) with a variable-step size.

• First stage of the investigation (using integral controllers
with classical P&O):
The PV unit is subjected to radiation of 1000 W/m2(see
Fig. 11): this stage has been established by using several
types of integral controllers, including PI, PD, and PID, cou-
pled with the classical P&O technique, to investigate their
performance while tracking MPP. The implemented con-
troller performances in Fig. 12(a) illustrate that the PI con-
troller has a remarkable response compared to the other
controllers. However, the oscillations are still considerably
large, as shown in the figure.

• Second stage of the investigation (using fractional con-
trollers with classical P&O). The PV unit surface receives
radiation of 1000 W/m2:
this stage demonstrates the results of the fractional variants
of PI (FPI), PD (FPD), and PID (FPID) along with the classi-
cal P&O. The responses of the implemented controllers are
plotted in Fig. 12(b). By examining the plotted curves in
Fig. 12(b), it is evident that the FPI has the best performance
compared to the FPD and FPID. Comparing the responses
of PI and FPI in Fig. 13 reveals that the FPI and PI are
highly comparable controllers in tracing the MPP. It is worth
mentioning that notable oscillation is still detected in their
responses.

• Third stage (using the dynamic fractional variable order P&O
instead of the classical P&O):
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Based on the previous observations in the first and second
stages, it is obvious that the PI controller and FPI controller
are the most compatible approaches in extracting the best
output voltages from the converter to the load. However, the
controllers’ responses still suffer from detectable oscillations
until detecting the corresponding voltage to the MPP. Ac-
cordingly, enhancing the classical P&O is the current stage
for handling the oscillation problem. For adaptive tuning
of the proposed controller parameter, the HPO algorithm is
executed. In this stage, the comparison between the DVPO-
FPI controller and the DVPO-PI controller is performed using
two patterns of radiation to validate the proposed strategy.

• The first pattern of radiation is (1000–800–600 W/m2):
In this pattern, the solar radiation has been changed in
three levels, 1000 W/m2 for the first 3 s; then it is re-
duced to 800 W/m2 until the time of 5 s, and the last
radiation level is 600 W/m2 from time of 5 s to 6 s as
depicted in Fig. 14. Fig. 15 displays the output voltage re-
sponses of MPPT controllers based on the optimized DVPO
with FPI and PI controllers. The implemented MPPT re-
sponses illustrate that the dynamic fractional variable order
(DVPO) has the ability to provide real-time reference volt-
age, which could improve the oscillatory response of the
controller and increase its speed in tracking the changes
in the environmental conditions. The proposed MPPT-based
DVPO-FPI consumes about 0.083 s to reach the steady state;
meanwhile, the MPPT-based DVPO-PI reaches at 0.104 s as
illustrated in Fig. 15. Moreover, the proposed approach has
the ability to determine the output voltage corresponding
to the MPP accurately compared with the DVPO-PI, in turn
maximizing the output energy. The DVPO-FPI converges to
493.55 V at 1000W/m2, which is highly matched to the
theoretical MPP value; meanwhile, the DVPO-PI converges
to a lower value of 483.87V at 1000W/m2. In radiation level
800 W/m2, the DVPO-FPI reaches a steady state voltage
equal to 445.16V that is close to the theoretical MPP value,
whereas the DVPO-PI steady state voltage is 432.26V. Sim-
ilarly, the DVPO-FPI shows the best response for the last
radiation level of 600 W/m2, FPI reaches a steady state
voltage equal to 377V; however, the DVPO-PI steady state
voltage is 358.92V. Based on the previous observations, one
can conclude that the implementation of an optimized frac-
tional controller variant rather than the integer one with the
DVPO leads to better accuracy and faster response.

• The second pattern of radiation is (700–500–900 W/m2):
For more validation of the proposed strategy, the DVPO-
FPI and DVPO-PI controllers have been tested at different
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Fig. 12. The output voltages responses of the MPP controllers in cases of (a) integer-order controller (b) fractional-order controllers.
Fig. 13. The output voltages responses of optimized MPPT controller using HPO
while coupled with FPI-P&O controller and PI-P&O controller.

Fig. 14. Pattern 1: radiation levels of (1000–800–600 W/m2).

levels of radiation of 700–500–900 W/m2 as illustrated in
Fig. 16. The considered pattern is investigated to prove the
efficiency of DVPO-FPI versus DVPO-PI in the speed of con-
trol action in response to the changes in radiation levels and
the quality of the controller in mitigating the oscillations,
in addition to the accuracy of detecting the output voltage
corresponding to MPP. The controllers’ responses are drawn
in Fig. 17. The plotted curves reveal the efficiency of the
DVPO-FPI in detecting the corresponding voltage to the MPP
with fast responses as it settled to the voltage of 402.5
V at 0.0625 s for the first level. Meanwhile, the DVPO-PI
1827
Fig. 15. The output voltage responses of optimized MPPT controller using HPO
while coupled with DVPO-FPI controller and DVPO-PI controller in case of
pattern 1.

converges to 380 V at 0.0729 s For the other levels (500–
900 W/m2) throughout the pattern, the DVPO-FPI offers a
fast and accurate response.

Based on the previous discussions, the MPPT using the DVPO-
FPI proves its efficiency and reliability in detecting the voltage
corresponding to MPP. To provide a shred of evidence for using
the HPO, the HPO performance has been evaluated versus set-of-
state-of-the art techniques, including; the slime mold algorithm
(SMA) and Aquila optimizer (AO). Three irradiation levels are
considered in this evaluation stage; that are 1000 W/m2, (850–
700) W/m2, and (900–600) W/m2 as shown in Fig. 18. The results
of DVPO-FPI based on the three algorithms (HPO, SMA, and AO)
are drawn in Fig. 19. The results of the figure divulge that the HPO
algorithm outperforms the other tested algorithms in accuracy
and the speed of conversion as well as the execution times, which
proves the efficiency and the robustness of the recommended
algorithm to be implemented within the proposed strategy.

The previous discussions prove that utilizing a fractional-order
controller instead of the integral one in the control process of
MPPT of PV system enhances the performance of the controller
remarkably owing to the extra degrees of freedom. The extra de-
grees of freedom endorse the controller’s response to converging
to the MPP efficiently. Moreover, applying the HPO optimiza-
tion technique for the identification of the fractional controller
parameters shows an outstanding effect in its accuracy. Fur-
thermore, combining the optimized fractional control with the
dynamic fractional variable order P&O provides the reference
voltage in response to any dynamic changes in the operating
conditions,however identifying the parameters of the proposed
fractional based MPPT is considered the main challenge.
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Table 2
The proposed response versus the literature for the first case.
Radiation level Comparison Proposed PSO GWO INC P&O CSA

550 W/m2 Pmax (W ) 51910 51010 46630 50110 50310 50580
Time for convergence (s) 0.074 0.195 0.117 0.0826 0.554 0.681
Oscillation No High Medium Low Low High

300 W/m2 Pmax (W) 26690 26450 26470 26070 26020 16900
Time for convergence (s) 0.063 0.096 0.085 0.079 0.1 0.147
Oscillation No Low No No No No

750 W/m2 Pmax (W) 69070 59050 52490 69370 69067 61290
Time for convergence (s) 0.069 0.324 0.127 0.073 0.076 0.304
Oscillation No High Medium Low Low High
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Fig. 16. Pattern 2: radiation levels of (700–500–900 W/m2).

Fig. 17. The output voltage responses of optimized MPPT controller using HPO
while coupled with DVPO-FPI controller and DVPO-PI controller in case of
pattern 2.

7. Comparison with literature

From previous results, the DVPO-FPI MPPT using HPO is en-
orsed as an efficient technique for tracking the MPP under a
eries of experiments. For a massive evaluation of the proposed
pproach, its response is compared with a set of state-of-the-art
PP techniques from literature, including; incremental conduc-

ance(INC) (Zakzouk et al., 2016), Perturb and Observe (P&O) (Ne-
umgatt et al., 2011), Particle Swarm Optimizer(PSO) (de Oliveira
t al., 2016), Grey Wolf Optimizer(GWO) (Mohanty et al., 2015)
nd Cukoo search algorithm(CSA) (Ahmed and Salam, 2014). Two
ases of irradiation levels are accommodated during the compar-
son stage; the irradiation levels are (550–300–750 W/m2) and
950–400–650 W/m2) as illustrated in Fig. 20.
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• First case of (550–300–750 W/m2): Fig. 21 displays the
output voltage responses of the different techniques for
maximum power point tracking. For the first radiation level
in this case(500W/m2) in Fig. 21(a), it is observed that INC
MPPT converges faster than the PSO, GWO, P&O, and CSA
techniques in time 0.0826 s with minimal oscillations how-
ever, INC does not reach to the voltage level corresponding
to the MPP compared to the PSO, GWO, P&O, and CSA. INC
converges to a voltage of 352.6V while P&O reaches 352.4V,
the stable voltage of GWO is 347V, and CSA and PSO reach
the highest stable voltages equal to 355.5V and 353.6 V,
respectively. Regarding the proposed optimized DVPO-FPI
MPPT-based HPO, it reaches a voltage level of 359.9V at
0.0748 s, affirming its efficiency in achieving the balance
between the shortest convergence time and highest stable
output voltage for load. As in Fig. 21(a) in the two levels
300W/m2 and 750W/m2, the proposed approach also con-
verges to the steady in time less than other approaches and
stable voltage higher than other approaches as reported in
Table 2.

• Second case of (950–400–650 W/m2): For more validation
for the proposed MPPT approach, another case of radiations
of (950–400–650 W/m2) is applied. The proposed optimized
DVPO-FPI MPPT response is compared with MPPT-based
GWO, PSO, CSA, INC, and P&O as depicted in Fig. 21(b). The
plotted curves illustrate that the proposed approach con-
verges in the shortest time (0.0879 s) and with the highest
steady-state output voltage (483.1V) in level (950W/m2)
without any oscillations. Moreover, the optimized DVPO-
FPI MPPT displays the same response in the other two of
radiation (400W/m2) and(650W/m2). Meanwhile, the re-
sponses of the PSO, CSA, and GWO show less accuracy in
the tracking process with detectable oscillations and long
conversion time, as reported in Table 3.

. Conclusion

From the literature, the previous MPPT techniques have some
rawbacks, such as the inability to achieve the balance between
etting smooth output without any oscillations and dealing
uickly with any sudden changes in environmental conditions.
oreover, needing a huge amount of collective data is another
rawback that may impact the time for tracking the MPP. To
ddress these drawbacks, this paper proposes a novel MPPT
echnique based on the fractional calculus where the fractional
I controller is coupled with the dynamic fractional variable
rder perturb and observe technique. To adaptively tune the
roposed MPPT technique parameters, a nature-inspired opti-
izer HPO is proposed strategy. To prove the superiority of the
roposed technique, it is evaluated through a series of exper-
ments and comparison with integral/fractional PID controllers
nd a set of state-of-the-art techniques, including MPPT-based
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Fig. 18. The radiation levels of (a) pattern 3, (b) pattern 4, and (c) pattern 5.

Fig. 19. The output voltages responses of the DVPO-FPI MPPT controllers in cases of (a) SMA, (b) AO, and (c) HPO.

1829
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G

Fig. 20. The radiation levels of (a) pattern 6 and (b) pattern 7.
Fig. 21. The output voltages responses of the proposed DVPO-FPI MPPT using HPO and the controllers; P&O (Nedumgatt et al., 2011), PSO (de Oliveira et al., 2016),
WO (Mohanty et al., 2015), INC (Zakzouk et al., 2016), and CSA (Ahmed and Salam, 2014) from the literature.
Table 3
The proposed response versus the literature for the Second case.
Radiation level Comparison Proposed PSO GWO INC P&O CSA

950 W/m2 Pmax (W) 92000 88470 73300 87280 89050 86320
Time for convergence (s) 0.087 0.436 0.203 0.099 0.1654 0.744
Oscillation No High Medium Low Low High

400 W/m2 Pmax (W) 35850 34270 34670 34980 35130 18780
Time for convergence (s) 0.077 0.224 0.76 0.08 0.079 0.127
Oscillation No High Low No No No

650 W/m2 Pmax (W) 57920 56460 42160 55530 56980 50850
Time for convergence (s) 0.063 0.566 0.327 0.068 0.066 0.116
Oscillation No High Medium Low Low High
slime mold algorithm (SMA), aquila optimizer(AO), incremen-
tal conductance (INC), particle swarm optimization(PSO), Grey
Wolf Optimizer(GWO), and cuckoo search algorithm (CSA). The
comparisons and analyses show the following outcomes

• The proposed DVPO-FPI tuned by HPO proves its ability to
respond to the rapid changes in environmental conditions
with an efficient and robust detection of MPP with almost
zero oscillations during the tracking process.

• The proposed approach convergences in 0.063 s and en-
hances the tracked power from 4.216 × 104 W, 5.646 ×

104 W, 5.085×104 W, 5.553×104 W and 5.698×104 W to
5.792×104 W in the cases of using GWO, PSO, CSA, INC, and
P&O, respectively that is very close to the theoretical value
in level 650 W/m2 without any oscillations.
1830
For the future work, the dynamic fractional variable order P&O
performance can be tested in the MPPT for battery and wind
applications.
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