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Abstract

Saccharomyces cerevisiae is a well-studied organism, yet roughly 20 percent of
its proteins remain poorly characterized. Recent studies also seem to indicate
that the pace of functional discovery is slow. Previous work has implied that
the most probable path forward is via not only regular automation but fully
autonomous systems that can automatically guide and perform high-throughput
experimentation.

This thesis explores various concepts to accelerate and perform functional
discovery of gene and protein functions in Saccharomyces cerevisiae. It does so
by combining ideas from artificial intelligence, such as active learning, with high-
throughput analytical techniques like mass-spectrometry. The work performed
as the basis for this thesis also served to aid in the further characterization
of different aspects of yeast systems biology. Specifically, it delved into the
diauxic shift and its regulators through the lens of untargeted metabolomics,
as well as the regulatory patterns behind genome-wide intracellular proteomic
abundances.

We find that it is essential not only to develop tools and techniques for
facilitating high-throughput experimentation, but also to ensure their optimal
utilization of already existing knowledge. It is also of paramount importance
to ensure a holistic and encompassing view of systems biology by more fully
integrating and using different levels of cellular organization and analytical
techniques.
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Chapter 1

Introduction

Systems biology has been responsible for several recent significant develop-
ments in human health and environmental sustainability, paving the way for
more complete understanding of complex biological systems. It makes use of
computational and mathematical analysis to decipher biological systems. The
field integrates many scientific disciplines—biology, computer science, physics
and others—to predict how these systems change over time and under varying
conditions[1].

Systems biology presents a challenge to the regular—human-based—scientific
method[2, 3]. Commonly, scientific discovery in systems biology follows an
iterative cycle (see Figure 1.1). However, the systems of interest are highly
complex; even ”simple” examples, such as Escherichia coli and Saccharomy-
ces cerevisiae have thousands of genes, proteins and other small molecules
interacting with each other in intricate spatial and temporal ways[4, 5]. This
complexity implies the need for millions—if not billions—of guided experiments
(and accompanying analysis). These experiments should rationally improve
and build upon the knowledge we have already obtained but also fit within the
frameworks of human understanding [2, 6]. In order to handle the complexity
and sheer amount of data produced in biological studies, we need to be able
to employ superhuman capabilities: Firstly, we can enhance throughput by
utilizing increased degrees of lab-automation. Secondly, we can incorporate
ideas and concepts from artificial intelligence (AI) to aid in analysis and inter-
pretation. These two approaches can, in turn, help us integrate more types of
data, experimental readouts and different levels of biological organization in a
faster and more efficient manner.

The research conducted as the foundation for this thesis serves a dual
purpose; we aim to develop methods that build upon our knowledge about
biological systems in a high-throughput manner, while also maximizing the
use of our already systematized knowledge. The biological system of choice is
Saccharomyces cerevisiae—commonly known as baker’s yeast—a single-celled
eukaryotic model organism. It is commonly used to understand genetics,
metabolism, and other fundamental cellular functions, and currently stands as
the most extensively studied eukaryote[7].
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4 CHAPTER 1. INTRODUCTION

Figure 1.1: The classic iterative cycle of systems biology: (1) utilize existing
knowledge, (2) mathematically represent and model it, (3) generate testable
hypotheses, (4) test the hypotheses experimentally, (5) analyze the outcomes,
and integrate new findings into the knowledge base. The blue arrow represents
the methodology used in Paper I, closely resembling the classic cycle. The
red arrow represents the methodology used in Paper II, instead evaluating
systematized knowledge and generating hypotheses based on experimental data
to uncover new regulatory rules

In the first paper of this thesis, the objective was to design and explore
semi-automated high-throughput pipelines for functional genomics. This was
achieved through computationally aided experimental design coupled with
analytical methods and experimental setups highly amenable to automation.
The goal was to enable future acceleration of the iterative cycle and further
characterize the biological system itself. More specifically, we studied untargeted
metabolomics (via mass spectrometry) for functional discovery of genes involved
in the regulation of a complex dynamic transformation known as the diauxic
shift.

In the second manuscript, we deviate from the classical methodology. We
instead aggregate decades worth of highly structured knowledge on yeast sys-
tems biology, derived from millions of experiments. This knowledge is then
combined with methodologies from relational learning and explainable AI. This
approach enabled us to discover human-interpretable regulatory rules and
genotype-phenotype relations in S. cerevisiae. These rules are subsequently
evaluated through the use of supervised learning in conjunction with intracellu-
lar proteomic and metabolomic abundances. This enables us to infer patterns
behind protein levels, and also establish connections between various levels of
biological organization in a tangible and unified way, enabling the simultaneous
use of highly heterogeneous data.



Chapter 2

Background

2.1 Systems Biology

Systems biology is a multidisciplinary approach meant to aid in the understand-
ing of complex biological systems at the molecular, cellular, and organismal
levels. This field has emerged as a competing concept to reductionist biology,
driven in part by the necessity to integrate data from diverse sources and levels
of cellular organization. The goal is to forge a comprehensive and holistic
understanding of biological systems[8]. Systems biology aims to build models
that can capture the behavior of biological systems and predict their responses
to perturbations across a wide variety of conditions[9]. The approach has
revolutionized our understanding of biology and accelerated the development
of new biotechnologies[10]. Moreover, systems biology approaches are essential
for addressing some of the most pressing challenges in biology today, such
as understanding the mechanisms of aging and devising strategies to combat
cancer.

2.1.1 Saccharomyces cerevisiae

Yeast systems biology is a subfield of systems biology that mainly focuses on the
study of the baker’s yeast—Saccharomyces cerevisiae—as a model organism for
understanding complex biological systems. This yeast is a unicellular eukaryote
which has been an essential part of human civilization for thousands of years
through its use in food and beverage fermentation[11]. The ease of cultivation
and overall resilience of S. cerevisiae, combined with the fact that it shares
many fundamental biological processes with higher organisms has caused it
to be an organism of high interest to the scientific community. Moreover, its
biology makes it well-suited for genetic modification through a wide array of
powerful genetic and molecular tools, such as homologous recombination[12,
13]. This has made it an ideal model system for systems biology research, and
ultimately caused it to be the first eukaryote to have its genome sequenced in
1996[4, 14].

As a result, it has been the premier platform for the functional discovery
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6 CHAPTER 2. BACKGROUND

of genes in eukaryotes. Early efforts were focused on creating genome-wide
yeast deletion mutant collections[12, 15]. These collections are comprised of
large libraries of cells which had undergone processes to separately remove or
alter most of the identified coding gene sequences in S. cerevisiae. This allowed
researchers to thoroughly explore the genome through experimental means, one
gene at a time.

2.1.2 Functional Discovery in Yeast Systems Biology

Functional discovery—or functional genomics, depending on the context—
refers to the process of identifying and characterizing the function of specific
biological molecules or subsystems, such as genes, proteins and metabolic
pathways (a metabolic pathway is a series of interconnected biochemical reac-
tions that converts molecules to other usable products, further explained in
Section 2.1.3.1)[16]. This is a critical area of research, as it allows researchers
the tools and know-how to better understand the fundamental processes that
govern life, such as gene regulation and metabolism. These insights could, in
turn, provide understanding in related domains, such as mechanisms of disease
and their potential therapies.

Biological systems are extremely complex, and each molecule often interacts
with many others in a multitude of different ways. Additionally, their beha-
viour can change dramatically due to temporal, environmental or conditional
aspects. Even the slightest alteration can result in a wildly different phenotype
(observable characteristics or traits). As such, functional discovery in this
context is an inherently iterative process. Generally, it is done through a
combination of experimental and computational processes, and tends to make
use of large-scale experimental data at its core (see Figure 1.1). The types
of data acquired may vary depending on the intent of the study, but could
involve techniques such as transcriptomics, metabolomics and proteomics (see
Section 2.3). Experiments tend to be carefully designed as to provide as much
information on the target phenomena as possible[17]. These designs could
include contrasting environmental conditions, changed genetic backgrounds or
perturbations in the form of therapeutic treatments or nutrient limitations.

2.1.3 Knowledge Representation

As the research field seeks to understand the behaviour and function of biological
components as part of a larger system, one of the key challenges is then how
to properly represent and organize the large amounts of information that is
available about these systems. These representations of reality may take many
different forms, such as metabolic pathways and interaction networks, or even
structured representations such as ontologies. Typically these are used in
conjunction with mathematical modeling techniques, such as ODEs (ordinary
differential equations), constraint-based approaches, graphical models or rule-
based models. All of these are designed to capture different types of biological
relationships. The work conducted in this thesis employs several different
representations in conjunction with each other. These will be explained in
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further detail below.

2.1.3.1 Models of Metabolism
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Figure 2.1: Pathway representation (as a directed graph) of the citric acid
cycle in Saccharomyces cerevisiae. Green circles mark involved metabolites,
orange squares represent reactions (via the involved enzyme) and the white
squares denote interconnected pathways. Pathway information taken from
KEGG (2023-08-02)[18].

Metabolism refers to a set of biochemical processes that occur within living
organisms. It encompasses the reactions that involve the conversion of nutrients
into energy, generating the building blocks required for growth, repair and
maintenance.

Metabolic networks are a type representation that allow for insight into
the molecular mechanisms of metabolism. The models attempt to acquire and
represent all of the known metabolic information about a specific metabolic
system, such as enzymes, metabolites and their associated reactions. These
serve as valuable references for researchers studying metabolism, as these
typically provide comprehensive maps and conditional descriptions of the
reactions.

Examples of large-scale projects which aggregate different representations
of metabolism would be KEGG, Reactome and Biocyc[18–22]. These models
are typically subdivided into metabolic pathways—modules which perform
some sort of localized task in the cell. Examples could encompass catabolic
pathways like glycolysis or anabolic pathways such as amino acid biosynthesis.
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This concept is amenable to other forms of representations (which could be
used for simulation), as can be seen in Section 2.2.

2.1.3.2 Gene Regulatory Networks

HSF1

MDH2

CAT8

GCR2

GCN4

GLN3

RAP1

GCN2

SIP4

A

B

Figure 2.2: Gene regulatory network for the diauxic shift in Saccharomyces
cerevisiae. A. Comprehensive gene regulatory network for the diauxic shift in
Saccharomyces cerevisiae, derived from the work by Geistlinger et al.[23]. B.
Subgraph of SIP4 and its regulatory interactions. Nodes represent the gene
and/or gene products and the edges denote the interaction.

A gene regulatory network is typically depicted as a graphical model which
describes the interactions and relationship among gene, gene products and their
regulators (see Figure 2.2). It represents an intricate network that governs
the expression and activity of genes and proteins within cells. It contains
information about a multitude of different types of agents[24]. This usually
includes DNA-binding proteins such as transcription factors (TFs) which either
promote or inhibit gene expression. However, it is not uncommon to extend the
concept to include other forms of activity regulation and signalling elements,
such as protein kinases[2]. The interactions between genes and/or proteins
can be direct or indirect in these representations, but they tend to reflect a
regulatory role, such as repression or activation.

These models can be used to simulate biological systems by integrating
various data sources, such as gene expression data (transcriptomics), and
utilizing supervised machine learning techniques[2, 25]. This, in turn, could be
used to predict system dynamics under different environmental conditions or
perturbations
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Figure 2.3: Example ancestor chart for the ”mitochondrion” gene ontology
term (in the cellular compartment category). Each arrow corresponds to a
different semantically meaningful relation with the parent term. The hierarch-
ical structure allows for classification of gene function at different levels of
specificity.

2.1.3.3 Gene Ontology

Functional knowledge about genes need to be formalized, not only to simplify
their study but also to enable higher degrees of semantic interoperability and
data integration. There are several methodologies for ontologically representing
functional data on genes, with the most commonly used one being the ”Gene
Ontology”.

Gene Ontology (GO) is a widely used resource and provides a standardized
vocabulary that enables a structured and controlled representation of biological
knowledge related to genes and their functions. It generally classifies or
annotates genes based on a few different categories[26]:

1. Molecular function, a category which describes the type of biochemical
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activity or intrinsic property of the gene products. This could include con-
cepts such as transport, transcription factor activity or phosphorylation
activity.

2. Biological process, a category representing various molecular events and
activities within living organisms. It encompasses terms such as ”cel-
lular metabolism” or ”signal transduction” that describe the biological
processes genes are involved in.

3. Cellular compartment, this category describes the locations or structures
within a cell or organism where gene products are active or present.
It includes terms such as ”nucleus” or ”mitochondrion,” that indicate
the sub-cellular locations or compartments associated with specific gene
products.

Each term within the Gene Ontology is organized in a hierarchical manner,
with more specific terms commonly being children of more general terms.
This hierarchical structure allows for the organization and navigation of gene
annotations at different levels of detail and specificity.

The Gene Onotology is not the only way of expressing gene function (and
other biological components). Albeit semantically similar to the gene ontology,
there exists other resources such as KEGG Brite (various biological objects),
Panther (gene function), ChEBI (chemicals of biological interest) and many
more[18, 19, 27].

2.2 Computational techniques

2.2.1 Machine Learning

Machine learning is a branch of artificial intelligence that enables computers
to learn from data and make predictions or decisions. It involves ”training”
algorithms to recognize patterns and relationships within the data. Machine
learning has applications in various fields and continues to advance rapidly,
driving automation and data-driven decision-making. Algorithms used in
machine learning can take many forms, such as decision trees or deep neural
networks, as explained in Alzubaidi et al. or Ray et al.[28, 29].

2.2.1.1 Supervised Learning

Supervised learning is a fundamental concept in machine learning. It is a
type of learning algorithm that uses labeled training data in order to learn.
In supervised learning, a data-set typically consists of pairs of input samples
(features) and their corresponding outputs (labels). The goal is then typically
to train a model that can learn from the training data in order make accurate
predictions or generalizations. The model learns from the labeled examples
by identifying patterns, relationships, or statistical dependencies between the
input and output variables.

Thus, given a set of training examples (X) and output labels (Y), the
algorithm generally attempts to learn the function g (g : X → Y ).
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2.2.1.2 Inductive Logic Programming

Inductive Logic Programming (ILP) is a subfield of artificial intelligence that
aims to learn logic programs from examples. While this can take many forms,
it is typically done by constructing hypotheses (h) to explain specific examples
(E) with the aid of background knowledge (B). In essence, this means that
the goal is to infer h, given B and E, such that B ∧ h |= E (otherwise known
as sufficiency)[30]. As such, it is mainly focused on inductive reasoning, which
involves generalizing from observations or examples to formulate rules or hy-
potheses. The algorithms in use tend to attempt to induce logical rules or
programs from examples by searching through a vast space of possible rules,
and selecting the most accurate or descriptive ones. This search is usually
performed using the prior knowledge (or background knowledge) as the search
space—typically represented as logical facts or rules. These help the learning
process, and grounds the search in the specified domain[31, 32].

A logic program (h) usually takes the following form:

h← b1, ..., bn (2.1)

Where h and b are atoms (a basic and indivisible proposition or statement, or
rather a building block from where to build more complex logical statements).

In order to evaluate the correctness of the induced hypotheses or logic
program, ILP typically makes use of the concept of inverse entailment (which
is derived through the application of the deduction theorem to the condition of
sufficiency). This is a way of turning an inductive problem into a deductive
one[30]:

B ∧ h |= E ⇔ B |= (h→ E)

⇔ B |= (¬E → ¬h)
⇔ B ∧ ¬E |= ¬h

(2.2)

Thus, given a set of positive examples and negative examples, inverse entailment
asks whether a given logical rule is capable of discriminating between the two
sets of examples. That is, it attempts to verify that the rule entails the positive
examples, while not entailing the negative ones[30, 33].

An example logic program in Prolog (using three of the biological concepts
mentioned in Section 2.1.3 and used in Paper II) could take the following
form:

Gene(A) :=

Regulated By(A, B, Transcription factor),

Located In(B, Mitochondrion),

Enzyme Metabolite(A, Glutamine)

(2.3)

This could then be interpreted as: genes (A) that code for an enzyme catalyzing
a reaction involving glutamine and are regulated by a transcription factor (B)
located in the mitochondrion.
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2.2.2 Genome Scale Modeling

Genome scale metabolic models (GEMs) are computational representations
that aim to aid in the study and prediction of metabolic behavior at a systems
level. It involves constructing a mathematical representation of the metabolic
network of an organism using genomic, biochemical, and physiological data. It
is a comprehensive representation of all of the metabolically related reactions
occurring in an organism, such as enzymatic reactions and transport reactions.
This allows researchers to simulate, analyze and interpret metabolic activity
of a specific organism in various different conditions[34–36]. This is typically
achieved through the use of methodologies such as flux balance analysis (FBA).

Figure 2.4: Toy metabolic network. Where A, B and C correspond to metabol-
ites, and R1, R2, R3, R4 and R5 denote metabolic reactions.

2.2.2.1 Flux Balance Analysis

Flux Balance Analysis (FBA) seeks to model the cell by simulating the flow
of metabolites through a metabolic network. This can, for example, enable
predictions of growth rates and specific metabolite production rates[34].

Typically, a GEM consists of mathematical representations of metabolic
reactions, imposing constraints on the flow of metabolites through the network.
Given the toy metabolic network in Figure 2.4 we could infer the following
reactions:

Reaction 1 (R1) : → A (2.4)

Reaction 2 (R2) : A→ B (2.5)

Reaction 3 (R3) : B → C (2.6)

Reaction 4 (R4) : A→ C (2.7)

Reaction 5 (R5) : C → (2.8)

This can be represented as a stoichiometric matrix (S), where the columns
indicate the reactions, and the rows indicate their connected metabolites. FBA
is built on the assumption of a steady state (Sv = 0). In practice, this implies
that metabolites are immediately consumed after production, not allowing for
any intracellular accumulation[34]. Note that v denotes the flux, representing
the flow of mass through the reactions.
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The toy network shown in Figure 2.4, with the underlying assumption of
steady state, can then be represented as depicted below (Equation 2.9):

1 −1 0 −1 0
0 1 −1 0 0
0 0 1 1 −1


︸ ︷︷ ︸

S


v1
v2
v3
v4
v5


︸ ︷︷ ︸

v

=


0
0
0
0
0

 (2.9)

The goal is then to solve for v. However, this would typically result in an
underdetermined problem, leading to an infinitely large solution space. By
applying mass-balance constraints (introduced by the stoichiometric matrix
S) and setting lower and upper bounds (vi,max < vi < vi,min) on potential
reaction fluxes, it becomes possible to define a constrained solution space.

By then optimizing for an objective (e.g. maximization of flux through R5,
as defined by the toy-example) we can identify optimal flux distributions by
the use of linear programming (in applied cases, one would tend to optimize for
maximum growth). This methodology enables the simulation of approximate
flux distributions on a genome-wide scale, encompassing thousands of reactions
and metabolites[34].

Note that the methodology is not without its limitations, as it typically does
not account for regulatory effects (such as transcription or phosphorylation, see
Figures 2.2, 2.5 and 2.6). Additionally, due to the steady-state assumption it is
typically unable to accurately reflect intracellular concentrations of metabolites.
Both of these limitations are revisited in Paper I.

An essential component of genome-scale metabolic reconstructions are Gene-
Protein-Reaction (GPR) rules. These rules provide Boolean formalizations that
connect genes to enzymes and reactions (see Figure 2.5) through boolean logic.

It is possible to manipulate this layer, for example by knocking out a gene.
In Paper I we utilize a combined signalling and gene-regulatory network to
infer reaction bounds for the available reactions in a GEM. We then probe
the regulatory network by deleting genes with regulation and/or signalling
roles and observe the resulting effect on enzymes, predicted fluxes and growth
phenotypes.

2.3 Multiomics & Integrative Analysis

”Omics” is a collective term that refers to set of interdisciplinary fields aimed
at comprehensively studying certain kinds of biological molecules or processes.
These disciplines generate specific types of data that can be used for functional
discovery in biological systems. Together they represent a type of flow of
information through biological systems, as illustrated in Figure 2.6A and
Figure 2.6B. By integrating several different types of omics, one can achieve a
much more holistic understanding of the biological system in question.
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Gene A Gene B Gene C Gene D

Enzyme A Enzyme B Enzyme C Enzyme D

Reaction 1 Reaction 2 Reaction 3

AND OR

A

B

Figure 2.5: The Gene-Protein-Reaction (GPR) rules. Boolean logic is generally
used to describe the relationships and conditions that need to be fulfilled for the
reaction to carry flux. In this toy example, Gene A codes for Enzyme A, which
in turn mediates Reaction 1 (note that the relationship could be one-to-many).
Enzyme B and C are required for an active Reaction 2, and conversely, Enzyme
C or D would be required for Reaction 3. A. Expression of genes into their
corresponding proteins can be controlled by regulatory elements outside of the
genome-scale model (e.g. a transcription factor). B. Enzyme activity can also
be regulated by elements outside of the model-abstraction, e.g. kinases.

Genomics refers to the study of genes, transcriptomics the study of RNA
(ribonucleic acid), proteomics the study of proteins, and metabolomics the
study of metabolites. This thesis will mainly focus on the two latter types of
data, namely proteomics and metabolomics.

2.3.1 Metabolomics

Metabolomics is the study of small molecules called metabolites in a biological
system. It provides insights into the biochemical pathways and cellular processes
that govern metabolism by studying the products and substrates of biochemical
reactions. Metabolomics can aid in identifying biomarkers, elucidate metabolic
pathways, and study responses to diseases and environmental factors. It is
typically seen as the type of data most closely representing the phenotype
(observable state) of the organism[37]. Metabolites are typically identified and
quantified using advanced analytical techniques, such as mass spectrometry[38].
Mass spectrometry is an analytical technique used to measure the mass and
chemical composition of various molecules. It works by ionizing molecules to
generate charged particles, which are then separated based on their mass-to-
charge ratios. This can provide valuable information about the structure and
abundance of specific molecules[39].

Generally, metabolomics is divided into two separate classes of study, namely
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extracellular and intracellular. These reflect the physiology of the cell in different
ways. The extracellular metabolome describes the substrates and products that
the cells input and output from and into the environment around them[40].
Intracellular metabolomics typically describes the internal concentrations of
metabolites inside the cell, which are involved in various molecular processes
governing the cells functions[41].

When studying metabolomics through mass spectrometry, it is generally
approached in either a targeted or untargeted manner. Targeted metabolomics
focuses on a predefined set of metabolites, often selected due to their relevance
to the biological context of interest. The analysis itself is then usually optimized
to allow for reliable detection and quantification of these metabolites. It is
particularly useful when studying well-characterized metabolic pathways or
systems. Untargeted metabolomics aims to comprehensively analyze the entire
metabolome, with the goal of capturing a wide range of different metabolites.
There is no reliance on prior knowledge in regards to the biological context, and
can provide an unbiased view of the phenomenon of interest. However, it may
not provide the same level of reliability and quantitative accuracy that a targeted
approach might provide. Regardless of the used methodology, metabolite
identification is not a trivial task, as explained in Monge et al.[42]. Two of the
aforementioned concepts are explored in Paper I, namely intracellular and
untargeted metabolomics.

2.3.2 Proteomics

Proteomics is a field that focuses on the comprehensive analysis of proteins
within a biological system. Proteins are the functional units of the cell, enabling
many different biological processes. They play vital roles in virtually all cellular
processes, acting as enzymes, signaling molecules, structural components, and
more. Understanding the intricate functions, interactions, and modifications of
proteins is crucial for explaining and deciphering the complexity of biological
systems. Proteomics employs a wide range of techniques and technologies to
study proteins on a large scale. This also includes advanced analytical methods
such as mass spectrometry[43].

High-throughput quantification of proteins has historically been time-
consuming, difficult and expensive. However, during the last decade, mass
spectometry-based proteomics has made considerable progress, and it is increas-
ingly able to facilitate biological experiments at scale[43, 44]. This is enabling
close to genome-wide coverage in a high-throughput and relatively inexpensive
manner.

Paper II utilizes genome-wide proteomic abundances to train supervised
machine learning models and evaluate systematized knowledge on S. cerevisiae.

2.3.3 Integrative Analysis

A key methodology in Systems biology is integrative analysis, that is, combining
several different experimental readouts or levels of biological organization to
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Figure 2.6: A. The ”Omics-cascade” (Adapted from Dettmer et al.)[37]. Sim-
plified description of the different types of data and levels of organization that
could be used to describe the response of biological systems to perturbation
(e.g. disease or environmental). B. Simplified schematic of mechanism of
action in biological systems when exposed to a signalling event or perturbation.
Signalling molecules (e.g. proteins, metabolites, RNA) causes an expression or
activity change in effector proteins, in turn mediating a response. Response
causes a change in internal state, which is communicated by signalling molecules.
M, T and P denotes the omics-type that can feasibly represent the different
states.

gain a more holistic understanding of the biological system in its entirety. There
are a multitude of difficulties with this however, including (but not limited to):

1. Heterogeneity & quality: There are multiple sources and types of biological
data, even from the same levels of organization. These could be due to
instrumentation, experimental protocols and unit-scales. All of these are
prone to different types and magnitudes of noise and fit within different
modeling regimes.

2. Dimensionality: Increasing the amount and type of data used could also
drastically increase the dimensionality of the problem, making analysis
far more difficult.

3. Biological relevance: These systems are highly complex and dependent on
conditions. As a result, their interpretation heavily relies on accurately
decoupling time-scales and experimental conditions, or on attaining a
comprehensive understanding of the conditions themselves.

The type of data integration heavily depends on the frameworks, algorithms,
or structures in use. Different omics-types are also suited for investigations
into different types of phenomena. As visualized in Figure 2.6B, it is crucial to
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assess what type of data is needed for different biological investigations. When
investigating metabolism, focusing on metabolomics and proteomics is likely
the best approach. These provide robust readouts of the current metabolic
state (metabolites) and the effectors of change (proteins).

Paper I is made possible by computational experiment selection, which
makes use of a combined signalling- and regulatory network to simulate meta-
bolic states through integration with a genome scale metabolic model. The
experiments are analyzed with the help of untargeted metabolomics (in essence
collecting a readout the current state of the cells metabolism). This is then
contextualized (while also reducing dimensionality) using curated metabolic net-
works through topological enrichment. Thus, enabling biological interpretation
and allowing us to infer the impact of gene deletion on metabolism.

Paper II aggregates several levels of organization (e.g. protein interactions,
metabolite concentrations) and structures (e.g. the Gene Ontology) in one
unified and flexible formalism (logic programs) to predict the state of the
proteome. Thus, evaluating the predictive power of the different levels and
their connection to each other, but also providing clues to protein function.
Thus completely bypassing the difficulties of data heterogeneity.
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Chapter 3

Summary of Included
Papers

In this chapter, the two papers included in this thesis are summarized, in-
cluding relevant research contributions and author contributions. Both papers
investigate gene and protein functions, but in different ways. Paper I em-
ploys semi-automated experiment selection, high-throughput cultivation, and
mass spectrometry to characterize several regulatory genes in the context of
a biphasic complex biological phenomenon. Paper II uses a combination
of structured biological priors, inductive logic programming, and supervised
learning to learn predictive relationships between gene function, phenotype,
and protein levels on a genome-wide scale.

Both papers also address the issue of integrative analysis in distinct ways.
In Paper I, several modeling regimes and levels of organization are employed
sequentially: metabolic flux simulation enabled by gene expression inference
for experiment selection, and topological enrichment over a metabolic network
for biological interpretation. In Paper II, a unified formalism is employed to
handle all types of biological data, achieved by translating observed biological
facts into logic programs and connecting them to quantified abundances of
proteins and metabolites.
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3.1 Paper I - High-throughput metabolomics
for the design and validation of a diauxic
shift model

Problem

In this work, we employ a combination of computer-aided experimental design,
automated laboratory cells, and analytical tools to characterize the roles of
several genes involved in a metabolic transformation known as the diauxic
shift. When S. cerevisiae grows on glucose in an aerated batch culture—one
can commonly observe a diauxic shift (or biphasic growth). During the initial
growth phase, the yeast ferments glucose into ethanol; once glucose has been
consumed, the yeast switches to an ethanol substrate through respiration[45][23].
This transition requires a substantial reconfiguration of the metabolic network
and a similar phenomenon can be observed in cancer cells known as the Warburg
effect (fermentation of glucose into lactate)[46].

Despite extensive research, the regulation of the diauxic shift remains poorly
understood[45].

Figure 3.1: Workflow demonstrated in Paper I. dFBA (dynamic Flux Balance
Analysis) simulation suggests deletant strains which are subsequently cultiv-
ated and analyzed using mass spectrometry and various bioinformatics tools.
1Simulations using models proposed in Coutant et al.[2]

3.1.1 Methodology

Genes were selected based on the simulated impact of specific types of gene
deletions on metabolism. This selection was performed using a combined
signaling and regulatory network, along with flux balance analysis, within a
framework established by previous iterations of the robot scientist concept.
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The selection criteria were based on differences in growth phenotype given
the structural changes caused by the semi-autonomous model improvements
suggested in Coutant et al.[2]. These were then investigated through the use
of deletant strains (strains of S. cerevisiae where the selected gene has been
deleted), automated cultivation techniques and untargeted metabolomics. A
complete summary of the methodology can be seen in Figure 3.1.

Figure 3.2: Overview of the effects of gene deletion on metabolic profiles. a.
Metabolic profiles (levels of observable metabolites) for the deletant mutants
pre and post diauxic shift. b. Pathway enrichment (with the KEGG-derived
yeast metabolic network as the background) for the deletant strains pre-shift. c.
Pathway enrichment (with the KEGG-derived S. cerevisiae metabolic network
as the background) for the deletant strains post-shift. Pathway enrichment
(overrepresentation) aids in inferring impact of the deletions on metabolism
(and, in turn, the role of the gene).

3.1.2 Contributions

We demonstrate the suggested workflow by successfully characterizing several
genes involved in the diauxic shift, as seen in Figure 3.2. Three of these are (to
this date) of largely unknown function (TDA1, YGR067C and RTS3 ), and two
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have corresponding homologues (a gene that shares a common evolutionary
ancestry with another gene) in humans (DLD3 and FAA1 ).

The study also further characterized the diauxic shift, leveraging the
strength of untargeted metabolomics to find subtle, and previously unex-
plored, changes in metabolism triggered by the metabolic transformation itself.
A secondary objective of the study was also to demonstrate the effectiveness
of the aforementioned tools for the purposes of future automation and model
improvement studies.

3.1.3 Author contributions

Daniel Brunns̊aker, Ievgeniia A. Tiukova and Ross D. King concieved
and designed the experiments. Daniel Brunns̊aker performed the wet-lab
experiments. Nikul K. Soni, Daniel Brunns̊aker and Gabriel K. Reder
performed the LC/MS sample processing and analysis. Daniel Brunns̊aker,
Gabriel K. Reder and Otto I. Savolainen analyzed the data. Otto I. Savolainen
performed the compound identification. Daniel Brunns̊aker, Alexander H.
Gower and Ievgeniia A. Tiukova designed the automated cultivation protocols.
Daniel Brunns̊aker, Ievgeniia A. Tiukova and Ross D. King wrote the
manuscript.
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3.2 Paper II - Interpreting protein abundance
in Saccharomyces cerevisiae through rela-
tional learning

3.2.1 Problem

Exploring the impact of gene deletions on biological readouts is a fundamental
problem in systems biology. Despite having functional annotations for the
majority of genes in extensively studied organisms like Saccharomyces cerevisiae,
achieving a comprehensive understanding of regulatory rules at a systems level
remains challenging. In this study, we investigate proteomic and metabolomic
profiles derived from a collection of S. cerevisiae deletants, utilizing structured
priors, relational learning, and supervised machine learning.

Figure 3.3: Methodology applied in Paper II. Metadata (strain) from data-sets
on proteomic abundances are used to identify frequent patterns in a relational
database. The frequent patterns are propositionalized and used to predict
protein levels in a highly explainable manner.

3.2.2 Methodology

Saccharomyces cerevisiae is a very well studied organism, as such the community
has systematized a substantial amount of highly structured and expressive
knowledge on its biology. This work subsequently makes use of this prior to
learn predictive relationships between proteomic profiles (generated by Messner
et al. [44]) and the functional characterization of the yeast genome. This is done
by translating this knowledge into an expressive Datalog database, and using
frequent pattern mining to generate logic programs—representing biologically
relevant regulatory rules. These were then evaluated using supervised learning
and feature analysis. See Figure 3.3 for a visual summary.

Some examples of the relations present in the pattern-search can be seen
below. Note that this includes concepts from gene regulation, proteomics,
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metabolism and phenomics.

ORF metabolite(+Gene, #Metabolite)

ORF pathway(+Gene, #Pathway)

ORF nullphenotype chemical(+Gene, #Phenotype, #Chemical)

ORF has protein domain(+Gene, #Domain)

regulates(+Gene,−Gene, #Type)

For example, the mode ”regulates”, consists of an input (+Gene), output
(-Gene), and a constant (#Type). This would mean that an allowed clause
could include a relation in which gene A (+Gene) regulates gene B (-Gene) by
regulating expression or activity (which is discerned from #Type).

The end result would be logic programs consisting of several atoms, such
as the example seen in Section 2.2.1.2. These hypotheses/relational features
are then assessed by evaluating their predictive power (in terms of proteomic
abundances) as seen in Figure 3.4. They can then be easily combined with
other types quantitative data if needed.

Figure 3.4: Predictability of protein abundance given relational features and
metabolite concentrations. R2 denotes the coefficient of determination (pro-
portion of variance explained).

3.2.3 Contribution

The methodology enabled us to predict protein abundances in an explain-
able manner. We also learnt several predictive relationships between protein
abundances, function and phenotype; such as α-amino acid accumulations and
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deviations in chronological lifespan. This was also extended to investigate
some specific proteins more closely, namely His4 and Ilv2 (see Figure 3.5); the
methodology successfully validated existing literature, but also inferred their
roles as regulatory elements for neighboring processes.

Figure 3.5: A. Top features for the prediction of Ilv2, given only relational
features. Sorted by average contribution in descending order. B. Top relational
features for Ilv2, according to maximum change in model output, given only
relational features. C. Top features for the prediction of His4, given relational
features and metabolite concentrations. Sorted by average contribution in
descending order. D. Top relational features according to maximum change in
model output for His4, given relational features and metabolite concentrations.
Each dot corresponds to one sample. ilp- denotes that the feature is a generated
relational feature. Complete explanations for these descriptors can be seen in
the appended manuscript. The x-axis denotes the change in predicted protein
abundance caused by a feature (for each sample).
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3.2.4 Author contributions

Daniel Brunns̊aker and Ross D. King conceived the idea. Daniel Brunns̊aker
and Filip Kronström designed the Datalog database. Daniel Brunns̊aker
performed the analysis, generated the features and trained the machine learning
algorithms. Daniel Brunns̊aker and Ievgeniia A. Tiukova performed the
biological interpretation of the results. Daniel Brunns̊aker, Ievgeniia A.
Tiukova and Ross D. King wrote the manuscript.



Chapter 4

Concluding Remarks and
Future Directions

This thesis explored methods to enable or accelerate functional discovery
in yeast systems biology—either by integrating automation and employing
high-throughput analytical techniques or by utilizing various machine learning
approaches.

Paper I demonstrates a proof-of-concept for semi-automated experiment
selection and untargeted metabolomics as a platform for functional genom-
ics. The automation of this process is likely to offer numerous advantages
beyond the increased throughput. Automated experiment selection is likely
to reduce research bias and contribute to a more comprehensive and holistic
exploration of systems biology. Enabling the integration of robotics and auto-
mated sampling processes is anticipated to mitigate human errors. This bears
significant importance since the field of biology is currently grappling with a
reproducibility crisis, wherein a considerable portion of experiments cannot be
reliably replicated[47].

Paper II bridges several levels of biological organization and millions
of previously performed experiments to more efficiently use already existing
data. To some extent validating some previous findings, but also connecting
qualitative statements to quantified experimental readouts. While the pre-
dictions may exhibit imperfections and cases of poor accuracy, these issues
could (among others) stem from factors such as inconsistencies in the underly-
ing data. Despite this, the predictions offer a high degree of interpretability
and draw meaningful conclusions about gene product function and previously
uninvestigated regulatory patterns.

However, more concretely, the work conducted as part of the thesis has
contributed to the further characterization of the systems biology of S. cerevisiae.
This contribution primarily involved characterizing several genes, many of which
have previously unknown functions. Additionally, the works in this thesis also
aided in evaluating existing literature and structured knowledge on S. cerevisiae
systems biology.

Work in Paper II aided in finding connections between metabolite con-
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centrations (more specifically, α-amino acid concentrations) and proteomic
abundances. Likely due to (among others) the priors involvement in important
nutrient signalling pathways and protein translation. This seemed especially
true for amino acids like glutamine, glycine and proline. These connections
also highlighted the roles of several genes in the context of these abundances.

Paper I also further elucidated the cellular transformation that is the
diauxic shift. We showcased subtle metabolic changes in lipid metabolism,
amino acid metabolism and oxidative stress responses before and after the
transition. The diauxic shift has been an important target of study since
the initial discovery by Jacques Monod almost 80 years ago[48]. This due to
being an exemplary cellular transformation, but also due to its relevance for
industrial and bioengineering purposes. It is also of biomedical interest due to
its analogies with the Warburg effect and its potential implications in cancer.

4.1 Future directions

Functional discovery in biological systems needs to be made faster and more
efficient. While Paper I explored mass-spectrometry as a characterization
tool in systems biology, the process needs to be accelerated and automated
to a much higher degree. This to remove human bias in processing, but also
to accommodate the throughput needed for biological experimentation on a
massive scale.

Integrating more experimental modalities bring difficulties in analysis, but
they also provide a significant boon for holistic assessments of systems biology.
Paper II makes use of several ideas from logic programming to aid in this,
but these should be integrated more fully with the methodologies from Paper
I or the concepts introduced in Gower et al.[49]. This could be in the form of
informed experiment selection, or automated reasoning regarding gene function.

Interpretability of these methods is also paramount. While the proposed
methods should be made faster, we need to make sure that the gain in knowledge
fit within human understanding and usability. This also means that metadata
about experiments (e.g. conditions, experimental techniques and genetic back-
grounds) need to be much more stringently recorded than what is typically
done today. Enabling computational representations, such as ontologies, to
more fully integrate this metadata will allow for more robust experiments and
reasoning.

All of these approaches could provide the capability to do automated
experiments, analysis and reasoning at scale. Future research will contribute
to this by further extending and combining the concepts introduced in this
thesis—especially in regards to data integration, experiment selection and
automated model improvement.
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