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Bridging Single-Particle Characterisation Gaps of Optical Microscopy in the 
Nano-Submicron Regime 
 
ERIK OLSÉN 
Department of Physics 
Chalmers University of Technology 
Gothenburg, Sweden 2023 
 

Abstract 
 

As the practical importance of particles in the nano-submicron size regime continues to 
increase in both biomedical applications and industrial processes, so does the need for 
accurate and versatile characterisation methods. Optical scattering microscopy methods 
are commonly used for single-particle characterisation as they provide quick 
measurements at physiologically relevant conditions with detection limits reaching 
down to individual biomolecules. However, quantitative particle characterisation using 
optical microscopy often rely on assumptions about the surrounding media and the 
particle, including solution viscosity, boundary conditions, as well as particle shape and 
material. Since these assumptions are difficult to evaluate, particle characterisation 
beyond hydrodynamic radius and/or mass remains challenging.  

The aim of this thesis is to contribute to bridging the gaps that limit quantitative optical 
microscopy-based characterisation of individual particles in the nano-submicron regime 
by both developing new and improving existing microscopy methods. Specifically, in 
Paper I a method was developed to evaluate the relation between diffusivity and particle 
size to enable measurements of the hydrodynamic boundary condition. Papers II-V are 
based around the development of holographic nanoparticle tracking (H-NTA) and 
extensions thereof, with the intent of using the complex-valued optical field for material 
sensitive particle characterisation with minimal dependence on the surrounding media. 
In Paper II, H-NTA by itself was used to characterise suspensions containing 
nanobubbles and molecular aggregates. In Paper III, the combination of H-NTA with 
deep learning was used to achieve simultaneous quantification of size and refractive 
index directly from single microscopy images, which allowed detection of reversible 
fluctuations in nanoparticle aggregates. In Paper IV, H-NTA augmented with a low 
frequency attenuation filter, coined twilight holography, was used to investigate the 
interaction between herpes viruses and functionalised gold nanoparticles in terms of 
size, bound gold mass, and virus refractive index. In Paper V, the combination of 
twilight holography and interferometric scattering microscopy (iSCAT) was used to 
quantify both size and polarizability of individual nanoparticles without the need of 
detailed knowledge about the surrounding media. Taken together, the presented results 
in this thesis provide both new insights into heterogenous nanoparticle systems and 
contributes to narrowing the gap for detailed optical particle characterisation. 

Keywords: Optical microscopy, particle tracking, size estimation, material sensitivity, 
dynamics, particle shape, holography, iSCAT  
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It would be madness and inconsistency to suppose that things which 
have never yet been performed can be performed without employing 

some hitherto untried means. 

- Sir Francis Bacon, Novum Organum            f 
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1  
 

Introduction 
 

The future cannot be predicted, but futures can be invented. 
 – Dennis Gabor* 

  

 

Visualisation is often key for understanding complex systems, as best captured by the 
phrase “seeing is believing”. Since most of the underlying processes of life occur on 
the nanometre to micrometre length scales (Figure 1), there are numerous processes 
around us that our naked eyes cannot see by themselves. To overcome this limitation, 
mankind has developed microscopes with ever-improving resolution and sensitivity. As 
the requirements of a measurement technique varies depending on the system under 
investigation, several different microscopy techniques have been developed over the 
centuries. These techniques range from optical methods such as fluorescence and phase 
contrast to electron and atomic force microscopy [1–3], and their importance to the 
scientific community is recognised by several Nobel Prizes related to advances in 
microscopy method development [4–10].  

Building on that tradition, the pursuit of ever-improving quantitative imaging tools 
continues to this day. However, just because it is possible to observe a particular 
experimental system, correct interpretation of the data is far from a trivial task. For 
example, in the beginning of the 19th century, Robert Brown and several other 
researchers observed in their microscopes that small particles, such as clay particles 
contained in the pollen of plants†, display a stochastic motion when dispersed in a 
fluid [11–13]. Numerous explanations for this phenomenon were initially hypothesised 
before it was eventually settled that this motion originates from the existence of atoms 
and molecules [14]. Similarly, disagreement persists to this day among scientists 
regarding how to correctly interpret optical measurements of biological nanoparticles. 
This includes for example how to relate light scattering to particle properties [15–17] 
and the interpretation of correlations between particle size and fluorescence [18–20], 
illustrating the difficulty in translating measurements to particle information. 

 
* Dennis Gabor (1900 –1979) received the Nobel Prize in Physics 1971 for the development of the 
holographic method [8]. 
† Robert Brown wrote that he analysed particles or granules from grains of pollen [11]. 
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Figure 1 Schematic figure showing examples of important biological entities at different length scales, 
ranging from sub-nanometre to hundreds of micrometres. This thesis work primarily involves 
investigating particles in the 20-500 nm size range. The image is adapted from Wikimedia [21] under 
CC BY-SA 2.5 licence. 

Although numerous microscopy methods such as electron microscopy have a spatial 
resolution well beyond that of optical microscopy [1], the latter is still often preferred 
in the context of life sciences. This is primarily due to the fact that optical methods offer 
high-throughput measurements of individual particles under physiological or near 
physiological conditions, whereas high-resolution imaging methods such as electron 
microscopy often require non-physiological imaging conditions. For example, despite 
that biomolecules and biological nanoparticles such as viruses and lipid vesicles all are 
smaller than the optical resolution limit of a few hundred of nanometres [22]  
(Figure 1), optical characterisation methods still enable accurate single-particle 
estimates in terms of concentration, size, and/or dry mass [23,24]. This has made optical 
techniques common when characterising size and concentration of particle suspension, 
in particular for biological particle samples such as liposomes and extracellular vesicles 
(EVs) [25]. 

Optical particle characterisation spans a wide range of techniques, including non-
imaging techniques such as flow cytometry [26] and dynamic light scatting (DLS) [27], 
and imaging methods such as darkfield [23], interferometric scattering (iSCAT) [23], 
fluorescence [28], and Raman microscopy [29]. For studying individual biological 
particles, scattering microscopy is a common characterisation method since it works 
well with aqueous samples, has a detection limit that includes 100 kDa biomolecules, 
does not require any addition of labels, and the particle signal is related to properties 
such as mass and shape [23,30,31]. Despite being widely implemented, particle 
characterisation using label-free scattering microscopy currently has several limitations. 
These limitations originate from the fact that size and structure of single nanoparticles 
cannot easily be estimated directly from a microscopy image as the particles are much 
smaller than the spatial resolution limit [32]. Particle properties such as size are instead 
estimated indirectly by for example relating particle motion to size via the diffusivity-
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size relation [33]. However, such relations rely on assumptions about the experimental 
system that are challenging to evaluate, which contribute to limitations regarding the 
quantitative precision and hence the applicability of the characterisation techniques.  

During the past decade, the single-particle detection limit of optical scattering 
microscopy has improved significantly whereas the quantified particle information in 
the nano-submicron size regime is approximately the same. For example, the single-
particle detection limit using interferometric scattering microscopy methods is now 
below 100 kDa* biomolecules in water [35], where recent developments go all the way 
down to 9 kDa when on a surface [36] and 66 kDa in suspension [31]. In comparison, 
most optical scattering microscopy methods quantify scattering intensity and particle 
position with little particle shape or material composition information [23]. Considering 
that the function of nanoparticles is greatly influenced by their size, shape, mass, and 
composition [37,38], there is need of improvements regarding the quantitative particle 
information that can be extracted from a single measurement. 

Therefore, one of the main remaining challenges for optical particle characterisation is 
the combination of detection and quantitative multiparametric particle estimates of 
individual particles in the nano-submicron regime with as few prior assumptions about 
the particle system as possible. Most often the assumptions behind relating experimental 
data to particle properties are overlooked, as nicely captured by the joke “assume a 
spherical chicken” [39]. However, such assumptions and approximations put 
limitations on the potential analysis of heterogenous particle samples which needs to be 
removed to further expand the applicability of optical particle characterisation.  

The mission of this thesis is to contribute to bridging the gaps of optical microscopy-
based multiparametric characterisation of individual particles in the nano-submicron 
size regime. The approach taken is to acknowledge the complexity with respect to 
relying on diffusivity-based sizing and scattering intensity to characterise heterogenous 
particle samples, in order to thereby find new ways of obtaining size, material, and 
shape information on the single-particle level. For example, if only the size of a 
suspended nanoparticle is of interest, one commonly used approach is to relate the 
diffusivity of the particle to size using the Stokes-Einstein relation [33]. When relating 
diffusivity to particle size, several assumptions about the particle need to be made, one 
of which being its hydrodynamic boundary condition. If the no-slip boundary condition 
is incorrectly assumed, the size can become underestimated by up to approximately 
30% [40]. This is highlighted in Paper I, which introduces a method to evaluate the 
hydrodynamic boundary condition of biological nanoparticles. 

Papers II-V all involve method development with the purpose of improving the 
quantification of size, shape, and material properties of suspended particles in the nano-
submicron size regime using scattering-based optical microscopy. In this context, a 

 
* To compare with particles, a protein with a mass of 100 kDa has a radius of around 3 nm [34]. To 
relate other protein masses to size, the volume of a protein is approximately proportional to its mass. 
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common analysis approach is to quantify radius and refractive index of individual 
particles [41–44], where refractive index is related to the material of the observed 
particle. However, most optical characterisation methods for particles in the nano-
submicron size regime measure only scattering intensity, which is insufficient to 
distinguish between different material types such as dielectric particles, metallic 
particles, and nanobubbles. One approach to overcome this limitation is to use methods 
such as off-axis holography that measures the complex-valued optical field [45], as the 
real and imaginary parts of the optical signal relates to different material properties. 
Despite its quantitative potential, optical holography is mostly used to characterise 
larger structures such as biological cells [46], while its use for characterising particles 
in the nano-submicron regime, as done in this thesis work, is less explored. 

Paper II presents the development of off-axis holographic nanoparticle tracking  
(H-NTA) to distinguish suspended nanobubbles from solid particles while also 
quantifying their hydrodynamic radius and refractive index. As the scattering pattern 
from a particle inherently contains information about particle size, shape, and refractive 
index [47], Paper III investigates the combination of H-NTA and deep-learning image 
analysis to enable simultaneous quantification of size and refractive index from images 
of scattering patterns of subwavelength-sized particles. This measurement method 
enables sub-second temporal resolution of both size and refractive index, which was 
used to investigate the dynamics of nanoparticle clusters. Paper IV explores the 
potential of extending the quantitative measurement regime of off-axis holography into 
the nanoparticle domain by combining H-NTA with a low frequency attenuation filter 
(LFAF). This allows simultaneous optical quantification of the dielectric and metallic 
contributions of individual nanoparticle complexes, which was used to investigate the 
interaction between herpes simplex virus type 2 (HSV-2) and tannic acid modified gold 
nanoparticles (TaAuNPs). Inspired by multi-angle light scattering techniques [48], 
Paper V investigates the combination of H-NTA with interferometric scattering 
microscopy (iSCAT) to achieve simultaneous size and refractive index quantification 
of individual nanoparticles without relying on the diffusivity-size relation. Since the 
scattering-based size estimate depends on both the distribution of mass within the 
particles and their outer radius, whereas the simultaneously measured hydrodynamic 
radius estimates the outer particle radius, the two size estimates were also used to 
optically differentiate between solid spherical particles and particle aggregates. 

To provide a broader context of the work, the thesis starts with a chapter describing the 
particle systems of main importance for this thesis work, followed by two chapters 
covering the theoretical background of the particle information contained in an optical 
microscopy image and the theoretical foundation used for relating diffusivity to particle 
properties. The subsequent chapter covers the main experimental methods used in this 
work, followed by a chapter summarising the five appended papers. The final chapter 
contains the main conclusions of this thesis and a future outlook addressing some of the 
remaining scientific challenges together with potential method development that could 
further bridge the gap of optical microscopy-based particle characterisation. 
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2   
 

Biological background  
 

Historically, nature has been very good at surprising us  
 - Sean M. Carroll* 

  

 

The development of microscopy methods and our understanding about the world on the 
nano- and microscale have been linked together ever since the publication of Robert 
Hooke’s Micrographia in 1665 [49]. Nowadays, our understanding about biological 
particle systems is to a large extent based on microscopy imaging, where remaining 
unanswered questions motivates the continued method development.  

Most of the investigated particles in this thesis work are either biological nanoparticles 
or dielectric subwavelength-sized particles. Biological particles have to a first 
approximation a real-valued refractive index for visible wavelengths [50]. Dielectric 
particles refer to non-conducting particles, implying a real-valued refractive index [51]. 
Since biological and dielectric particles have similar optical scattering signals, dielectric 
particles of known size and material are often used to evaluate the performance of newly 
developed characterisation methods [52,53]. For example, silica and polystyrene 
spheres were used in Papers II-V to evaluate the size and material sensitivity of the 
developed methods. However, of main interest in this thesis is the ability of the methods 
to investigate biological nanoparticle systems such as lipid vesicles tethered to a 
supported lipid bilayer (SLB), extracellular vesicles (EVs), herpes viruses, and 
nanoparticle aggregates (Figure 2). The central biologically relevant particle systems 
investigated in this thesis work are introduced in this chapter. 

2.1 Lipid membranes and vesicles 

Lipids are amphiphilic molecules characterised by a hydrophilic head group linked to 
hydrophobic alkyl chains that are commonly referred to as lipid tails [54,55]. Due to the 
amphiphilic nature of lipids, they tend to self-assemble into organised structures such 
as lipid bilayers and vesicles when in aqueous media (Figure 2). This spontaneous 
organisation  of  amphiphilic  molecules  from  a  disordered  to  an  ordered  state  is  driven 

 
* Sean M. Carroll (born 1966) is a theoretical physicist and Homewood Professor of Natural Philosophy 
at Johns Hopkins University. He is also a prominent science communicator via books and podcasts. 
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Figure 2 Selection of the biological structures and particles investigated in the papers appended to this 
thesis, which includes supported lipid bilayers (SLBs), lipid vesicles, herpes viruses, and nanoparticle 
aggregates. �� is the fractal dimension, where a lower �� corresponds to fewer particles per unit volume 
in an aggregate. The images of the fractal aggregates are adapted from Ref. [56] under CC-BY license. 

by entropic effects. Specifically, since water molecules can adapt more configurations 
with hydrogen bonds when interacting with hydrophilic molecules than with 
hydrophobic molecules, forming organised structures that “hide” the tails of the lipids 
from the surrounding water increases the overall entropy [54].  

Depending on the geometry of the lipid, which can be estimated using the effective area 
per head group, tail length, and volume of the tail, they organise into different 
structures [55]. For example, single-chained lipids with large head groups typically 
form spherical micelles, which are enclosed spherical structures consisting of a 
monolayer of lipids. In contrast, phospholipids with two tails tend to form bilayers and 
vesicles, which are planar and spherical enclosed structures consisting of a bilayer of 
lipids, respectively. Membranes consisting of a bilayer of lipids are commonly utilised 
by biological systems such as cells to separate their interior from the exterior, which is 
why phospholipids are prominent in both the outer membrane and internal organelles 
of cells [55].  

During investigations of the properties of cell membranes, mimics such as SLBs are 
commonly used to reduce the complexity compared to the membrane of living 
cells [57]. SLBs are commonly formed on surfaces such as glass (silica) by letting 
liposomes, which are artificially made lipid vesicles, spontaneously attach to the 
surface. Once a critical coverage is reached, the liposomes rupture into an SLB [58]. In 
Paper I, the used membrane mimic was an SLB consisting of the phospholipid 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) with a fraction of PEGylated* 
lipids used to control the separation between the SLB and membrane-attached particles.  

SLBs and lipid vesicles differ from solid materials in that the lipids they consist of are 
mobile within the membrane. The motion of membrane molecules in a lipid membrane 
can therefore be described as an 2D fluid [55]. This property of SLBs was utilised in 
Paper I as its main method, two-dimensional flow nanometry (2DFN) [59], relies on the 
mobility of SLB-tethered particles to simultaneously estimate particle size and 
diffusivity (Section 5.5). In Paper I, the liposomes and EVs were tethered to the SLB 
using cholesterol-modified double stranded DNA as molecular linkers [60]. 

 
* Polyethylene glycol (PEG) is commonly used molecule to passivate surfaces, where PEGylation is 
the process of attaching PEG to other molecules such as lipids. 
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2.1.1 Extracellular vesicles 

Extracellular vesicles (EVs) are a diverse family of lipid membrane-enclosed structures 
secreted by cells [61,62]. EVs are naturally occurring lipid vesicles that contain multiple 
different membrane molecules, including several types of lipids, membrane proteins, 
and glycolipids. Additionally, EVs also often contain cargo as they participate in 
intercellular transport [61].  

Since EVs are circulating in the body and participate in a broad range of biological 
processes, EV subpopulations are considered important potential biomarkers for early 
diagnosis [61,62]. Different properties of EVs are measured using different 
experimental methods, where size estimation of single EVs is commonly performed by 
relating diffusivity to size (Section 4) [61]. To scrutinise this relation, the hydrodynamic 
boundary condition (Section 4.1) of both POPC liposomes and EVs were investigated 
in Paper I. 

2.1.2 Nanobubbles 

The term nanobubbles is typically used to describe bubbles with a diameter of less than 
one micron [63]. Although nanobubbles by themselves in water are theoretically 
predicted to be unstable [64], they can be made stable by using surfactants such as 
phospholipids or a combination of spans and tweens as used in Paper II [63]. Due to 
their non-toxic nature, nanobubbles are used in applications such as ultrasound contrast 
agents and diagnostics [65]. However, the use of nanobubbles comes with the challenge 
of differentiating nanobubbles from other particles potentially generated during the 
fabrication process [63]. For example, since nanobubbles are dielectric particles, their 
optical scattering intensity is similar to that of solid particles. Paper II attempts to 
address this challenge by measuring the optical phase shift on the single-particle level 
as the sign of the phase shift can be used to differentiate between bubbles and aggregates 
of surfactant molecules (Section 3.3.3). 

2.2 Herpes viruses and tannic acid functionalised nanoparticles 

The herpes simplex virus (HSV) is virus that consists of an inner capsid with a diameter 
around 125 nm and an outer spherical membrane of around 200 nm in diameter  
(Figure 2) [66]. Within the Herpesviridae family, HSV type 1 (HSV-1) and 2 (HSV-2) 
are two viruses that infect numerous humans around the world. Specifically, it was 
estimated in 2015 that more than 3.7 billion people under the age of 50 are infected with 
HSV-1 and 417 million people between 17 and 49 years of age suffer from HSV-2 [67].  

Currently, there are several HSV vaccines at the pre-clinical stage, but none have yet 
been approved as treatment [68]. Due to the lack of HSV vaccines, several potential 
anti-herpes drugs are being tested. One such potential candidate that have been tested 
in various model systems is tannic acid [69]. Tannins such as tannic acid can interact 
with glycoproteins in the virus envelope, thus preventing virus attachment, entry, and 
cell-to-cell spread [69]. However, tannic acid is not commercially registered as a drug 
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since there is a lack of clinical evidence concerning its activity and selectivity [69]. 
Metallic nanoparticles functionalised with tannic acid are therefore explored as an 
alternative to free tannic acid in virus inhibition experiments [70–72]. To further 
explore the potential anti-viral properties of tannic acid functionalised nanoparticles, 
the interaction between HSV-2 and tannic acid modified gold nanoparticles (TaAuNPs) 
was investigated in Paper IV using the material sensitive signal of twilight off-axis 
holography (Section 5.1.2). 

2.3 Particle aggregates 

When particles or molecules interact with each other in solution they may eventually 
form larger disordered structures, which is referred to as aggregates. Particle 
aggregation is an example of a complicated random process that may display features 
such as self-similarity, scaling, and universality [73], which is theoretically well 
described by fractal geometry [74]. For example, the number of particles in an aggregate 
scale with size as [75] 

$ = �
 =>?>@ABC
,     2.1 

where �
 is a pre-factor with a value close to 1 [76], 4
 is the monomer size, 45 is the 

radius of gyration and �� is the fractal dimension. Measured values of �� typically range 
from 1.6-2.3 and depend on if the aggregation is diffusion or reaction limited, as well 
as if it is monomer aggregation or cluster aggregation [73,77,78]. Examples of particle 
aggregates with different fractal dimensions can be seen in Figure 2. 

Equation 2.1 contains the radius of gyration, which is a size estimate typically used 
when relating angular light scattering to the size of large molecules [48]. 
Mathematically, radius of gyration is the root mean square distance of the particle mass 
distribution from the centre of mass. This size estimate is different from for example 
the hydrodynamic radius as it depends on the mass distribution within the particle, 
whereas the hydrodynamic radius relates to the outer particle radius. The scaling 
between the hydrodynamic radius and number of monomers is similar to the radius of 
gyration, although the exact coefficients are less established [79]. In Papers II and IV, 
the pre-factor and fractal dimension used to analyse the hydrodynamic radius data were 
assumed to be similar to those for the radius of gyration (Eq. 2.1). For aggregates 
consisting of more than ten particles, both simulations and experiments indicate that the 
ratio between radius of gyration and hydrodynamic radius take a constant value close 
to 1 [80,81]. Thus, the scaling between the number of particles and aggregate size for 
aggregates consisting of more than a few particles is the same for both size estimates, 
where the fractal dimension is most often estimated experimentally via the scaling 
between parameters such as signal intensity and particle size [82]. Therefore, a minor 
uncertainty in the pre-factor of the used formula (for example Eq. 2.1) does not affect 
the ability of differentiating particle aggregates from solid spheres, which is how fractal 
dimension estimates were used in the appended papers to this thesis. 
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3  
 

Single-particle optical imaging theory 
 

“The book is about how small particles absorb and scatter light.” 
“My goodness, who could possibly be interested in that?”* 

  

 

All papers included in this thesis involve using optical microscopy to quantify the 
motion and signal from particles in the nano-submicron regime with the intent of 
relating the measurement to particle properties. In both physics and science in general, 
theory and experiments are inescapably intertwined with each other. In the context of 
method development, theory is used to predict the potential information that can be 
extracted from a new method, while experiments that deviate from the current 
theoretical framework are used to guide future theoretical development. In this chapter, 
the theoretical background regarding optical imaging of individual particles is 
presented, with particular focus on the optical scattering from particles that are smaller 
than the wavelength of the incident light.  

Theoretical discussions about optical measurement techniques tend to start with 
Maxwell’s equations, a set of differential equations describing the spatiotemporal 
evolution of electromagnetic fields [51]. In principle, all classical properties of light can 
be derived from Maxwell’s equations, although the solutions are not seldom challenging 
to obtain. However, there are also several simplified models to explain the propagation 
of light and the optical signal from particles interacting with light [22]. The main 
benefits with the simplified explanation models are that they aid in forming an intuition 
about the underlying physics and are often simpler to use than starting from Maxwell’s 
equations, although the validity of the approximations needs to be evaluated on a case-
by-case basis. Thus, for a rigorous handling of Maxwell’s equations, I refer to 
Jackson [83], Cheng [51], or any of the numerous books on the subject†.  

In the context of this thesis, the theoretical description of the optical signal and imaging 
theory is based on simplified description models such as:  

 
* The quote comes from the introduction of “Absorption and Scattering of Light by Small Particles” by 
Bohren and Huffman and describes people’s reaction when they learned that the authors wrote a book 
about such a specific topic. To answer their question, according to Google Scholar, by the start of 2023 
the book in question has been cited more than 30000 times. 
† For a book that is freely available online, I recommend “Physics of Light and Optics” [22]. 
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• The angular spectrum method for propagation of optical fields* [22]. 
• Optical scattering by particles using Rayleigh-Debye-Gans theory, Mie theory, 

and geometrical optics, which describe the optical signal of particles at different 
size intervals. 

In addition, the differences and similarities between optical scattering and fluorescence 
are discussed, with a focus on their use for quantitative particle characterisation. 

Before describing the theory of optical imaging, some fundamental properties of light 
need to be established. Although what our eyes and cameras typically register is light 
intensity, which is proportional to the energy emitted from a light source [51], a full 
description of light propagation requires more information than that contained in light 
intensity alone. Instead, the properties of light are described by its optical field, D�⃗ (F, G, H), with the light intensity being proportional to the squared modulus of the 
optical field [51].  

In the context of optical imaging theory, the main differences between the optical field 
and light intensity are that the field has a phase / and a polarisation. As light propagates, 
the phase changes depending on the distance travelled, ΔF, according to  Δ/ ∝ ΔF/� [22], where � is the wavelength of light. For two coherent† optical fields 
that have travelled different distances before reaching the same spot, their relative phase 
difference will determine the resulting light intensity (Figure 3) [51]. This property of 
light is critical both for understanding the measured particle signal as well as for the 
working principle of interferometric microscopy, which forms the experimental basis 
of Papers II-V. 

The polarisation of light, in turn, describes the direction of the electric field as the 
electromagnetic wave propagates through space [22]. The direction of the polarisation 
is important both in the context of scattering from asymmetric particles as well as to 
describe the interference between optical fields. For spherical particles, the polarisation 
of the incoming light is of little importance as the scattering in that case is independent 
of particle orientation. In the context of holographic imaging, which is used in  
Papers II-V, it is important to consider that only light with the same polarisation 
interfere, where the polarisation of light can be manipulated by using specialised optical 
components (Section 5.1). 

In addition to phase and polarisation, light waves also have an amplitude, wavelength, 
and a direction of propagation. These properties are all needed to fully describe the 
propagation of light, as will become apparent in the following sections.  

 
* In optical microscopy, the optical field is often used instead of the electric field. The difference 
between the two fields is a constant which affects how the fields relate to the measured light intensity, 
where the light intensity being proportional to the squared modulus of the optical field [45]. 
† Coherence in this context means that there is a fixed phase difference between the different optical 
fields. If the two fields are incoherent, their interference will rapidly fluctuate between being 
constructive and destructive (Figure 3), resulting in a time-averaged signal without interference [22]. 
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Figure 3 Schematic illustration of the interference properties of light waves. When two different light 
waves combine, depending on the phase difference Δ/ between the waves, the interference is either 
constructive or destructive. Note that the image shows the two extreme cases when Δ/ = 2$� and Δ/ = (2$ K 1)�, where $ is an integer. If Δ/ is any other value, the resulting interference pattern 
will be in between the two presented cases. � is the wavelength of light. 

Note that the classical description of light is used here, in which the properties of light 
are explained in the context of a continuous wave and not as a photon. Since an image 
typically involves measuring the contribution of numerous photons, the classical 
description of light describes the occurring physics well. Nevertheless, the quantum 
properties of light are still needed to understand some optical processes such as 
fluorescence [84,85], lasers [86] and shot noise in experimental images [87]. Thus, 
apart from the wavelength selectivity of fluorescence, the properties of light will 
henceforth be described as electromagnetic waves. 

3.1 Propagation of optical fields using angular spectrum 

One starting point to describe the propagation of light is the plane wave solution to 
Maxwell’s equations, as the propagation of a general optical field in a homogenous 
environment can be described as a sum of plane waves [45]. In free space, Maxwell’s 
equations become the Helmholtz equation [51]: ∇-D�⃗ (F, G, H) N �-D�⃗ (F, G, H) = 0�⃗ ,    3.1 

which has the solution D�⃗ (F, G, H) = D�⃗ 
PQR(S�⃗ ⋅U⃗), where ��⃗  is the wave vector that defines 

the direction of propagation with ���⃗ � = � = 2�/�. This solution is often referred to as 
the plane wave solution, as the optical field is constant over a plane orthogonal to the 

wave vector. Moreover, any ��⃗  that fulfil ���⃗ � = 2�/� is a valid solution to the Helmholtz 
equation. Using this set of solutions as a basis, any optical field in free space can be 
written as sum of plane waves [45]: 

D�⃗ (F, G, H) = ∬ W⃗X�,, �YZPQR[S\⋅]^S_⋅`^aSbQS\bQS_b⋅cd S\b^S_beSb d�,d�Y, 3.2 
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where W⃗X�,, �YZ is a complex-valued pre-factor. Note that for each choice of �, and �Y 

the magnitude of �g is also determined by the requirement that ���⃗ � = 2�/�, where the 
sign of �g indicates the propagation direction.  

When inspecting Eq. 3.2, its structure is similar to that of the two-dimensional Fourier 
transform [88]. Therefore, Eq. 3.2 can be written as: 

D�⃗ (F, G, H) = � hW⃗X��⃗ ZPQRaSbQS\bQS_b⋅c circ laS\b^S_bS mn,  3.3 

where � is the two-dimensional Fourier transform operator and circ is a function whose 
value is zero except when the argument is between zero and one, in which case the 
function takes the value of one. By applying the inverse Fourier transform to Eq. 3.3, 

W⃗X��⃗ ZPQRaSbQS\bQS_b⋅c circ laS\b^S_bS m = �Qo =D�⃗ (F, G, H)A.  3.4 

Hence, once the optical field is known at any one plane, W⃗X��⃗ Z can be obtained using 

Eq. 3.4. When W⃗X��⃗ Z is known, the optical field at any other plane is also known by the 
use of Eq. 3.3. This way of numerically propagating the optical field is called 
propagation of angular spectrum (PAS) [45].  

Note that Eqs. 3.2-3.4 only describe the simplified situation of propagation in a constant 
environment. In most real-life situations, the imaging system contains several optical 
components such as lenses and apertures (see for example Figure 10 in Section 5.1.1). 
If an optical component is located along the path of the optical field, the subsequent 
propagation is affected. The mathematical procedure to handle this is to evaluate the 
optical field just before the component, calculate the change of the optical field it 
induces, and then initiate a new propagation after the component [22]. For this reason, 
the calculations become challenging to perform analytically for optical systems with 
more than just a few components.  

The benefits of PAS compared to alternative propagation methods such as the Huygens–
Fresnel method [45] are that (i) it is possible to propagate the optical field over short 
distances, (ii) it is a more general formalism of the optical field, and (iii) the numerical 
propagation can be performed using Fourier transforms, which can be efficiently 
calculated on modern computers. One of the main drawbacks of PAS is that the density 
of numerical sampling points is the same throughout the propagation, which makes it 
inefficient at propagating distances much longer than the wavelength of light. In  
Papers II-V, optical propagation was used to numerically refocus images a distance 
ranging from a few nanometres to a few micrometres. For this reason, PAS was used to 
propagate the obtained optical fields from off-axis holography (Section 5.1.1). 
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3.2 Spatial resolution of optical microscopy 

When inspecting Eq. 3.2, the integral is carried out over all �, and �Y values that fulfils ���⃗ � = 2�/�. In an image, the values of �, and �Y can be viewed as spatial 
frequencies [45], which enables understanding of the resolution using Fourier 
analysis [86]. From Fourier analysis, a larger range of included frequency values leads 
to a reduced width of the signal distribution [88]. As the range of �, and �Y values is 
limited by the wavelength, the wavelength also limits the spatial resolution. The 
definition of the spatial resolution limit varies between different optical techniques as it 
depends on the details of the recorded signal [89]. However, as a rule of thumb the 
resolution limit is �/NA, where NA is the numerical aperture and describes the range of 
scattering angles captured by the objective lens [90]. 

At this point it is important to distinguish between detecting a particle and resolving a 
particle. To resolve a particle, it needs to be distinguished from potential neighbouring 
particles. If two objects are close enough such that their optical signals spatially overlap, 
they will at a certain distance no longer be distinguishable [22]. The shortest distance 
for which the individual particles are distinguishable is referred to as the spatial 
resolution limit. However, as long as the optical signal is sufficiently large and separated 
from the signal of other nearby particles, a particle is theoretically detectable in a 
microscope no matter its geometrical size. For such particles the centroid position and 
integrated particle signal can be accurately quantified. This property of optical 
microscopy forms the basis of particle characterisation using particle tracking [91], 
which is the main experimental approach in all appended papers to this thesis.  

3.3 Optical signal from small particles  

In a homogenous environment, light propagates as described in Section 3.1, where the 

only distance dependent factor is expXKuv�- K �,- K �Y- ⋅ HZ  (Eq. 3.2). For Eq. 3.2 to 
be valid, the optical properties of the medium need to be the same across the region 
where the optical field is located. When it comes to optics and the optical signal from 
particles, the important material property is the complex-valued refractive index #, the 
imaginary part of which relates to light absorption and its real part relates to light 
scattering (Sections 3.3.3-3.3.5) [22]. Following this reasoning, for deviations from 
ordinary optical propagation to occur, as for example optical scattering, there need to 
be spatial variations in refractive index [92].  

In a similar way to the propagation of light, where the optical field is described as a sum 
of plane wave contributions, the scattering from a small* weakly optically interacting† 
particle can be described by subdividing it into smaller regions where the scattering 

 
* Small refers to that the particle is smaller than the wavelength of the incident light. 
† Weakly optical interacting particle means that the absolute difference in refractive index between the 
particle and the surrounding medium is much smaller than one. 
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from each subregion is acting as a wavelet [92]. The starting point for such an analysis 
is the scattering from a particle in the point-like limit [92]: 

D�⃗ ( = wxy��⃗ ⋅z��⃗  QRS�>�⃗ � { =cos(~) 00 1A D�⃗ ��,    3.5 

where D�⃗ �� is the incident optical field, 4�⃗  is the spatial coordinate vector, ~ is the angle 
between the directions of the incident and scattered optical field, and { contains the 
material properties. The expression for { is 

{ = K9 �RS��� ��bQ��b��b^-��b ,     3.6 

where #� and #� are the refractive indices of the particle and the surrounding medium, 

respectively, and 9 is the volume of the point-like particle element. Of importance for 
characterisation of nanoparticles is that the optical field from a point-like particle is 
proportional to its polarizability � ≡ 39(#�- K #�- )/(#�- N 2#�- ) [93], which infers that 
both particle volume and refractive index information are experimentally available.  

For weakly optically interacting particles beyond the point-like size limit, it is typically 
assumed that the excitation of each subdivided region to a first approximation is 
independent of the presence of the particle [92]. With this assumption, the particle 
scattering is the same as in Eq. 3.6 except for a correction factor �, typically referred to 
as the optical form factor, which describes the interference in the far-field from the 
different subdivided regions of the particle [92]. Mathematically, if the particle consists 
of a single material, � is expressed as  

�(~, �) = �� � PQR��(�,�)� d9,    3.7 

where � is the particle volume that contains material, Δ/(~, �) is the phase difference 
of light contributions originating from different subregions d9, and the angles ~ and � 
indicate that the phase difference between different scattering elements depends on the 
direction of the incident and scattered light. Examples of phase differences for different 
angles between the incident and scattered light are schematically shown in Figure 4 in 
the case of a spherical shell*, where the larger the directional difference between the 
incoming and scattered light the larger the relative phase difference†. This description 
of light scattering from particles is commonly called Rayleigh-Debye-Gans theory. 
From Eq. 3.7, the optical form factor for various particle shapes can be readily estimated 
as long as the assumption of small weakly optically interacting particles is valid 
(�#� K #�� ≪ 1 and 2�4�#� K #�� ≪ 1, where 4 is the particle radius [92]), which 
often is the case for biological particles and particle aggregates as the difference 
between particle and media refractive index is small. 

 
* A spherical shell is often used to approximate the signal from lipid vesicles (Section 2.1). 
† In the case of rotational symmetric particles, but not necessarily true for asymmetric particles. 
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Figure 4 Illustration of how the relative phase difference (�/) between different scattering elements 
depends on the measured scattering direction. In the forward scattering direction (left) the relative phase 
difference is approximately zero. In the side scattering direction (middle) the relative phase difference 
is non-zero but smaller than that for the backscattered light (right), which is the direction with the largest 
relative phase difference. 4 is the particle radius and � is the wavelength of light. 

3.3.1 Examples of optical form factors for sub-wavelength sized particles 

Analytical solutions to Eq. 3.7 can only be obtained in some special cases, which 
includes most of the investigated particles shapes in this thesis such as homogenous 
spheres, lipid vesicles, and particle aggregates (Section 2). In the case of a rotationally 
symmetric particle consisting of a single material, the optical form factor is [75] �(2, 4) = W � �- (��(U�)U� 1(�)d�>
 ,     3.8 

where 1(�) is the radial material distribution, W is a normalisation constant such that �(2 = 0, 4) = 1 and  2 = ���⃗ �� K ��⃗ ��*� = ���@ #� sin(~)    3.9 

describes the difference in wave vectors between the incoming and outgoing light. Note 
that �
 refers to the wavelength in vacuum. When 42 ≪ 1, 1 K �(2, 4) becomes similar 
to the equation for radius of gyration (45) [48]*. For larger particles the relation between �(2, 4) and radius of gyration eventually breaks down, but the similarity between the 
two particle characteristics can still be used to understand the relative difference in 
optical form factor between different types of particles (Figure 5). 

In the case of thin-shelled particles, such as a lipid vesicle, 1(�) = 0 except for the 
shell, inferring that �(2, 4) � sin(42)/(42) [94]. For homogenous spheres 1(�) = 1 
up to the outer radius, which inserted into Eq. 3.8 becomes �(2, 4) = 3�sin(42) K42 � cos(42)�/(42)� [48]. Particle aggregates (Section 2.3) is a special case as the 
aggregates  themselves  are  not  rotationally  symmetric  although  the  optical  form factor  

 
* Radius of gyration is the second moment of the mass density (Section 2.3). 
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Figure 5 The optical form factor from Rayleigh-Debye-Gans theory for homogenous spheres, lipid 
vesicles, and aggregates with a fractal dimension of 2 using a wavelength of 532 nm and a surrounding 
medium refractive index of 1.33. The optical form factor as a function of (a) size when the scattering 
angle is 90 degrees and (b) as a function of scattering angle for a particle with a radius of 100 nm. 

when relating the optical signal to particle properties approximates them as such [75]. 
For details, see Ref. [75]. Instead of replicating the derivation, the optical form factor 
is here plotted for an aggregate* with �� = 2 to enable a visual comparison with thin-
shelled particles and homogenous spheres (Figure 5). 

Although Eq. 3.7 at first glance seems mathematically cumbersome, it can be used to 
interpret the relative importance of �(2, 4). The size limit when the optical form factor 
starts to significantly influence the optical signal can be approximated as the radius 
when 42 = 1, which occurs in the case of visible wavelengths for 4 = 30 K 60 nm 
when ~ = 90�, 4 = 20 K 40 nm when ~ = 180�, and 4 � ∞ when ~ = 0�. Thus, the 
size-signal scaling is different for transmission methods and methods which measure at 
other scattering angles, as displayed in Figure 5. Since �(2, 4) � 1 for transmission 
methods, the particle signal can directly be related to particle properties such as particle 
mass without the need of particle size or shape information, whereas non-transmission 
methods require size and shape information to estimate particle mass when 42 ¤ 1. 
However, the size and shape dependence of the particle signal in non-transition methods 
can be combined with transmission measurements to estimate particle size directly from 
the optical signals [48,95]. This was utilised in Paper V, where further details of the 
used method are discussed in Section 5.3. 

3.3.2 Mie theory 

In the case of homogenous spherical particles, there exists an analytical solution to the 
optical scattering that is valid both dielectric particles and metallic particles. This 
solution was first derived by Gustav Mie and is commonly referred to as Mie 
theory [93]. Mie theory solves the optical scattering as an infinite sum of spherical 
polynomials [93], and is primarily used in numerical calculations of the optical 

 
* For aggregates consisting of more than a few particles the monomer size does not affect the optical 
form factor [75], in which case the optical form factor depends only on the fractal dimension. 
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signal [96–98]. In the limit of small weakly optically interacting particles, such as 
biological nanoparticles, Mie theory and Rayleigh-Debye-Gans theory gives 
approximately the same results [92]. 

In optical particle characterisation, the use of Mie theory depends on the size of the 
particle. For particles larger than the wavelength of light, Mie fitting to the scattering 
pattern in microscopy images is used to quantify particle size, refractive index, shape, 
and position [99–101]. When the particle size becomes comparable to the wavelength 
of light, the ability of simultaneously quantifying particle size and refractive index from 
Mie fitting alone eventually becomes limited by the spatial resolution of the microscope. 
To improve the smallest particle size for which both particle size and refractive index 
can be extracted from an optical microscopy image, in Paper III the Mie calculations 
were complemented with information about the spatial resolution of the microscope and 
experimental noise to better mimic the optical signal during the particle 
characterisation. For even smaller particles, as for example nanoparticles, it is currently 
not possible to simultaneously quantify both particle size and refractive index from the 
scattering pattern in a microscopy image. Mie simulations are then used to get 
information regarding how the optical signal scales with one or more parameters, such 
as size, refractive index, wavelength or scattering angle [102]. In Papers II and V, Mie 
calculations were used for that purpose. All Mie calculations in the appended papers to 
this thesis are based on the freely available MATLAB package MatScat [96].  

3.3.3 Local phase shifts and the complex-valued optical signal  

Biological samples typically have a real-valued refractive index only slightly higher 
than that of water [103]*. For this reason, the intensity contrast when imaging for 
example living cells using transmission light microscopy is low when the cells are in 
focus [104]. Instead, the presence of the cell mostly alters the local phase of the 
light [105]. If the particles are large enough to be described by geometrical optics, 
which requires that the particle size is several times larger than the used wavelength of 
light, the local phase shift Δ/ is Δ/(F, G) = -��@ ℎ(F, G)Δ#(F, G)    3.10 

where ℎ is the local height of the cell/particle. If the refractive index inside the structure 
of interest is homogenous, an integration over the phase shift gives ∬ Δ/dFdG = -��@ Δ#∬ ℎ(F, G)dFdG = -��@ �Δ#.   3.11 

This relation is commonly used to estimate refractive index of both living 
cells [106,107] and submicron-sized particles [108,109]. In Paper II, in addition to 
quantifying the refractive index difference between the particles and the medium, the 
sign of Eq. 3.11 was used to differentiate nanobubbles from solid particles as 

 
* Different parts of the cell have different refractive indices, but in general the refractive index is less 
than 1.4 [103]. Biological nanoparticles such as viruses can have a refractive index up to 1.48 [15]. 
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nanobubbles have an refractive index less than the surrounding media (water) whereas 
potential solid dielectric particles have an refractive index higher than the surrounding 
water.  

In the context of biological particles, it is common to relate the integrated phase shift to 
dry mass [110,111], where the name comes from that the mass estimate is based on the 
phase difference to the surrounding media which often consists of water. The relation 
between integrated phase shift and dry mass is based on an approximately linear relation 
between material concentration ¥ and refractive index difference between the particle 
and the surrounding media, Δ# = ¥(d#/d¦). When inserted into Eq. 3.11 it becomes 

-��@ �Δ# = -��@ ¨�¨© �¥ = -��@ ¨�¨© !¨ªY,    3.12 

where !¨ªY is the dry mass. The value of d#/d¦ varies slightly between different 

biomolecules, where the average value is 1.8 � 10Q� m3/kg  [110]. Since the refractive 
index of a biological particle scales with biomolecular concentration, it is possible to 
distinguish different biological particles from each other based on the obtained particle 
refractive index. This property of refractive index estimations was used in Paper IV to 
analyse whether the observed particles correspond to intact viruses or if they had lost 
material due to interacting with functionalised gold nanoparticles (AuNPs). 

In the case of twilight off-axis holography (Section 5.1.2), it can be convenient to work 
with the optical field instead of the phase shift. In the case of particles with a signal that 
is much smaller than the background illumination signal, the imaginary part of the 
optical field from a particle, ℑXD�Z, is related to particle phase shift via 

∬ Δ/dA = ∬ arctan [ ℑX­�Z�^ℜX­�Zd dW � ∬ ℑXD�ZdW.  3.13 

This relation was used in Paper IV in combination with the simultaneously obtained 
hydrodynamic radius to estimate particle refractive index. 

3.3.4 Light extinction and the complex-valued optical signal 

When the complex-valued optical field from a particle is measured, both the imaginary 
and real part contain quantitative particle information. To understand the information 
content in the real part of the optical field, one starting point is its relationship with the 
measured light intensity, ���. This relation comes from the equation representing the 
interfering field in an image, 

���/�
 = �1 N D��- = 1 N 2ℜXD�Z N �D��- � 1 N 2ℜXD�Z,  3.14 

where �
 is the image intensity in the absence of a particle and it is assumed that  |D�| ≪ 1. The change in ��� caused by the presence of a particle is therefore to a first 

approximation Δ���/�
 = 2ℜXD�Z. A general property of particles and molecules is that 
their presence most often decrease the transmitted light intensity through the sample, 
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which is captured by Beer's law*. The decrease in measured light intensity in an image 
from a single particle can therefore be related to both a change in the real part of the 
optical signal and the optical extinction (or attenuation) cross section %+,*: 
∬ Q�¯°�¯±² dW = ³%+,* ∬ �²² dW = %+,* (Beerµs law)K ∬ 2ℜXD�Z² dW (Eq.  3.14) .   3.15 

Equating the two right-hand equations in Eq. 3.15 results in  ∬ ℜ(D�)dW = K º»\¼- .     3.16 

A large %+,* compared to the particles geometrical cross section is associated with a 
complex-valued refractive index that is significantly different from that of surrounding 
media, which is the case for metals such as gold when in water [93]. Thus, %+,* is much 
larger for gold nanoparticles (AuNPs) than for biological nanoparticles, which enables 
distinction between the two types of particles by comparing their relative real and 
imaginary parts of the optical field.  

In Paper IV, the detected particles complexes comprised of both metallic nanoparticles 
and dielectric particles. When the amount of bound metallic nanoparticles in a particle 
complex is low enough such that the light extinction of each metallic nanoparticles is 
to first approximation unaffected by the presence of other nanoparticles in the particle 
complex, then the extinction cross section of the particle complex can be approximated 
as the sum of the individual extinction cross sections, %+,* � ∑%+,*(monomer). Thus, 
if the extinction cross section of the metallic nanoparticles in the particle complex is 
known and the extinction contribution from the dielectric particle is much less than that 
of the bound metallic nanoparticles, the number of bound metallic nanoparticles in a 
particle complex can be estimated from the integrated real part as $ = K -º»\¼ ∬ ℜ(D�)dW.     3.17 

This equation was used in Paper IV to estimate the amount of bound AuNPs in detected 
particle complexes.  

3.3.5 The relation between different optical characterisation methods  

Although scattering-based microscopy and quantitative phase microscopy traditionally 
are viewed as different measurement approaches, their measured particle signals are 
related. To show this similarity, it is instructive to derive the relation between particle 
polarizability � and integration of the optical field at the camera plane [113]. This can 
be achieved by using the relation between polarizability with the dipole moment 0⃗ and 

the incoming illumination D�⃗ 
 [92], 

 
* Beer’s law states that the absorbance scales linearly with the concentration, path length in the sample, 
and the molar attenuation coefficient [112]. 
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¿⃗⋅­�⃗ @∗­�⃗ @⋅­�⃗ @∗ = 	
	��,     3.18 

where 	� is the relative dielectric constant of the medium and 	
 is the dielectric 
constant. By modelling the optical field of a nanoparticle imaged through a microscope, 
Eq. 3.18 can be used to find a relation between the measured optical field and 
polarizability, where the details in the case of plane wave illumination are shown in 
Ref. [113]. Using the end results of the derivation in the small particle limit [113]*: 

� = R�@�� ∬ =1 K Á(],`)Á@ A dW = QR�@��� ∬ D�dW,   3.19 

where 7 is the transmittance, 7
 is the transmittance when the particle is absent, and D� 
is the optical field from a particle.  

To relate the integrated phase from a nanoparticle to for example the signal measured 
in darkfield microscopy, it is instructive to first relate integrated phase to polarizability. 
In the case of a small refractive index difference between the particle and the 
surrounding media, the polarizability can be approximated as [92] 

� ≡ 3� ��bQ��b��b^-��b � 2�Δ#/#�,    3.20 

where #� = Δ# N #�. In the case of real-valued refractive indices, as for dielectric 
particles in water, Eqs 3.18-3.20 relates the integrated phase with particle polarizability 
as ∬ Δ/dW � ∬ ℑXD�ZdW = ����@ ℜ(�) � -��@ �Δ#,   3.21 

where that the right-hand side of the equation is the same as Eq. 3.11. Thus, in the small 
particle limit the integrated phase is the same as the real part of the polarizability and 
an integration of the complex-valued optical field is related to the complex-valued 
polarizability. 

Light scattering microscopy methods most often measure either the scattering cross 
section %()& or the extinction cross section %+,*. For example, darkfield microscopy 
measures %()&|�(2, 4)|- and the transmission method coherent bright field microscopy 
(COBRI) measures the light extinction modulated with the Gouy phase [114]. Since the 
polarizability is related to the different optical cross sections as [93]: 

%()& = SÂÃ� |�|-     3.22 

%&'( = �ℑ(�),     3.23 

 
* In Ref.  [113] they define the particle polarizability differently, which causes a difference of #Ä-  from 
the expression shown here. 
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where %+,* = %()& N %&'( and %&'( is the absorbance cross section, this shows that the 
information contained in the scattering cross section is present in measurements of the 
complex-valued optical field. Thus, if the optical field is measured using off-axis 
holography as in Papers II-V, additional optical measurements of the same particles 
using for example darkfield microscopy do not add any additional particle information 
unless the detection limit or the measurement geometry are different. The strengths and 
weaknesses of different optical microscopy methods in the context of characterising 
subwavelength-sized particles are further discussed in Section 5.7.  

3.3.6 Optical particle characterisation beyond the small particle limit 

When the particle size increases, the relation between the measured optical signal and 
particle properties is not necessarily the same. For example, the expression between 
polarizability and particle properties is derived in the quasi-static limit, where the 
linearity between polarizability and particle volume is only valid when the particle size 
is much smaller than the wavelength of light [93].  

In this context, Sections 3.3.3 and 3.3.5 intend to illustrate that the relation between 
integrated phase and particle properties is to a first approximation the same in both the 
small and large particle limits. Combined with the fact that the integrated phase shift 
obtained from simulations scale with particle volume in the intermediate size regime 
between nanoparticles and micrometre-sized particles [108], this implies that the 
relation ∬ Δ/dW = 2��Δ#/�
 is valid for particle sizes ranging from nanoparticles to 
cells and beyond as long as Δ# ≪ 1. By association, the relation between the optical 
field and the particle polarizability formula can also be used to estimate particle 
properties in the same size regime. For this reason, the complex-valued optical field can 
be related to particle properties in the nano-submicron size regime without particle 
shape assumptions, which motivated its use in Papers II-V. 

3.4 Fluorescence  

In scattering-based optical microscopy all heterogeneities in the spatial distribution of 
refractive index will contribute to the optical signal. For this reason, label-free 
scattering-based microscopy naturally lacks specificity. This is advantageous for 
generic particle characterisation, but to identify specific entities in crowded 
environments it can be advantageous to have signal specificity. 

There are several classes of optical measurement techniques that have a specific optical 
signal, including fluorescence [84], Raman [29], and Brillouin scattering [115]. For 
biological nanoparticles, the most commonly used technique is fluorescence. 
Fluorescence is a subclass of luminescence, which is the process where light is emitted 
from energetically excited molecules [84]. In fluorescence, the initial excitation 
originates from absorption of a photon of a particular wavelength and the subsequently 
emitted photon typically has a lower energy than the incident photon [84]. This shift in 
energy originates from that the excitations are linked to a vibronic transition, in which 
the molecule changes both its electronic and vibrational state, a process that is often 
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visualised using a Jablonski diagram (Figure 6) [116]. Since vibrational relaxations 
occur on a faster time scale than the electron relaxation, the vibrational relaxations will 
cause the emitted photon to have lower energy than the initially absorbed photon [84]. 

In modern optical microscopes, it is now routine to detect the fluorescence signal from 
single fluorophores [18,117]. For this reason, fluorescent labelling can be used to detect 
otherwise weakly optically interacting particles, as used in Paper I to obtain a signal 
from the lipid vesicles and the supported lipid bilayer (SLB) to enable particle tracking 
and evaluation of the SLB formation.  

Regarding quantitative particle characterisation, fluorescence and optical scattering are 
conceptually different. First, fluorescence can be used to identify the presence of certain 
particle subgroups using molecular markers [118], whereas the scattering signal only 
gives information about the presence of the particle and its polarizability. Second, 
fluorescence can be used to track labelled particles in crowded environments [28], 
which only is possible when using scattering if the particle of interest has a much larger 
polarizability than the surrounding particles, as in the case of gold nanoparticle 
labelling [119]. Third, relating signal intensity to particle properties such as size is in 
general much more difficult using fluorescence than scattering. For example, the 
fluorescence signal is sensitive to aspects such as bleaching, the local chemical 
environment, and labelling efficiency [84]. The fluorescence signal does therefore not 
always scale with particle size as expected [120–122], whereas the scattering signal 
does not change over time unless the particle or the surrounding media changes. To 
achieve both specificity and a quantitative signal it is possible to simultaneously 
measure fluorescence and light scattering, which is common when investigating the 
scattering signal in complex environments such as inside living cells [123,124]. 

 

Figure 6 Jablonski diagram. An incoming photon of a particular wavelength is absorbed, which changes 
both the electronic and vibrational state of the molecule. The electronic state is indicated by {R and the 
vibrational state is the number next to each plateau. Since the vibrational relaxations occur on a faster 
time scale than the electron relaxation, the system will relax to the lowest vibrational state before 
emitting a photon at a lower wavelength than the initial excitation. The image is adapted from 
Wikimedia [125] under CC0 1.0 licence. 
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4  
 

Brownian motion 
 

The story of Brownian motion is one of confused experiment,  
heated philosophy, belated theory, and, finally, precise and  

decisive measurement 
 - M. D. Haw, 2002 [12] 

  

 

One of the most prominent examples of the intertwined relationship between 
experiment and theory is Brownian motion, where over a century of research is captured 
in the quote in the beginning of this chapter. When analysing the motion of suspended 
particles in a viscous fluid, one part is deterministic, which imply that the particle 
motion follows the flow of the surrounding fluid, and another will appear to be 
stochastic. The stochastic part of the motion is commonly referred to as Brownian 
motion, where the relation between Brownian motion and particle properties is used in 
all papers of this thesis.  

In this chapter, the theoretical discussion is centred around Brownian motion and its 
dependence on particle size, hydrodynamic boundary conditions, confinement, and 
tethering to a fluid surface, as well as practical aspects of using Brownian motion in 
optical particle characterisation. For details about hydrodynamics of particles beyond 
the scope of this thesis, I refer to the book by Happel and Brenner [126]. 

After Einstein’s initial derivation [14], several equations describing Brownian motion 
have been derived [127]. Starting from Newton’s equations, the motion of a suspended 
particle with a low Reynolds number* when neglecting gravity follows [126]: ! ¨Å(Á)¨Á = KÆ(9(7) K 9�Ç��¨),    4.1 

where Æ is the friction coefficient from the fluid acting on the particle, ! is particle 
mass, 9(7) is the particle velocity, and 9�Ç��¨ is the bulk velocity of the fluid. From  
Eq. 4.1, it follows that 9(7) → 9�Ç��¨ as 7 → ∞. However, one central concept in 
statistical physics is thermal fluctuations. In particular, the equipartition theorem states 

 
* One common approximation used to solve the Navier-Stokes equations, which describe the motion of 
fluids, is to assume that viscous forces dominate inertial forces. This approximation is valid for particles 
when their Reynolds number, (fluid density)×(velocity)×(size)/(viscosity), is less than 0.05 [126]. 
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that if a system is in thermal equilibrium, every degree of freedom contributes (1/2)��8 to the total energy of the system, where �� is Boltzmann’s constant and 8 is 
the temperature in Kelvin [127]. Since the motion of the particle should be consistent 
with the equipartition theorem when 9�Ç��¨ = 0, Eq. 4.1 does not correctly describe the 
full motion of a suspended particle. 

The missing contribution to the particle motion in Eq. 4.1 is that individual molecules 
in the fluid may deviate from the average fluid flow and bump into the particle such that 
it changes velocity, an effect that is typically described as a stochastic force. As a special 
case of the fluctuation-dissipation theorem [127,128], whenever there is dissipation, 
such as friction between a particle and the surrounding fluid, there is also a stochastic 
force present when the system obeys detailed balance [127]. When adding a stochastic 
force ;(7) to Eq. 4.1, it changes Newton’s equation to the following Langevin 
equation [129]: ! ¨Å(Á)¨Á = KÆ(9(7) K 9�Ç��¨) N ;(7).    4.2 

The measured particle motion is most often related to particle properties using the mean 
squared displacement. The relation between particle properties and the mean squared 
displacement starting from Eq. 4.2 while assuming that the stochastic force lack time 
correlation is derived in several books about the subject [33,127], and will not be 
reproduced here. Using the end-result of such derivations, the mean squared 
displacement when the particle is in equilibrium with the fluid is: 

 〈(F(7) K F
)-〉Ë = -SÌÍÎ Ï7 K ÄÎ X1 K PQ(Î/Ä)ÁZÐ.   4.3 

where 〈 〉Ë  denote the time average in equilibrium. If the effect of inertia is neglected, 
the mass-dependent terms in Eq. 4.3 can be dropped, which simplifies Eq. 4.3 to 〈(F(7) K F
)-〉Ë = -SÌÍÎ 7 = 2�7,    4.4 

where � = ��8/Æ is the diffusion constant. From Eq. 4.4 it follows that the mean 
squared displacement scales linearly with time, allowing the diffusion constant to be 
quantified from a linear fit (Figure 7) [33,130]. Deviations from such a linear behaviour 
is an indication of anomalous diffusion, which is linked to non-freely diffusing particles 
and phenomena such as active transport [131,132].  

In the case of a freely diffusing spherical particle, the diffusion constant is related to its 
hydrodynamic radius 46 via the Stokes-Einstein equation [126],  � = SÌÍÃ�>ÑÒ,      4.5 

where 
 is the viscosity of the fluid. Thus, measurements of the mean squared 
displacement enable estimates of the hydrodynamic radius. However, the 
hydrodynamic radius is not necessarily the same as the geometrical radius 4. This 
difference is further discussed in Section 4.1.  



25 

 

Figure 7 Schematic images describing Brownian motion. (a) Plot of the particle postion at discrete time 
steps when undergoing Brownian motion. (b) The mean squared displacement, 〈(F(7) K F
)-〉Ë, over 
time, which is linear for ordinary Brownian motion. The slope relates to the diffusion constant of the 
particle and the offset %- from origin relates to position uncertainty (Section 4.3). The image in (a) is 
taken from Wikimedia [133] under CC BY-SA 4.0 licence. 

4.1 Hydrodynamic boundary conditions 

Hydrodynamics follows the Navier-Stokes equations, which are a set of partial 
differential equations describing the motion of viscous fluids [126]. However, the 
hydrodynamic boundary conditions cannot be derived from first principles [134]. 
Instead, the boundary conditions need to be assumed or measured. For systems larger 
than a millimetre, the exact boundary condition has a very minor influence on the 
overall system. But as the dimensions of the system become smaller, as is the case for 
diffusing nanoparticles, the relative importance of the boundary condition increases. 

The boundary conditions are typically divided into three cases: no slip, partial slip, and 
perfect slip, as schematically exemplified in Figure 8. The no-slip boundary condition 
corresponds to that the velocity of the fluid parallel to the surface is zero at the transition 
between the fluid and the solid interface [134]. No slip is frequently observed for 
hydrophilic surfaces [135]. Since nanoparticles require hydrophilicity for a good 
dispersion in water, the no-slip boundary condition is commonly assumed unless the 
surface has been modified to make it hydrophobic [136].  

Partial slip occurs when the friction at the fluid-solid boundary is finite [134]. The 
velocity of the fluid behaves as if the no-slip boundary condition still occurs but for an 
effective surface inside the solid material. The distance between the true and the virtual 
interface is referred to as the slip length �, as illustrated in Figure 8. Experimental 
measurements of slip length, using for example a surface force apparatus, typically 
range from 0 to a few tens of nanometres [40], where the general trend is that the slip 
length increases with increasing hydrophobicity and surface roughness [135]. Perfect 
slip is a special case of partial slip that is characterised by a slip length that approaches 
infinity, which is a useful approximation when the slip length is much longer that the 
length scale of the system [137]. 
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The existence of non-zero slip is not only of theoretical importance; it also affects the 
relation between experimental results and physical properties of the system. For 
example, in the case of diffusing spherical particles, a non-zero slip length changes the 
standard Stokes-Einstein equation to [137]: �' = >^�Ó>^-Ó SÌÍÃ�Ò>,     4.6  

where 4 is the geometrical radius of the particle and � is the slip length. From this 
equation it is apparent that the relation between the diffusion constant and particle radius 
can change up to a factor of 3/2 depending on the relative length of the slip and the 
particle size. In Paper I, in which the hydrodynamic boundary condition was 
investigated, Eq. 4.6 was used to relate particle diffusivity to size. In Papers II-V, the 
investigated particle sizes were all much larger than the potential slip length, which 
imply that potential partial slip has a minor effect on the diffusivity-size relation and 
motivated that Eq. 4.5 was used in those investigations. 

There are several potential reasons behind deviations from no slip. Firstly, a non-zero 
slip length has been shown to be related to molecular wall–fluid interactions [138,139]. 
If the flow profile at the closest few nanometres to the surface is different from that far 
away from the surface, this in turn will affect the extrapolation from measurements 
made far away from the surface. Other system properties such as ionic strength [140], 
mobile interfaces [141], and surface roughness [142] can all affect the diffusivity-size 
relation. This puts limits on the accuracy of diffusivity-based nanoparticle sizing and 
the understanding of particle motion when at a nanometre distance to a surface. This 
reasoning motivated the work behind the method developed in Paper I, which was used 
to estimate the slip length of liposomes and extracellular vesicles (EVs). 

 

Figure 8 Schematic illustration of three common hydrodynamic boundary conditions. No slip: the 
velocity of the fluid parallel to the surface is zero at the transition between the fluid and the solid 
interface. Partial slip: the friction at the fluid-solid boundary is finite, causing the velocity of the fluid 
to behave as if the no-slip boundary condition still occurs but at an effective surface which is inside the 
solid material, where the distance from the outer material surface to effective surface within the material 
is referred to as the slip length �. Perfect slip: the special case when the slip length is infinite.  
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4.2 Confined particle diffusion 

The Stokes-Einstein equation for relating diffusivity to particle size assumes that the 
particle is far away from any neighbouring surface. When a particle approaches a 
surface, its diffusivity-size relation gradually changes [33]. The equation describing the 
change in particle diffusivity when approaching a planar surface under the no-slip 
boundary condition was first derived by Hilding Faxén in the beginning of the 20th 
century [143,144]. Faxén’s derivation is based on the method of reflections and 
subsequent publications have introduced various number of correction terms [33,137]. 
Using the 5th order correction, the particle diffusion parallel to a surface depends on the 
distance from the centre of the particle to the surface, ℎ
, as [126]: 

�ÔÕ,��* � �� Ö1 K ×�Ã =>ÑØ@A N �Ù =>ÑØ@A� K �Ú-ÚÃ =>ÑØ@A� K ��Ã =>ÑØ@AÚÛ,  4.7 

where ��  is the diffusion coefficient for the particle in bulk. This equation predicts that 
the closer the particle is to the surface, the slower the diffusion becomes. However, 
since Eq. 4.7 is derived for the case when 46/ℎ
 ≪ 1, its predictions become unreliable 
when 46/ℎ
 → 1. In the close proximity limit, the particle motion is better described 
by a different set of equations derived for when (1 K 46/ℎ
) ≪ 1 [145]. To interpolate 
between the regimes, Brenner derived an equation that is commonly referred to as the 
Brenner formula [33,146], in which the particle diffusion parallel to a surface is: 

�� � �� Ö1- 815 ln =1- >ÑØ@A N0.029 >ÑØ@ N0.04973 =>ÑØ@A2 - 0.1249 =>ÑØ@A3ÛQ�
. 4.8 

Although Eq. 4.7 and Eq. 4.8 look significantly different from each other, their 
predictions are similar as long as ℎ/46 ¤ 1.3 (Figure 9) [145]. 

 

Figure 9 Diffusivity parallel to a planar surface for different particle-surface distances. Three different 
confined diffusion models (Faxén’s first and fifth order corrections and the Brenner formula) are here 
shown, all assuming the no-slip boundary condition. The shorter the particle-surface distance the lower 
the diffusivty becomes. The inset highlights the difference for ℎ/46 ß 1.4. 46 is the hydrodynamic 
radius and ℎ is the distance from the centre of the particle to the surface.  
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In the case of more general particle confinement, for example when a particle is in 
micro- and nanofluidic channels, the relation between diffusivity and particle size 
becomes different from that presented above. However, both for diffusion between two 
parallel surfaces [147] and for confinement in pores [148], the correction factors are 
known and looks similar to the presented equations for a single surface confinement. 
Thus, by using confinement corrections to the Stokes-Einstein relation, the diffusivity 
of suspended particles can still be related to the hydrodynamic radius. 

The presented equations for confined diffusion assumes that the no-slip boundary 
condition applies. However, partial slip might occur at both the particle and the nearby 
surface, as reported for lipid bilayers using a surface force apparatus [149]. The 
resulting particle diffusion when deviation from no slip occurs at both the particle and 
nearly surfaces is not well established, especially when the distance from the particle to 
the surface is comparable to either of the two slip lengths [137]. In the limit where  ℎ
 ≫ �, the effect from the slip can be included in Eq. 4.7 by replacing ℎ
 with an 
effective distance ℎ+� ≡ ℎ
 N �, which was the approximation used in Paper I. 

4.2.1 Brownian motion of nanoparticles tethered to a lipid bilayer 

In general, the diffusivity of a nanoparticle that is tethered to a mobile interface, such 
as a supported lipid bilayer (SLB, Section 2.1), depends on both the nanoparticle 
mobility "ÔÕ and the mobility of the tethers "Ë+*6+ª(. In the case of nanoparticles 
tethered to a lipid bilayer, "ÔÕ and "Ë+*6+ª( are related to two approximately 
independent origins of friction: between the surrounding fluid and the nanoparticle, and 
between the tethers and the SLB. Given that the frictions are inversely proportional to 
mobilities, the combined nanoparticle-tether mobility is "Q�(46) = "ÔÕQ�(46) N "Ë+*6+ª(Q� ,    4.9 

where the combined mobility is in turn related to the measured diffusion constant as " = ���8 [127]. Under the assumption of independent friction forces, only one of the 
two terms in Eq. 4.9 depends on particle size. Since the number of tethers can only 
obtain discrete values, it is possible to distinguish between particles linked with one, 
two or more tethers, enabling that the size dependence of the diffusivity can be 
quantified for each tether subpopulation. In Paper I, simultaneous size and diffusion 
constant measurements, achieved using two-dimensional flow nanometry (2DFN, 
Section 5.5), were used to obtain information about both terms of Eq. 4.9, which in turn 
were related to slip length and the diffusivity of the tethers. 

4.3 Diffusion constant estimation from particle tracking 

When using optical microscopy, the diffusion constant is most often quantified via 
particle tracking and estimation of the mean squared displacement [33]. However, the 
estimated particle position, Fá+(*(7), in a microscopy image is a combination between 
the true particle position, F*ª�+(7), and the experimental/analytical position uncertainty <(7): 



29 

Fá+(*(7) = F*ª�+(7) N <(7).    4.10 

The position uncertainty depends on two different contributions: (i) how well the used 
position estimation algorithm can identify the centre of the particle, which varies 
depending on particle size and signal-to-noise ratio [150], and (ii) how much the particle 
moves during the exposure time. The position uncertainty affects the estimation of the 
mean squared displacement and the covariance between observed particle 
displacements as [130]* 〈(Fá�^� K Fá�)-〉  = 2�Δ7 N  2(%- K 2� Δ7),    4.11  〈(Fá�^- K Fá�^�)(Fá�^� K Fá�)〉 = K(%- K 2� Δ7),   4.12  〈(Fá�^� K Fá�)(FáÄ^� K FáÄ)〉 = 0 for |! K #| ¤ 1,   4.13 

where % is the localisation uncertainty, the subscripts correspond to independent particle 
observations, Δ7 is the time between the observations, and   is the blur-factor 
describing the effect from particle motion during the exposure time. If the exposure 
time for the camera is the same as the time between frames, then  = 1/6  [151]. Thus, 
although %- can be minimised using accurate localisation algorithms, the contribution 
from motion during the exposure time will remain and affect the relation between 
estimated mean squared displacement and particle diffusivity.  

To accurately estimate particle diffusivity from a particle trace, it is therefore needed to 
correct for position uncertainty. From Eqs. 4.11-4.12 it follows that it is possible to 
correct for the bias terms on the single-particle level. However, the estimate is uncertain 
as the variance depends on the track length as [130]: 

var(ΔF�ΔFÄ) = ã^�ãä^ÃäbåQ|�QÄ| K -äb (åQ|�QÄ|)b,   4.14 

where � = 2�Δ7, æ = %- K 2� Δ7 and ($ N 1) is the number of position 
observations of the same particle. If � ≫ æ, for large $ it follows from Eq. 4.14 that 

(standard deviation)/mean ∝ 1/√$, which is the rule of thumb when it comes to 
diffusion estimation from particle traces. For this reason, it is beneficial to have long 
track lengths as well as performing the estimate of (%- K 2� Δ7) on the ensemble 
level. In Paper I, the contribution from position uncertainty was estimated on the 
ensemble level using a linear fit between 〈(ΔF�)-〉 and 〈ΔF�ΔF�^�〉. That strategy was 
used since the particles all had a similar optical signal, making %- approximately the 
same for the analysed particles. In Papers II-III, the effect from position uncertainty was 
assumed to be negligible due to a strong particle signal and short exposure time in the 
off-axis holography measurements compared to the time between frames. In  
Papers IV-V, the position uncertainty was corrected using a single value for each 
recorded video, both because the measured particles were close to the limit of detection 
and that the position uncertainties are slightly different between ordinary off-axis 

 
* In Ref. [130] 4 is used instead of  .   is used here to avoid confusion with the hydrodynamic radius. 
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holography and twilight off-axis holography, requiring uncertainty correction to 
accurately compare the methods. 

4.3.1 Using hydrodynamic radius for particle refractive index estimates 

When using optical microscopy methods for particle characterisation, the 
hydrodynamic radius is often combined with the optical signal to estimate particle 
refractive index, as used in Papers II-V. However, since the hydrodynamic radius 
estimate has an uncertainty based on the track length (Eq. 4.14) and requires detailed 
information about the surrounding media, its use in estimates of particle refractive may 
introduce artefacts which is important to consider when interpreting the particle data. 

First, uncertainty in the size estimation used to obtain particle refractive index affects 
the accuracy of the particle refractive index estimate. This goes beyond the use of 
hydrodynamic radius, where size and refractive index estimates using Mie theory has a 
similar correlation [100]. In the context of Papers II-V, the uncertainties in 
hydrodynamic radius and particle refractive index are anticorrelated since an 
underestimation of particle volume results in a subsequent overestimation of particle 
refractive index. This creates a non-physical correlation between particle size and 
refractive index, which often takes the shape similar to a banana in plots of the two 
particle parameters. For this reason, it is currently challenging to distinguish true size-
refractive index correlations from that induced from data analysis. Long particle traces 
can be used to minimise the uncertainty in the hydrodynamic radius estimate, which is 
the case for high frame rate methods such as interferometric scattering (iSCAT) [43]. 
Another alternative is to use particle sizing approaches that do not require long track 
lengths, as used in Paper III where particle size was accurately estimated from optical 
scattering images using only five particle observations. However, these approaches only 
minimise the correlations, which shows the challenge in analysing potential continuous 
refractive index distributions in particle samples. 

Second, estimates of the hydrodynamic radius in biological environments require 
substantial information about the surrounding media and the experimental system, 
where lack of such information increases the risk of misinterpreting the measured 
optical signal. For example, hydrodynamic boundary conditions, potential particle 
confinement, and media viscosity all affect the relation between measured mean 
squared displacement and particle size [33]. Since particle volume estimates scale with 
the hydrodynamic radius cubed, even small imprecisions when estimating particle size 
will have a large effect on the obtained particle refractive index. Therefore, the 
hydrodynamic radius can only be used in particle refractive index estimations in certain 
specific measurement conditions, such as when the particles are measured in known 
media in a microfluidic channel as in Papers II-V. To extend detailed optical particle 
characterisation to more complicated biological environments alternative particle sizing 
approaches are needed, which motivated the development of optical scattering-based 
particle sizing in Paper III and V.  
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5   
 

Experimental methods 
 

If it disagrees with experiment it is wrong.  
In that simple statement is the key to science.  

– Richard Feynman* 

 

  

When measuring properties of macroscopic objects, such as the size of a football, it is 
typically assumed that the considered property can be measured without any major 
restrictions from the measurement tool itself. However, this reality changes when the 
size of the object starts to approach the nanoparticle size regime as it then becomes 
comparable to the resolution and/or the sensitivity of measurement methods. Detailed 
knowledge about the used measurement method is therefore required to minimise the 
risk of misinterpretations when relating the signal to particle properties.  

In this chapter, the details of the developed experimental techniques are presented 
together with some of the complimentary techniques used to evaluate their performance. 
Since the ability to track the motion of particles is generic for optical microscopy 
methods, the focus in this chapter is the working principles of the different methods 
together with a motivation of their use and how they complement alternative methods. 

5.1 Quantitative phase microscopy 

The information in an ordinary image recorded by a camera is related to the amplitude 
of the incoming light. However, as described in Section 3.3, changes in light amplitude 
are primarily related to light extinction, which only gives partial material information 
about a particle. To obtain more detailed material information, one approach is therefore 
to measure both the scattering amplitude and the phase shift, which all are contained in 
the complex-valued optical field.  

The first microscopy technique measuring the phase signal was developed in the middle 
of the 20th century by Frits Zernike, in which a phase-delay ring was used to increase 
the contrast of weakly optically interacting samples [105,153]. A vast number of phase 

 
* Richard Feynman (1918-1988) received the Nobel prize in physics 1965 for his work related to 
quantum electrodynamics [152]. He is also famous for his lectures about physics. 
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microscopy methods have since been developed, all sharing some central features about 
how the phase information is obtained. 

The central idea to recover phase information is to relate amplitude modulations of 
interfering optical fields to phase. If two or more optical fields are present at a camera, 
the recorded light intensity is: 

��� = �∑ D�⃗ �� �- =  ∑ |D�⃗ �|- N ∑ D�⃗ � ⋅  D�⃗ Ä∗�,Ä,�èÄ� ,  5.1 

where D�⃗ Ä∗  is the complex conjugate of the optical field and subscripts correspond to 
different optical fields [22,51]. In the special case of two coherent optical fields where 

one of the fields is a plane wave, D�⃗ 
PQRXS�⃗ ⋅U⃗Z (Section 3.1), Eq. 5.1 can be expressed as: 

��� = éD�⃗ 
PQRXS�⃗ ⋅U⃗Z N D�⃗ �(�⃗)é- = �D�⃗ 
�- N �D�⃗ �(�⃗)�- N D�⃗ 
PQRXS�⃗ ⋅U⃗Z ⋅ D�⃗ �∗(�⃗)  

          N D�⃗ 
∗PRXS�⃗ ⋅U⃗Z ⋅ D�⃗ �(�⃗),  5.2 

where ���⃗ � = 2�/� and �⃗ is the 3D coordinate vector. The �D�⃗ �-
 terms of Eq. 5.2 are 

commonly referred to as intensity terms, as the same terms would be present if the fields 
were incoherent, whereas the two rightmost terms are called interferometric terms and 
are proportional to the optical field. The goal of phase microscopy techniques is to 
suppress the intensity terms such that the optical field is isolated. 

Nowadays, there exist several strategies to suppress the intensity terms of Eq. 5.2 and 
quantify the full optical field. These strategies be divided into three classes using either: 
(i) several shifted images, (ii) spatially detailed interference patterns, and (iii) deep 
learning to recover the phase information from out-of-focus images [45,154–156]. 

In the case of using several shifted images, which includes I) phase-shifting [157,158], 
and II) the transport of intensity equation [154], a set of images with a known difference 
between them are used to obtain the optical field. For example, since a phase shift of 
one of the optical fields in Eq. 5.2 only influences the interferometric terms, a set of 
images with different relative phase shifts can be used to isolate the optical field [45]. 
The benefits of using several shifted images are that the spatial resolution is the same 
as in a single microscopy image and that light sources with a short coherence length* 
can be used. The disadvantage is that several images are required, which previously 
have limited the potential temporal resolution. Recent method developments have 
however demonstrated phase shifting at a kHz imaging speed [159]. The downside 
instead becomes the technical complexity of using active optical components. 

The second approach, which is based on using spatially detailed interference patterns, 
can in turn be divided into I) interference with an external reference beam as in off-axis 

 
* When two initially coherent optical fields travel different distances before recombined at a camera, 
the fields can become incoherent. The distance difference for which the fields become incoherent is 
referred to as the coherence length. 
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holography and II) interference with an internal reference beam as in quadriwave lateral 
shearing interferometry (QLSI). Off-axis holography is based on using an external 
reference beam which is slightly tilted with respect to the light that interacts with the 
sample (Figure 10). This method is presented in detail in Section 5.1.1, as it is the main 
experimental method used in Papers II-III, whereas a modified version of off-axis 
holography (twilight holography) was used in Papers IV-V (Section 5.1.2). QLSI is 
instead based on using a checkerboard phase grating just before the camera, which 
creates an interference pattern that enables extraction of the optical field [160]. In both 
cases the optical field is quantified using only a single image. However, using spatially 
detailed interference patterns comes with the drawback that the spatial resolution is 
slightly reduced compared to other approaches due the use of Fourier filters to isolate 
the optical field (Figure 11). In the case of off-axis holography, interference with a 
slightly tilted reference beam across the field of view requires that the light source has 
a coherence length of at least the wavelength multiplied with the square root of the 
number of camera pixels. This length is often around one millimetre and makes the 
images prone to coherence speckle noise [161]. Compared to off-axis holography, QLSI 
has the advantage of not requiring as coherent light, which reduces coherence-related 
noise [160]. The downside for QLSI is instead that system specific optical components 
are needed, which is not the case for off-axis holography. 

The third approach use out-of-focus images and deep learning to recover the phase 
information [155,162]. In short, a deep-learning algorithm is trained to suppress the 
unwanted terms of Eq. 5.2 while also generating a focused optical field image, often 
using training data from multi-image phase reconstruction [162]. This removes the 
drawbacks of using several shifted images. The current drawbacks of this method are 
that the sample needs to be imaged significantly out of focus and that a representative 
training set is needed. However, since the method is continuously being developed, it 
remains to be seen to which extent these limitations will be possible to overcome. 

5.1.1 Optical off-axis holographic microscopy 

Off-axis holography is a microscopy technique that measures the complex-valued 
optical field. The technique was first developed in the 1960s by Emmett Leith to 
overcome some of the issues with Gabor holography* [163,164]. When using Gabor 
holography, it is difficult to separate the two interferometric terms (Eq. 5.2) and the 
technique is limited to samples that transmits most light without scattering [164]. To 
overcome these limitations, Leith introduced a tilted external reference beam to enable 
a mathematical procedure to separate the interferometric terms (Figure 10-Figure 11).  

To motivate the use of a tilted external reference beam, we return to Eq. 5.2. If all the 
optical fields have the same polarisation, the reference beam is well approximated by a 
plane wave, and the camera plane is defined such that H = 0, the recorded image is: 

 
* Holographic microscopy was initially developed for electron microscopy, but it was quickly realised 
that the same principles could be used in optical microscopy.  
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Figure 10 Schematic illustration of an off-axis holographic microscope. The laser beam is split into 
two different beams using a polarizing beam splitter (PBS), with one ligh beam passing through the 
sample while one does not. The two beams are then recombined at the camera with a slight angle with 
respect to each other. BS: beam splitter, TL: tube lens, OBJ: objective lens and HWP: half-wave plate. 

���(x, y) = �D�⃗ 
�- N �D�⃗ �(F, G)�- N |D
|D�'ë∗ (F, G)PQRX�S\]^�S_`^��Z  

N |D
|D�'ë(F, G)PRX�S\]^�S_`^��Z,   5.3 

where D�'ë(F, G) is the optical field that has interacted with the sample, Δ/ is a phase 

offset between the two beams and (Δ�,,Δ�Y) describe the angle between the external 
reference beam and the sample beam. At this point, it is important to recall the relation �(�(F)PRS\]) = �ì(� K �,), where �ì(�) = �(�(F)) and � is the Fourier transform 

operator [88]. Specifically, multiplication with exp =KuX�,F N �YGZA becomes an 

offset in the spatial frequency space. Thus, the interferometric terms and the intensity 
terms can be separated from each other during the image post processing. 

An example of the image analysis used to obtain the optical field from a recorded image 
is shown in Figure 11. The central peak of the Fourier transformed image corresponds 
to the intensity terms and the off-centre peaks correspond to the interferometric terms. 
One of the interferometric terms can be isolated by first centring the corresponding 
Fourier peak, which is done by multiplying the microscopy image with  exp =KuX�,F N �YGZA before the initial Fourier transform, and then applying a Fourier 

filter. The inverse Fourier transform is thereafter used to obtain the optical field  
(Figure 11) [45]. The obtained field is then normalised and the static background is 
subtracted, after which the scattering pattern of particles become clearly visible. 
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Figure 11 Illustration of the initial data processing steps of the off-axis holography. The recorded image 
at the camera is Fourier filtered such that the optical field is obtained. The optical field is then 
normalised such that the plane wave background is equal to 1. The stationary background signal is 
thereafter subtracted. All images with a scalebar (1 µm) correspond to the same region in the sample. 

Once the optical field is obtained, the signal can be related to particle properties  
(Section 3.3). Furthermore, by utilising the propagation algorithm in Sections 3.1, the 
optical field can be repropagated and analysed at any arbitrary depth position, enabling 
analysis of particles throughout the sample volume. For these reasons, off-axis 
holography has been extensively used in various cell studies [45]. These aspects of  
off-axis holography were all utilised in Papers II-V to enable quantitative particle 
characterisation and tracking throughout the volume of a microfluidic channel.  

5.1.2 Twilight off-axis holography 

When detecting small particles using interferometric microscopy, the signal-to-
background ratio is critical. If the background signal is too high, it will saturate the 
image. However, if no background is present, it is not possible to quantify the relative 
signal shift induced by the particle compared to the background.  

The approach in Papers IV-V to improve the signal-to-background ratio of off-axis 
holography was to use of a low frequency attenuation filter (LFAF) [165], which 
consists of a semi-transparent optical filter placed in the back-focal plane of the 
objective (or a conjugate to the back-focal plane). The purpose of the LFAF is to 
selectively attenuate the unscattered light. This is achieved by utilising the properties of 
4f lens systems [86], which enables access to the Fourier transform of the input image 
(Figure 12). Specifically, since the Fourier transformation of a plane wave is 
approximately a point and a point source is Fourier transformed to a plane wave, it is 
possible to position the LFAF such that it mainly attenuates the background signal. 
Using an LFAF therefore enables that a more intense illumination can be used compared 
to when the LFAF is absent without increasing the background signal, which increases 
the signal-to-background ratio and the lower detection limit. 
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Figure 12 Schematic image showing the properties of a 4f (focal length) system in the case of a low 
frequency attenuation filter (LFAF). The incoming signal from the left is Fourier transformed using the 
property of the first lens. The LFAF is positioned in the Fourier plane such that it mainly attenuates the 
incoming plane wave and not the particle signal. The second lens transforms the signal to an image 
again. The particle signal is in orange and the plane wave background is in green to make it easier to 
distinguish the two signals. Modified from Wikimedia [166] under CC0 1.0 licence.  

Twilight off-axis holography is off-axis holography augmented using an LFAF  
(Figure 13). The similarity with ordinary off-axis holography enables that the image 
can be processed using the same algorithms. The main difference is that the relation 
between the measured particle signal and particle properties changes. Specifically, the 
measured particle signal relative to the background signal D
 becomes 

D�� = �D
 N D� = �D
 =1 N ­�í­@A ,   5.4 

where � describes the attenuation and the phase shift of the LFAF and |�| ß 1. Since � 
in general is a complex number, it affects the relation between the measured optical 
field and particle properties due to the background normalisation. In previous work 
using an LFAF, the full extent of how the LFAF affects the signal has not been critical 
as the main interest has been the signal amplitude and not how the LFAF affects the 
relative phase shift between the particles and the background [35,167,168]. To maintain 
the ability to relate the optical signal to particle properties, the effect of the LFAF was 
in Papers IV-V quantified by measuring the optical field from a particle sample both 
with and without an LFAF present, where the difference in particle signal was attributed 
to �. With the properties of the LFAF known, the measured particle signal can be 
processed such that it can be related to particle properties in the same way as for 
ordinary off-axis holography. 
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Figure 13 Schematic illustration of a twilight off-axis holographic microscope. The laser beam is split 
into two beams by the polarizing beam splitter (PBS): one beam goes through the sample, while the 
other beam acts as a reference. The low frequency attenuation filter (LFAF) reduces the amplitude of 
the unscattered light of the sample beam while having a negligible effect on the particle signal, as 
highlighted in the zoomed-in inset. The LFAF is slightly tilted to direct reflected light away from the 
optical axis. BS: beam splitter, TL: tube lens, OBJ: objective lens and HWP: half-wave plate. 

5.1.3 Tracking of subwavelength-sized particles using phase microscopy  

Particle tracking consists of two different challenges: detection and linking of 
subsequent detections. The starting point for particle tracking is detection. The particle 
detection in Papers I-III is based on using a global signal threshold, whereas in  
Papers IV-V the N strongest image detections were considered as potential particle 
candidates, as it was assumed that true particle traces could be differentiated from noise 
traces based on track length and flow direction. 

For each potential particle candidate, the subpixel position is typically estimated to 
improve the accuracy when relating the measurement to particle properties (see for 
example Section 4.3). In optical field imaging, as in the case of off-axis holography, the 
optical field image can be re-propagated once captured (Sections 3.1). This allows each 
image of every particle to be transformed such that the particle is in focus, enabling 
particle position determination in 3D. However, this requires the use of an automated 
focus criterion that is generic enough to capture all the particles of interest. 

There are numerous focus criteria for different types of samples, where each criterion 
is based on different particle features [169,170]. In Papers II-V, the used focus criterion 
is based on optical features of point-like particles and self-similarity along each trace. 
From propagation of angular spectrum (PAS, Section 3.1), the Fourier image of a point-
like particle is flat when in focus and has a parabolic phase profile when out of focus. 
For this reason, a generic focus criterion for point-like particles is to minimise the 
standard deviation of its Fourier image, which was introduced in Paper II. Once having 
an initial focused particle image, subsequent particle images can be focused by 
minimising the difference compared to the first particle image. These two approaches 
were used in Papers II-V to track the depth position of the particles as these focus criteria 
are computationally efficient and insensitive to the presence of an LFAF. 
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The in-plane position can also be determined using several different metrics [150]. In 
Paper I, the position determination was done using Gaussian fitting, while in Papers  
II-V the radial symmetry center was used [171]. Gaussian fitting works well for point-
like particles in focus, as for particles tethered to a supported lipid bilayer (SLB), which 
motivated its use in Paper I. The radial symmetry center method estimates the position 
of radial symmetric features in images, which makes it more versatile than using 
Gaussian fitting. Since the detected particles in Papers II-V had different sizes and were 
tracked in 3D, it motivated the use of the radial symmetry center method. 

To link subsequent observations, each particle observation in the papers of this thesis 
were associated with a distance metric to particle detections in previous frames, where 
the observations were joined into particle traces by minimising the sum of this metric 
using the Hungarian algorithm [172]. In papers II-V, to link the particle observations 
correctly even at high flow speeds, the positions from the particle traces in the previous 
frame were extrapolated using the mean displacement before calculating the distance 
metric. Together with an upper distance cut-off during the linking of particle 
observations, this forms the basis of the particle tracking used in the papers of this thesis. 

5.2 Interferometric scattering microscopy 

An alternative strategy to the use of an LFAF to improve the signal-to-background ratio 
during interferometric imaging of nanoparticles is to measure the backscattered light 
(Figure 14). Since the light scattering from nanoparticles is approximately isotropic 
whereas only a small fraction of the incoming illumination is reflected at the glass-water 
interface, the signal-to-background ratio is higher in the backscattering direction than 
in the forward scattering direction. This measurement configuration goes under the 
name interferometric scattering (iSCAT) microscopy and was developed approximately 
20 years ago for the purpose of detecting even smaller nanoparticles than what was 
possible at the time [173,174]. Nowadays, iSCAT is mostly used as a surface technique 
to measure the optical mass of biomolecules [35] or to track surface-bound 
particles/molecules [175,176]. The last few years iSCAT has also been used to 
characterise suspended particles [43,177], which is how iSCAT was used in Paper V. 
However, the motivation behind the use of iSCAT in Paper V is not based around its 
detection limit, but rather that the measured particle signal from iSCAT can be 
combined with simultaneous twilight off-axis holography measurements to estimate 
particle size directly from the optical signals (Section 5.3). 

Characterisation of suspended particles using iSCAT is slightly different from particles 
on a surface. First, the interference between the optical fields from the particle and the 
background depends on their relative phase, which changes with the particle’s depth 
position [178]. iSCAT images of suspended particles therefore changes between 
subsequent particle observations, making it difficult to estimate the particle signal. To 
handle this challenge, in Paper V the iSCAT images were transformed using a 
convolutional neural network (Section 5.4) trained to generate focused images in which 
the particle signal corresponds to the amplitude of its backscattered optical field.  
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Figure 14 Schematic image of a widefield interferometric scattering (iSCAT) setup when combined 
with a microfluidic chip. Linear polarised light from a laser is focused in the back focal plane of the 
objective. Backscattered light from the particle and all the material interfaces in the sample are collected 
by the objective, where the double passage through the quarter-wave plate changes the polarisation 
direction such that the backscattered light is directed towards the camera. The image is adapted from 
Wikimedia under CC BY-SA 4.0 licence [179]. 

Second, the suspended particles in Paper V were measured under flow in a microfluidic 
channel, where all the interfaces of the microfluidic channel contribute to several 
interface reflections (Figure 14). Specifically, there are reflections from the two glass-
media interfaces and glass-air interface. When measuring surface-bound particles using 
iSCAT, these reflections are avoided by either using an open droplet instead of 
microfluidics [174] or by scanning a focused light beam across the field of view instead 
of widefield illumination [23]. In Paper V, the challenges of using microfluidics were 
solved using two different solutions. By having a slight angle between the incoming 
illumination and the optical axis of the microscope* the glass-air reflection is separated 
from the other reflections. This separation enables that an optical filter can be used to 
block that specific reflection from reaching the camera. The two media-glass reflections 
were handled by utilising that the height in the used microfluidic chip varied slightly 
between different regions in the channel. This in turn affects the relative phase between 
the two reflections, which results in constructive/destructive interference (Figure 3) 
depending on chosen imaging position in the channel. In Paper V, the imaging position 
was chosen such that the two reflections interfered constructively. 

5.3 Dual-angle interferometric scattering microscopy 

One major limitation of particle characterisation using optical microscopy is that 
particle size is most often estimated using the diffusivity-size relation, which limits 
investigations into particle size to suspended particles in a media of known viscosity 
(Section 4). One alternative optical scattering-based particle sizing approach is to relate 
the light scattering at different angles to particle size (Figure 15a). Using Rayleigh-

 
* The optical axis of a microscope is an imaginary line along which there is some degree of rotational 
symmetry. Optical components such as lenses are in general positioned such that their middle point is 
on the optical axis unless the optical system is intentionally misaligned. 
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Debye-Gans theory, which is valid for small weakly optically interacting particles 
(Section 3.3.1), the ratio of measured particle signal at two different scattering angles 
can be related to the optical from factor (Section 3.3) [48,95]. The optical form factor 
can in turn be related to particle size with no dependence on particle refractive index. 
Such particle sizing is used in multi-angle light scattering (MALS) [48,95] and 
nanoparticle flow cytometry [102], which are methods that measure the ensemble signal 
or single-particle snapshot information, respectively. To combine a similar particle 
characterisation approach with optical microscopy, dual-angle interferometric 
scattering microscopy (DAISY) was developed in Paper V. 

Since Rayleigh-Debye-Gans theory is only valid for particles with a minor refractive 
index difference to the surrounding media (Section 3.3), relying on Rayleigh-Debye-
Gans theory when relating the optical signal to particle properties limits the particles 
that can be accurately characterised. For spherical particles, Mie theory can be used to 
describe the optical particle signal (Section 3.3.2). When calculating the scattering ratio 
of different particle sizes and refractive indices (Figure 15a), the scattering ratio is 
uniquely related to particle size when the radius is smaller than 170 nm, where the 
precision of the size estimate depends on the available particle refractive index 
information. Specifically, the uncertainty is within a few nanometres when considering 
a refractive index range of 1.34-1.60, which cover most biological nanoparticles [15].  

The working principle of DAISY is to use the information in forward and backward 
scattering to simultaneously estimate both particle size and polarizability of individual 
particles. The DAISY radius, which is the size estimate of DAISY, is defined as the 
smallest radius of a homogeneous sphere suspended in water having the same 
backscattering-forward scattering ratio and polarizability, where the polarizability 
information improves the accuracy of the size estimate. The forward scattering image 
is measured using twilight holography, which signal can be related to polarizability 
(Section 3.3), and the backscattering image is measured using iSCAT (Figure 15b).  

The measured scattering signal ratio in DAISY is related to particle size by introducing 
the generalised optical form factor �'î . The generalised optical form factor is based on 
taking the scattering ratio from Mie calculations, which makes it similar to the ordinary 
optical form factor and is used to generalise the applicability of DAISY beyond small 
weakly optically interacting particles. The particle signal ratio measured in iSCAT and 
twilight holography is related to the generalised optical form factor �'î  as 

�ïðñË|*ò�Ç�56*| ∝ �'î (2�; 1, �),     5.5 

where 2' is the average 2 value for the backscattering direction (Section 3.3.1), 1 
encodes the spatial distribution of mass within the particle, and α is the polarizability. 
The generalised optical form factor can in turn be related to particle size. In Paper V. it 
is shown that the DAISY radius estimate is insensitive to the precise value of the 
refractive index of the surrounding media (size uncertainty within a few percent for 
biological  environments  as  the  refractive  index  is  often  only  of  a  few  percent  higher  
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Figure 15 The working principle of dual-angle interferometric scattering microscopy (DAISY) and 
how the optical signal ratio is related to particle size. (a) Mie calculations of the ratio between the 
backscattering and forward scattering as a function of particle size for particles in water with a refractive 
index of 1.34-1.60. (b) The DAISY setup, which corresponds to one interferometric scattering (iSCAT) 
part and one twilight off-axis holography part. LFAF: low frequency attenuation filter, BS: beam 
splitter, PBS: polarising BS, TL: tube lens, QWP: quarter wave plate, and HWP: half-wave plate. 

than that of water [180]). Thus, DAISY enables surrounding media intensive particle 
sizing using optical microscopy, which combined with the polarizability information 
also enables simultaneous estimation of the refractive index difference between the 
particle and the surrounding media. 

Since the optical form factor is different for different particle shapes (Section 3.3.1), the 
optical scattering ratio is also dependent on the particles internal mass distribution. 
Using that the hydrodynamic radius relates to the outer radius of the particle, the relative 
value of the DAISY radius and the hydrodynamic radius relates to the particle shape of 
individual particles. This property of DAISY was used in Paper V to distinguish solid 
spheres from aggregates. 

5.4 Image analysis of microscopy data using deep learning 

Image analysis is typically based on using a fixed set of mathematical operations, such 
as convolutions and thresholds, combined with intuition about the experimental system 
in question [181]. Despite the historical success of this approach, the explored space of 
potential solutions* of a human is limited, where the obtained solution may not be 
optimal and depends significantly on the knowledge of the user. One solution to this 
limitation is to use deep learning to find a solution to the task at hand.  

In essence, image analysis using deep learning is based on setting up a space of image 
processing operations, such as thresholds and convolution, where a computer explores 
different parameter combinations of the image processing operations given a certain set 
of rules [181]. There exist several different classes of deep learning, both regarding the 

 
* The phrasing “space of potential solutions” comes from viewing the task as a multi-dimensional 
optimisation problem, where each free parameter, such as a signal threshold, is a separate dimension in 
the space of potential solutions. 
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mathematical operations the algorithm performs and how the end-result is obtained. In 
the context of image analysis of microscopy data, convolutional layers are commonly 
used as they are inherently translation-invariant and contain relatively few parameters 
to be optimised compared to fully connected layers [182]. The individual layers are 
combined into a network structure, where the structure of the network depends on the 
considered application. For example, for image-to-image translation the so-called  
U-Net structure has successfully been applied to holography data to achieve phase 
recovery, denoising, and virtual staining [155,183], where U-Net’s ability of analysing 
microscopy images motivated its employment in Paper V. Another example is 
convolutional neural networks (CNN) combined with dense neural networks, which has 
been used to estimate size and refractive index from particle scattering patterns [100] 
and inspired the employment of a similar network structure in Paper III.  

There are both advantages and disadvantages to using deep learning in image analysis. 
The main disadvantage is that representative training data is needed, which can be 
challenging to obtain. Moreover, for images with a high signal-to-noise ratio and 
distinct features of interest, established image analysis algorithms often performs 
similarly to deep-learning algorithms [184]. For this reason, it is not certain that the 
time investment in training a network will improve the performance.  

The advantages of using deep learning in image analysis include for example improved 
particle detection and localisation accuracy at low signal-to-noise ratios [124,184] as 
well as new analysis possibilities, such as recovering the phase information from a 
single out-of-focus image [155] and virtual staining [183]. Moreover, during the past 
few years there have been significant effort to minimise the disadvantages of using deep 
learning. For example, in some applications it is now possible to train a network using 
a single experimental image [124], which significantly reduces the complexity of 
training a network. Moreover, there are now several open-source software packages 
available that aid in this step of the analysis. This was utilised in Papers III and V where 
the networks were trained using the Python library DeepTrack 2.0 [182].  

5.5 Two-dimensional flow nanometry 

When quantifying the diffusion constant of individual particles, long track lengths are 
needed to reduce the statistical uncertainty (Section 4.3). However, if the particles are 
free to move unrestrictedly in 3D, they will eventually move outside the imaging region, 
which consequently limits the experimentally obtainable track lengths. To overcome 
this limitation, one solution is to restrict the motion of the particle by using nano- or 
microfluidic designs [185,186]. Another approach is to molecularly link the particles to 
a laterally fluid SLB (Section 2.1), as illustrated in Figure 16, which restricts the particle 
motion to two dimensions [187]. Although long track lengths can readily be obtained 
using any of these approaches, the particle mobility is affected by the confinement 
(Section 4.2). Furthermore, when a particle is molecularly linked to an SLB, the 
mobility of the particle-tether complex depends also on the mobility of the linker 
(Section 4.2.1) [59,188]. Thus, when using any of these approaches, the ordinary 
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Stokes-Einstein equation cannot be used to relate diffusivity to particle size without first 
introducing corrections for the particular system under investigation [126]. 

In the case of nanoparticles tethered to an SLB, one strategy to avoid the added 
complexity when relating diffusivity to particle size is to introduce a shear flow and use 
the ratio between the flow-induced particle velocity and its diffusivity [59]. Implied by 
the Einstein–Smoluchowski relation [14], which relates diffusivity with particle 
mobility, the ratio between the flow-induced particle velocity, 9, and the diffusion 
constant, �*6QÔÕ, relates to the hydrodynamic force as [59] õ = ��8 ÅB¼Ñxö÷.      5.6 

Assuming spherical particles, õ is related to particle size, 4øÔ, as [59] õ = ��8 ÅB¼Ñxö÷ �  W
ù
4øÔX4øÔ N ��Z,   5.7 

where ù
 is the flow rate of the surrounding fluid, 
 the dynamic viscosity of the 
surrounding fluid, while W and �� are calibration parameters which depend on the 
experimental geometry and hydrodynamic boundary conditions. In other words, since 
both the flow-induced particle velocity and the diffusion constant depend on the 
mobility of the tethered particle, their ratio cancels the effect from the unknown 
mobility. This approach to measure particle size is called two-dimensional flow 
nanometry (2DFN) and is the main particle characterisation approach in Paper I.  

Since 2DFN offers both size and diffusivity information of particles that are only a few 
nanometres away from a planar interface, the diffusivity-size relation is sensitive to the 
hydrodynamic boundary conditions of the particles and the SLB (Section 4.2). This was 
used in Paper I to obtain information about the slip length for lipid bilayers and 
extracellular vesicles (EVs), where the mobility contributions of the particle and that of 
the tethers were separated during the data analysis. 

 

Figure 16 Schematic of a two-dimensional flow nanometry (2DFN) measurement. Particles (here a 
lipid vesicle) are linked to a supported lipid bilayer (SLB) using molecular tethers, here consisting of a 
cholesterol-DNA tether. A shear-flow is applied such that the particle has a non-zero drift velocity. The 
particles are typically imaged using total internal reflection fluorescence (TIRF). � indicates the 
potential slip length of the SLB and ℎ
 is the distance from the centre of the particle to the SLB. 
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5.5.1 Total internal reflection fluorescence microscopy 

Total internal reflection is an optical phenomenon which occurs when light travels from 
a medium with a higher refractive index to one with a lower refractive index* and the 
angle relative to the normal direction of the surface is larger than a critical value 
determined by the ratio of the two refractive indices [51]. When this happens, there is 
no direction in the second medium in which constructive optical interference in the far 
field can occur. Instead, all light is reflected at the surface. Although the far field is zero, 
there is still a non-zero optical near field close the interface in the low refractive index 
medium, which often is called the evanescent field. This evanescent field can excite 
fluorophores near the surface, which forms the basis of total internal reflection 
fluorescence (TIRF) microscopy. 

The intensity of the evanescent field decays exponentially, � = �
eQc/ú, with the 
characteristic length �, �Q� = ��� v(#� sin ~)- K #--,    5.8 

where #� is the refractive index of the original medium, #- is the refractive index of 
second medium and ~ is the relative angle between the incoming ray of light and the 
normal of the surface [22]. TIRF is commonly used when analysing particles attached 
to an SLB as it suppresses the potential background signal from particles in bulk [189–
191], a feature used in Paper I. 

5.6 Transmission electron microscopy 

The spatial resolution of optical microscopy methods is limited by the wavelength of 
the used measurement beam (Section 3.2). To obtain structural information beyond the 
spatial resolution of ordinary optical microscopy, one approach is therefore to 
illuminate the sample with a beam having a shorter wavelength than visible light. Since 
all particles have a de Broglie wavelength, electrons that are accelerated in a potential 
of hundreds of kilovolts have a wavelength shorter than 0.01 nanometres [1]. Combined 
with that electron beams can be generated and controlled using an electron source and 
electromagnetic fields [1], electron microscopy is commonly used to measure 
nanomaterials with sub-nanometre spatial resolution [192,193]. 

In both Paper III and IV transmission electron microscopy (TEM) was used for 
complementary size characterisation of the measured particle samples. A TEM works 
similarly to an optical transmission microscope: there is a signal source which emits an 
illumination beam that is directed towards the sample using several lenses, where lenses 
after the sample are used to create an image of the sample at a camera (Figure 17). The 
main differences are that in a TEM the lenses consist of electromagnetic coils and the 
illumination consist of charged electrons in an electron beam [1]. 

 
* In optical microscopy, the high refractive index material is commonly glass, and the low refractive 
index material is commonly water (Figure 16).  
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Figure 17 Schematics of a transmission electron microscope (TEM). The electron beam is generated in 
the top of the microscope and is then accelerated and directed towards the sample by 
magnetic/electrostatic lenses/coils. The electrons that penetrate the sample are collected and directed 
towards a detector. All the components in the microscope are under high vacuum. 

A crucial difference between optical microscopy and electron microscopy is the 
measurement conditions. Specifically, optical microscopy can used at physiological 
conditions whereas electron microscopy typically operates under high vacuum [1]. 
Since TEMs operates under high vacuum, sample preparation is important to maintain 
the structure of the particles of interest. Solid dielectric particles such as silica and 
polystyrene, as used in Paper III, are stable in vacuum. In Paper III, the TEM sample 
preparations therefore consisted of placing a small droplet on a TEM grid, and after a 
few minutes the excess liquid was removed by slightly touching the droplet with a tissue 
paper. Such sample preparation cannot be used for biological nanoparticles since the 
drying may cause imaging artefacts [193]. In Paper IV cryoTEM was therefore used, 
where a small droplet containing the solution is frozen in liquid ethane such that the 
sample vitrifies [193], and the imaging was thereafter performed at -178 oC. 

5.7 Comparison between label-free optical methods for 
characterisation of subwavelength-sized particles  

As outlined in Section 3.3, the label-free particle signal acquired from different optical 
scattering methods contains similar particle information in the nano-submicron regime. 
Several different optical characterisation techniques can therefore often be used to 
address the same question. However, there are some key distinctions between different 
methods that become critical in multiparametric particle characterisation, where the 
main differences of some selected techniques are summarised in Table 1. In that table 
and the following subsections, five specific experimental aspects will be considered to 
separate the quantitative capabilities of different optical methods.  



46 

Table 1 Summary of strengths and weaknesses for different particle characterisation methods using 
optical scattering, where the details of the comparison are presented in Sections 5.7.1-5.7.5. DLS: 
dynamic light scattering. 

 Darkfield 
(solution) 

Interferometric 
imaging 

(solution) 

Complex-
valued optical 
field (solution) 

Surface 
methods 

Non-imaging 
methods 

Main  
strength 

Detection 
limit 

around  
5 nm 

Can detect 
single proteins 

(≳66 kDa) 

Material 
sensitive 

signal that can 
be related to 
particle mass 

Particle 
dynamics and 

surface 
interactions 

Measurements 
with high 
particle 
statistics 

Main 
limitation 

Limited 
material 

sensitivity 

Limited 
material 

sensitivity 

Particle 
detection limit 
slightly below 

100 nm in 
diameter 

Limited 
throughput 

Limited ability 
of analysing 
heterogenous 

samples 

Shape 
sensitive? 

Most 
often yes 

Yes No Yes Yes 

Hydrodynamic 
radius? 

Yes Yes Yes Most often 
no 

Yes (DLS) 

5.7.1 Particles in suspension or bound to a surface 

Although Papers II-V involve measuring the scattering signal from suspended particles, 
there are numerous scattering-based microscopy methods that rely on binding the 
particles to a surface. This includes for example evanescent field scattering [194–196], 
iSCAT [197], and multi-imaging phase methods [109]. For surface-bound particles a 
similar signal-polarizability relation as for suspended particles can be used to 
characterise the particles, with the difference being that the scattering directivity is 
affected [198]. 

The main benefit of immobilising particles on a surface is that signal of hundreds of 
individual particles can simultaneously be measured on the single-particle level during 
environmental changes [195], which cannot easily be done for freely suspended 
particles. The drawback with surface immobilisation is that it is challenging to relate 
the signal to multiparametric particle properties such as size and refractive index due to 
that the diffusivity-size relation cannot be used. In some cases, 2DFN or multiple 
refractive index media can used to obtain size information [199], but then the 
throughput becomes limited compared to when measuring under flow. In Paper I, the 
close proximity between the particles and the surface was used to enhance the effect 
from potential partial slip, which highlights that the gained information from the surface 
tethering was in that specific case worth the lowered throughput. Thus, measuring 
surface-bound particles are advantageous for detailed investigations of particles over 
time or particle-surface interactions, while methods that use suspended particles are 
advantageous for high-throughput characterisation in terms of size and refractive index. 
Since the goal of Paper II-V was to establish a generic particle characterisation 
methodology, the focus became to characterise freely suspended particles. 
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5.7.2 Measurement geometry 

The angle between the incoming light and measured light-scattering direction 
influences how the optical particle signal scales with size, which can be described by 
the optical form factor (Section 3.3.1). In particular, the relation between particle signal 
and size is only single valued when using transmission methods. Thus, when using  
non-transmission methods, particle shape and size information are needed to estimate 
the dry mass if the particle radius larger than a few tens of nanometres (Section 3.3.1). 
However, non-transmission methods are required to observe a difference in the 
measured signal of a nanoparticle based on its structure, as for example used in 
Ref. [30].  

The optimal choice of measurement geometry is therefore related to the particle 
information of interest. For quantification of the dry mass when the particle shape is 
unknown, as in Papers II-IV, a transmission measurement geometry is advantageous. 
For particle shape measurements, as in Paper V, non-transmission methods are 
preferred. In Paper V specifically, the combination of hydrodynamic radius and optical 
scattering in the forward and backward directions were used to estimate the mass 
distribution within individual particles (Section 5.3). However, the state-of-the-art 
detection limits are currently also different for different measurement geometries, 
which is further discussed in Section 5.7.5. 

5.7.3 Optical field or scattering intensity 

Optical field or quantitative phase measurements give information about the complex-
valued particle polarizability, which contains more particle material information than 
the scattering intensity alone (Section 3.3). For suspensions of nanoparticles made of a 
single material, the scattering intensity is sufficient to estimate particle refractive index. 
The difference in quantitative particle information between scattering intensity and the 
optical field becomes crucial when the sample contains several different types of 
particle materials. For example, when relating scattering intensity to refractive index, 
the optical intensity gives only information about the absolute value of the 
polarizability, which is insufficient to distinguish particles such as metallic 
nanoparticles, dielectric particles, and nanobubbles. The main drawbacks with optical 
field measurements are that it requires extensive image analysis and that its detection 
limit is much higher than for methods that only measures scattering intensity  
(Section 5.7.5). 

In Papers II and IV the measured particles involved mixtures of bubbles/solid particles 
and dielectric/metallic particles, respectively. For this reason, optical field 
measurements were chosen as the main experimental method as the scattering 
amplitude would not have enabled the required material sensitivity.  
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5.7.4 Imaging or non-imaging characterisation methods 

The spatial resolution in microscopy enables the same particle to be tracked over time, 
which can for example be used to estimate particle size via the Stokes-Einstein relation 
(Section 4). However, it is possible to optically characterise particles without relying 
on particle tracking. For example, when using nanoparticle flow cytometry, it is possible 
to simultaneously obtain snapshot information regarding size and refractive index by 
measuring the forward and side scattered light [102]. Moreover, dynamic light 
scattering (DLS) can be used to estimate ensemble particle size from the time-correlated 
scattering intensity [27]. The benefits of non-imaging methods are the increased particle 
throughput and that no image analysis is needed. The drawbacks with non-imaging 
methods are that they often require limited sample heterogeneity, only measure the 
optical scattering intensity, and that the single-particle dynamics cannot be accessed. 
Thus, to measure single-particle dynamics or the complex-valued polarizability, as in 
the case of the systems investigated in the appended papers to this thesis, microscopy 
methods are preferred. However, ensemble techniques are useful for charactering 
monodisperse samples, as for example used in Paper IV to characterise the size and 
concentration of the used gold nanoparticles (AuNPs). 

5.7.5 Detection and quantification limits 

Although the particle information from different label-free optical techniques is similar 
in the case of small nanoparticles, the detection limits of the different techniques are not 
the same. For example, iSCAT can detect down to 9 kDa molecules [36] and darkfield 
methods can detect particles down to around 5 nanometres in size [23,200], whereas the 
detection limit for optical field measurements is slightly below 100 nm in 
diameter [109,201]. Therefore, there is a wide range of particle sizes which optical field 
measurements cannot currently detect, which limits its use in particle characterisation.  

However, in addition to a lower detection limit, many characterisation methods have an 
upper size limit regarding accurate signal-particle properties relation. For example, only 
transmission methods have a single-valued relation between measured particle signal 
and size (Section 5.7.2). Therefore, methods that obtains the complex-valued optical 
field can be used to estimate polarizability in both the small and large particle limits 
without particle size and shape information (Section 3.3). Non-transmission methods 
require both particle shape and size information when relating the scattering signal to 
particle properties, which limits their ability of estimating polarizability. Instead, the 
size-signal relation for non-transmission methods can be used to estimate particle 
shape [43]. Since the investigations of Papers II-V involve multiparametric 
characterisation in terms of size and polarizability for both nanoparticles and particles 
with a size comparable to the wavelength of visible light, the quantitative properties of 
optical field measurements motivated its use as the main experimental technique. 
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6  
 

Summary of results 
 

“Because I enjoy it.” 
Michelson’s answer to Einstein’s question regarding why he spent so 

much effort on measuring the natural constants. [202]* 

  

 

The general scope of this thesis work is to contribute to bridging the quantitative gaps 
of optical microscopy-based characterisation of particles in the nano-submicron size 
range. Specifically, the goal is to contribute to solving some of the current limitations 
regarding multiparametric particle characterisation, with a particular focus on particle 
size, material, and shape. I have addressed this by being part of developing several 
different optical imaging-based characterisation methods, with each appended paper 
being based around one such method development.  

Paper I focuses on the quantification of the hydrodynamic boundary conditions for 
biological nanoparticles using two-dimensional flow nanometry (2DFN). Papers II-V 
focus on multiparametric characterisation of suspended subwavelength-sized particles 
using optical scattering microscopy. In Paper II, holographic nanoparticle analysis  
(H-NTA) is introduced, where the optical phase shift was used to characterise 
nanobubbles in the presence of dielectric aggregates. In Paper III, H-NTA is combined 
with deep learning to accurately quantify both particle size and refractive index directly 
from the optical scattering pattern, which enables sub-second temporal analysis of both 
size and refractive index. In Paper IV, twilight off-axis holography is introduced, where 
the improved detection limit and quantitative signal were used to characterise the 
interaction between herpes simplex virus (HSV) and gold nanoparticles (AuNPs). In 
Paper V, dual-angle interferometric scattering microscopy (DAISY) is introduced, 
which extends the size range of simultaneous size and refractive index quantification 
using optical microscopy images into the nanoparticle regime, where the relative value 
of the size estimate from optical scattering and hydrodynamic radius enables estimation 
of the particles internal mass distribution. For details beyond the following summaries, 
see the appended papers to this thesis. 

 
* Translation of: Einstein, der Michelson in seinem letzten Lebensjahre fragte, warum er auf die 
Genauigkeit der Bestimmung gerade dieser Naturkonstanten so ungeheure Mühe verwende, erhielt 
darauf die für Michelson so charakteristische Antwort: "Weil es mir Spaß macht." [202]. 
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6.1 Paper I 

This investigation is based upon two challenges regarding relating the diffusivity of 
nanoparticles to particle properties. First, when relating nanoparticle diffusivity to size, 
the no-slip boundary condition is commonly assumed. This assumption cannot be 
derived from first principles and direct evaluation of the boundary condition for 
biological nanoparticles is difficult using existing methods [40,134,203]. Second, when 
deviations from no slip occurs, the equations describing confined nanoparticle diffusion 
close to a planar surface are uncertain [137]. Thus, to improve particle estimations using 
their diffusivity there is a need for new approaches to experimentally quantify the 
hydrodynamic boundary conditions for nanoparticle systems in general, and mobility 
of nanoparticles close to a surface with partial slip in particular.  

To investigate these questions in the context of biological nanoparticles close to a 
supported lipid bilayer (SLB), 2DFN (Section 5.5) was used to simultaneously measure 
particle size and diffusivity of both extracellular vesicles (EVs) and POPC liposomes 
(Figure 18a). When inspecting the flow-induced velocity and the diffusivity of 
individual particles, the data is not continuously distributed but is instead gathered in 
clusters (Figure 18b). This data clustering is a result of the lipid vesicles being tethered 
by a discrete number of tethers. Within each cluster only particle size varies, which 
opens up the possibility to fit the measured size-diffusivity relation using the slip lengths � as fitting parameter (Figure 18c).  

When deriving the size-diffusivity expression under the assumption of short slip 
lengths, � ≪ 4, the distance between the nanoparticle and the SLB, �, the slip length at 
the SLB interface, ��, and the slip length at the vesicles, ��, enter the expression as a 

sum. Thus, the size-diffusivity relation has two fitting parameters, �+� ≡ � N �� N �� 

and �Ë, where �Ë is the diffusivity of a tether without any vesicle. Measurements of 
POPC vesicles in different buffer salt concentrations resulted in a �+� of around  
21-26 nm, whereas measurements of the EVs resulted in a �+� of ~31 nm. These lengths 
are considerably longer than the height of the PEG2000 in the SLB, which is ~4 
nm [204], and the length of the DNA tether, which is ~15 nm, that together set a range 
of potential �+� values if the no-slip boundary condition occurs. Since the slip length is 
expected to be similar for the POPC liposomes and the EVs, the difference in �+� is 
likely due to the complex membrane composition of EVs, with protruding proteins and 
hydrocarbons increasing the particle-surface distance [205].  

Assuming the same slip at both the nanoparticle and the SLB gives a slip length for 
POPC of around 8-11 nm, which is similar to the literature value for DOPC SLBs of  
6 ± 0.5 nm that was measured using a surface force apparatus [149]. However, it should 
be noted that the used expression in Paper I to obtain the slip length is not an exact 
solution [137]. For this reason, the results should be considered as evidence of deviation 
from no slip and the values should be interpreted as effective slip lengths obtained using 
the short slip length approximations. 
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Figure 18 Two-dimensional flow nanometry (2DFN) of tethered vesicles and the subsequent data 
analysis. (a) Illustration of the 2DFN concept. Labelled vesicles are linked to a supported lipid bilayer 
(SLB) using cholesterol-DNA-tethering within a microfluidic channel. A shear-flow is applied and the 
two-dimensional movement of the vesicles are tracked using fluorescence microscopy. � indicates the 
potential slip length of the SLB and ℎ
 is the distance from the centre of the particle to the SLB. Inset: 
fluorescence micrograph showing the shearing of vesicles in the field of view with tracks highlighted 
in red. (b) Flow induced particle velocity versus inverse diffusivity for POPC liposomes tethered to and 
SLB consisting of POPC. The different colours indicate the number of tethers (1, 2 and 3+). (c) Inverse 
diffusivity versus 4ýå for the first two vesicle-tether clusters in (b). The estimated values from the least-
square fit (yellow lines) are �wþ = 22.8 � 6.3 nm and �Í = 2.56 � 0.07 μm2/s (mean ± 95% CI, 
visualised using the shaded blue region). Adapted from [206] under CC-BY license. 

6.2 Paper II 

This investigation is based upon extending the material sensitivity of optical 
characterisation of suspended particle mixtures. Although the optical scattering 
intensity often is used to estimate particle refractive index [42], the scattering intensity 
cannot differentiate between particles that have a positive or negative refractive index 
difference to the surrounding media. This particularly limits quantitative optical particle 
characterisation of samples containing mixtures of nanobubbles and other dielectric 
particles that are potentially generated during the sample preparation [63]. 

To overcome this limitation, H-NTA is here introduced, which is a single-particle 
characterisation method based on off-axis holographic imaging (Section 5.1.1) and 
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particle sizing using the Stokes-Einstein relation (Section 4). By combining the 
integrated phase shift and the hydrodynamic radius of individual particles, the refractive 
index of the detected particles is obtained. First, H-NTA was validated using mixtures 
of standard dielectric particles, where it accurately could distinguish particles based on 
their diffusivity and integrated phase shift. Thereafter, H-NTA was used to characterise 
samples containing surfactant stabilised nanobubbles, where the sign of the phase shift 
was used to differentiate between nanobubbles and potential dielectric particles  
(Figure 19). The sample contained both particles with a positive and negative phase 
shift, where the particles with a negative phase shift disappeared after pressure treating 
the sample. This shows that the detected particles consist of both nanobubbles and 
dielectric particles. Moreover, the relation between the phase shift and hydrodynamic 
radius indicates that both the nanobubbles and dielectric particles are not spherical 
particles but instead aggregates (Section 2.3), where the nanobubble aggregates have a 
fractal dimension of around 2.3. Note that some of the correlation between 
hydrodynamic radius and particle refractive index in Figure 19 come from the data 
analysis, as discussed in detail in Section 4.3.1. 

Combined, these results illustrate that optical field imaging, or quantitative phase 
microscopy, can be used to characterise samples beyond what is possible using optical 
scattering intensity techniques. 

 

Figure 19 Quantification of hydrodynamic radius and refractive index (RI) of nanobubbles using 
holographic nanoparticle analysis (H-NTA). (a) The phase shift allows for a direct differentiation 
between particles and bubbles based on the sign of the phase shift. The scalebars are 2 μm. (b) The 
scaling of the integrated phase shift with hydrodynamic radius for the bubble population is not 
consistent with spherical, homogeneous bubbles with a refractive index of 1.0 (red line in the main 
figure, red dashed line in the inset). Rather, the phase shift scales as if they are formed by aggregation 
of smaller bubbles with a fractal dimension on 2.3. Inset: the fractal dimension is the slope of the black 
line in the log-log plot. Here, only the bubble population was considered. (c) The estimated refractive 
index of both bubbles and particles approaches 1.33 with increasing size. (d) Following pressurisation 
of the bubble solution, the population of detections having a refractive index < 1.33 disappeared. 
Adapted with permission from [108]. Copyright 2020 American Chemical Society.  
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6.3 Paper III 

The purpose of this investigation is to improve size and refractive index quantification 
of subwavelength-sized particles without relying on the Stokes-Einstein relation, as 
diffusivity-based sizing cannot be applied for dynamically changing particles or for 
particles in unknown surrounding media. One alternative size estimation approach is to 
fit the optical scattering pattern to Mie theory calculations (Section 3.3.2). Previous 
implementations of this approach, however, either only measure dielectric particles that 
are larger than the wavelength of light or cannot follow the same particle over time as 
the implementation do not rely on imaging [44,102,207]. Thus, the applicability of such 
scattering-based particle sizing is currently limited, which this work attempts to extend.  

To overcome these limitations, H-NTA was combined with a deep learning-based 
analysis called weighted average convolutional neural network (WAC-NET). The 
WAC-NET was trained using Mie simulations combined with the experimental 
resolution and noise to characterise both particle size and refractive index using optical 
scattering images without relying on information about particle diffusivity. The 
performance was subsequently evaluated using experimental data of particles with 
known size and refractive index. For polystyrene particles which according to the 
manufacturer had a radius of 228 ± 6.8 nm, the WAC-NET correctly estimated both the 
radius and refractive index on the single-particle level after only a few particle 
observations, where the standard approach (diffusivity-based particle sizing) did not 
converge even after 60 particle observations (Figure 20a-b). The standard deviation of 
the WAC-NET approach reached ±11.9 nm in radius and ±0.03 in refractive index units 
using 60 observations, which is close to the distribution width from the particle supplier. 

After the WAC-NET was validated using several different standard particles and 
measurement in media with different refractive indices, its ability of measuring 
dynamically changing particle samples was evaluated using a solution of 31 nm radius 
polystyrene nanoparticles during salt-induced clustering. Since aggregates are not 
homogenous spheres, the quantified size and refractive index are effective particle 
parameters. However, these effective parameters can in turn be related to the number of 
monomers and the fractal dimension of the cluster [47] (Section 2.3). As seen in  
Figure 20c-g, the size and refractive index change over time while the fractal dimension 
is approximately constant, demonstrating that the clustering process is dynamic and has 
a reversible nature. 

In conclusion, this work shows that the size and refractive index can accurately be 
measured for particles with a minimum radius of ~150 nm using only a few particle 
observations. The reason for this lower size limit comes from the challenge of 
distinguishing particle size from the limited resolution of the microscope. However, 
compared to diffusivity-based sizing, the WAC-NET analysis requires approximately a 
factor of 100 fewer observations to achieve the same accuracy for individual particles 
and it can also be used in different sample media without knowing the media viscosity 
or refractive index, which extends the applicability of optical particle characterisations.  



54 

 

Figure 20 Weighted average convolutional neural network (WAC-NET) based particle characterisation 
of homogeneous spheres and nanoparticle clusters. (a-b) The WAC-NET approach correctly estimates 
both the size (a) and refractive index (b) for 0.228 ± 0.0068 μm radius polystyrene particles using only 
a few particle observations, where the standard approach (diffusivity-based particle sizing) has not fully 
converged even for 60 particle observations. (c) The WAC-NET approach gives an average fractal 
dimension �� close to 2.35 for salt-induced clustering for 31 nm radius polystyrene nanoparticles. The 
insets show some pictorial depictions of possible clusters for three different fractal dimensions. (d–g) 
Time-resolved behaviour of a representative cluster, characterised in terms of its radius r (d), refractive 
index difference Δn (e), number of monomers N (f), and fractal dimension �� (g). While r, Δn, and N 
greatly vary over time, �� remains stable. The shaded regions represent the estimated standard deviation 
of the error. The detected particles are here analysed using a moving window of 20 observations, 
acquired at a frame rate of 30 frames per second. Adapted from [56] under CC-BY license. 

6.4 Paper IV 

Related to Paper II, the purpose of this investigation is to lower the detection limit of 
H-NTA while also maintaining the material sensitivity. In off-axis holography, one 
limiting factor for detecting single nanoparticles is the signal-to-background ratio. This 
limitation stems from the fact that a coherent background signal is needed to quantify 
relative phase shifts, but with a too low signal-to-background ratio, the background 
signal risks saturating the image before the particle can be detected.  

To improve the signal-to-background ratio compared to ordinary off-axis holography 
twilight off-axis holography is here introduced (Section 5.1.2), which consists of an off-
axis holographic microscope augmented with a semi-transparent low frequency 
attenuation filter (LFAF) that attenuates the background signal. When using an LFAF, 
the illumination can be increased to improve the particle signal without increasing the 
background signal since the particle signal is to a first approximation unaffected by the 
LFAF. The use of twilight holography for characterising particles is here referred to as 
twilight nanoparticle tracking analysis (tNTA). Since the LFAF affects the background 
signal, it also affects the quantified particle signal as it is normalised to the background 
signal (Figure 21). However, this effect can be compensated using a single complex-
valued filter constant during the image processing. From this filter constant and the 
estimations of the noise signal, tNTA has four times higher signal-to-background ratio 
compared to H-NTA while the noise in the images only increased around 20-25%. 
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Figure 21 Compensation of the low frequency attenuation filter (LFAF) in the post processing. (a) The 
LFAF compensation factor is obtained by first quantifying the optical signal from 105 nm radius 
polystyrene spheres both with (blue symbols and blue histograms) and without (open, black symbols 
and black outlined histograms) the LFAF. The red symbols and histograms correspond to the population 
measured using the LFAF after compensation. Note that the inferred optical signal and the 
hydrodynamic radius are similar after compensation. (b) Images of the real and imaginary parts of the 
optical signal both with and without the LFAF, showing the similarity of the optical signal after 
compensation and without the LFAF. The scalebars correspond to 500 nm. 

To investigate the ability of tNTA to quantify material information of particle 
complexes consisting of both dielectric and metallic particles, measurements were done 
using silica-AuNP particle complexes formed during salt-induced aggregation at 
different AuNP concentrations. The data indicates that the imaginary part of the optical 
signal reflects the silica particle even as 5 nm radius AuNPs binds to the silica particle, 
whereas the negative integrated real part of the optical signal reflects the amount of 
bound AuNPs. This material sensitivity of tNTA comes from that AuNPs have a high 
extinction cross section compared to the silica particle, where the integrated real part 
relates to the extinction cross section (Section 3.3.4), and that the integrated imaginary 
part primarily reflects the dielectric signal of the particle complex (Section 3.3.3).  

The material sensitive particle signal of tNTA was thereafter used to investigate the 
interaction between tannic acid functionalised AuNPs (TaAuNPs) and HSV type 2 
(HSV-2, Section 2.2). When measuring HSV-2, AuNPs, and TaAuNPs separately 
(Figure 22a), few particle detections were observed compared to the expected 
concentrations. This is due to the fact that the 5 nm radius AuNPs are well below the 
detection limit of the microscope whereas HSV-2 is just at the limit of detection.  

When the HSV-2 sample was mixed with the TaAuNPs using a TaAuNP concentration 
of around 3 � 10�-/ml (Figure 22b and d), the number of particle detections became 
similar to the HSV-2 concentration from darkfield measurements. Moreover, the 
detected particle signals have both prominent imaginary parts and negative real parts, 
which indicates TaAuNP binding to HSV-2. At an HSV-2 concentration of around 
109/ml, the TaAuNPs induced aggregation in the HSV-2 suspension as observed from  
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Figure 22 Twilight off-axis holography (tNTA) measurements of herpes simplex virus, gold 
nanoparticles (AuNPs) and tannic acid AuNPs (TaAuNPs). (a) HSV-2, AuNPs and TaAuNPs when 
measured separately. Only a small fraction of the HSV-2 population is detected in tNTA compared to 
the HSV-2 concentration, where the particle sizes are significantly larger than the expected literature 
value. Only a handful of detections are made in the pure AuNP and TaAuNP samples. (b) ∼109/ml 
HSV-2 when mixed with TaAuNPs, for which the measured particle concentration is close to the HSV-
2 concentration, the integrated real part (ℜD) shifts and a broad hydrodynamic radius distribution is 
induced, which all indicate HSV-2/TaAuNP binding and particle complex aggregation. (c) ∼109/ml 
HSV-2 when mixed with AuNPs, where the concentration is more than order of magnitude lower than 
the HSV-2 concentration and the only a small shift in ℜD occur. (d) ∼108/ml HSV-2 when mixed with 
TaAuNP, where the concentration is close to the HSV-2 concentration, the hydrodynamic radius agrees 
well with the literature value for HSV-2 [208], and the shift in ℜD indicate TaAuNP binding. 

the broad hydrodynamic radius and optical field distributions, whereas at an HSV-2 
concentration of around 108/ml, both the particle size and the integrated imaginary part 
were similar to expected values for HSV-2 [208,209]. When the TaAuNPs were 
changed to AuNPs, the binding to HSV-2 was much less (Figure 22c), indicating that 
the tannic acid functionalisation promotes binding to HSV-2. The difference in HSV-2 
interaction between TaAuNPs and AuNPs was also observed in viral inhibition assays, 
where the tannic acid functionalisation significantly decreased the viral infectivity. 
Moreover, when relating the integrated imaginary part and hydrodynamic radius to 
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particle refractive index, the obtained refractive index for the HSV-2/TaAuNP particle 
complex of around 1.44 is similar to that of intact viruses [15]. This indicate that the 
anti-viral properties of tannic acid functionalised AuNPs originate from physical 
hindrance rather than disrupting the virus. 

In conclusion, this work shows that the use of an LFAF improves the detection limit 
while maintaining a quantitative optical field signal. This enables that hydrodynamic 
radius, dielectric particle mass, and the AuNP mass can all be quantified for individual 
suspended nanoparticle complexes. This shows that the optical signal both has material 
sensitivity and is quantitative for particle complexes, which is something that is less 
explored in previous investigations using optical particle characterisation. 

6.5 Paper V  

The purpose of this investigation is to extend size and refractive index quantification of 
subwavelength-sized particles using the optical scattering signal compared to Paper III. 
In Paper III, the smallest particle radius the method accurately could characterise was ~150 nm, where this size limit comes from the challenge of distinguishing particle size 
from the limited resolution of the microscope. Inspired by multi-angle light scattering 
(MALS) techniques [48], particle size can be estimated from the optical scattering 
signal measured at two well separated angles relative to the incoming illumination 
signal with no special requirement on spatial resolution (Section 5.3). Previously, such 
particle sizing has only been used in ensemble measurements or snapshot 
observations [48], where its combination with microscopy imaging is less explored. 

To enable optical imaging at two well separated scattering angles with a detection limit 
approaching the nanoscale, interferometric scattering microscopy (iSCAT) is here 
combined with twilight off-axis holography to create DAISY (Section 5.3). The 
resulting size estimate, called the DAISY radius, is defined as the smallest radius of a 
homogeneous sphere in water having the same scattering ratio and polarizability, where 
the theoretical relation can for example be obtained using Mie theory (Section 3.3.2).  

When measuring the DAISY radius for spherical particles with different refractive 
indices, all samples followed a one-to-one relation with the hydrodynamic radius 
(Figure 23a). The DAISY radius also remained stable when measuring particles in 
media with different refractive indices and viscosities (Figure 23b). Moreover, by 
combining the DAISY radius with the optical field information from twilight off-axis 
holography, the refractive index difference to the surrounding media was accurately 
estimated for four different particle samples, where the refractive index estimate also 
followed the expected change in different surrounding media (Figure 23b).  

Since the optical scattering ratio is related to the optical form factor (Section 3.3.1), the 
DAISY radius depends on both particle size and the mass distribution within the 
measured particles. In turn, the hydrodynamic radius reflects the outer particle radius. 
Thus, the relative value of the two size estimates gives information about the internal 
mass distribution (Figure 23c-d). This property of DAISY was used to investigate both 
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aggregates of polystyrene particles and fetal bovine serum (FBS). The DAISY-
hydrodynamic radius values for both samples deviated from the one-to-one relation 
observed for spheres. Note that no properties of the particle so far need to be assumed, 
which shows that DAISY can differentiate different particle types in a generic manner. 
When compared with theoretical expressions for fractal aggregates, the polystyrene 
aggregates and FBS detections correspond to a fractal dimension of around 2.0 and 1.9, 
respectively, which is similar to literature values [73,77,78]. 

In conclusion, this work shows that DAISY can estimate both size and refractive index 
of individual particles without relying on the size-diffusivity relation, where the relation 
between the DAISY radius and hydrodynamic radius can also be used to estimate 
particle shape with no prior information required. The scattering-based size estimate 
works for particle sizes much smaller than the diffraction limit, overcoming the lower 
size limitations of Paper III. Combined, DAISY advances multiparametric optical 
particle characterisation in the nano-subwavelength regime. 

 

Figure 23 Dual-angle interferometric scatting microscopy (DAISY) particle characterisation and its use 
to differentiate between solid spheres and aggregates. (a) The DAISY radius and hydrodynamic radius 
for two polystyrene samples, one silica sample, and one mesoporous silica sample, where all particles 
follow a one-to-one relation with the hydrodynamic radius (dashed line). (b) The DAISY radius and 
polarizability as a function of the water-iodixanol concentration for 105 nm polystyrene particles 
without including information about the changed media in the parameter estimation. The DAISY radius 
remains the same for all different media whereas the polarizability decreases according to theory as the 
refractive index difference to the media decreases (dashed line). (c-d) DAISY radius as a function of 
hydrodynamic radius for (c) salt-induced aggregation of 35 nm radius polystyrene particles and (d) fetal 
bovine serum (FBS) after size-exclusion chromatography. The detections deviate from the one-to-one 
relation as for spheres (solid line), where the particle observations agree with fractal aggregates (blue 
dashed line). The green dashed lines correspond to a fractal dimension of 2.7, which is used separate 
true aggregate detection from that of spheres with a hydrodynamic radius larger than 200 nm. The insets 
are the single-particle fractal dimension for the observed particles. 
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7  
 

Conclusions and future outlook 
 

History is affected by discoveries we will make in the future.  
 – Sir Karl Popper* 

  

 

The goal of this thesis is to contribute to bridging the quantitative gap in particle 
characterisation of nano-submicron sized particles using optical scattering microscopy. 
To conclude the work in this thesis, Paper I presents a method that to the best of my 
knowledge is the first being capable of quantifying the hydrodynamic boundary 
condition of biological nanoparticles, including measurements that also clarify the 
diffusivity of surface tethered nanoparticles. Papers II-V expands the quantitative 
capabilities of optical characterisation for nano-submicron sized particles, with a 
particular focus on particle material, size, and internal mass distribution. This was done 
by extending the capabilities of off-axis holography regarding characterisation of 
suspended particles, where the optical field information can be directly related to 
particle properties (Section 3.3). For example, Papers II and IV show that nanobubbles, 
viruses and gold nanoparticles all can be distinguished based on their complex-valued 
optical field, where the optical signal accurately relates to both dielectric and gold mass 
even in the case of virus-gold nanoparticle complexes. Moreover, Papers III and V show 
that particle size and refractive index can be simultaneously quantified from optical 
microscopy images for both nanoparticles and subwavelength-sized particles, which 
enable investigations of particle size without relying on diffusivity-based particle 
sizing. The optical size estimates also enabled investigations into particle dynamics, as 
shown in Paper III, and estimations of the internal mass distribution of individual 
particles by combining the optical size estimate with the hydrodynamic radius, as shown 
in Paper V. Combined, these papers advance quantitative particle characterisation, in 
particular for heterogenous particle suspension. 

Although I hope that this thesis shows that the gap regarding quantitative particle 
characterisation is now narrower than before, there is still work left to be done. When 
looking forward, the main targets are to push the limits of multiparametric particle 
characterisation using optical field imaging, for example by lowering the detection limit 

 
* Sir Karl Popper (1902-1994) was a philosopher, academic and social commentator. Popper is 
particularly known for promoting empirical falsification instead of classical inductivism. 
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and to extend the investigations to systems of higher complexity. In particular, this 
involves further developing dual-angle interferometric scattering microscopy (DAISY) 
as a generic measurement platform for particles on a surface, particles interacting with 
cells, as well as exploring the use of twilight holography as a biosensor. 

7.1 Size dynamics of surface-bound particles 

Interferometric scattering (iSCAT) microscopy is most often used to estimate particle 
mass of surface-bound nanoparticles without any single-particle size information [23]. 
Since DAISY does not rely on particle motion to estimate particle size, it could be used 
to extend the available information about surface-bound nanoparticles to include size 
and mass dynamics.  

Since the measurement platform for DAISY already is developed, the focus is the 
experimental systems that could benefit from such a particle analysis. One such system 
is lipid nanoparticles and their interaction with cell membrane mimics. Lipid 
nanoparticles are used as delivery vehicles of molecules into cells, as used by Moderna 
and Pfizer in their COVID-19 vaccines [210,211]. Lipid nanoparticles often contain 
ionisable lipids to promote endosomal escape [212], where a charged supported lipid 
bilayer (SLB) formed on mesoporous silica has previously been used as a cell mimic to 
investigate the interaction between lipid nanoparticles and the endosome 
membrane [213]. In the supporting information to Ref. [213] they show that the same 
measurement platform can be used to investigate fusion between lipid nanoparticles and 
an SLB. Since the iSCAT signal is sensitive to the depth position of the particles, it 
should be possible to follow the depth position between the particle and the SLB during 
the fusion process. Combined with forward scattering in DAISY, a single measurement 
would contain information regarding size, mass, and position dynamics, which could 
be used to better understand lipid nanoparticle-SLB interaction during endosomal 
escape [212].  

Preliminary measurements using only iSCAT indicates that it is possible to detect lipid 
nanoparticles attached to an SLB, allowing the signal and particle position to be 
followed over time when changing the surrounding media. However, individual lipid 
nanoparticles with a radius of around 50-70 nm are currently not detectable using 
twilight holography, which future developments of DAISY will need to solve. The 
challenges will be combining accurate particle signal quantification with a frame rate 
approaching 1000 frames per second to capture the particle dynamics. This will likely 
require small field of views and state-of-the-art cameras. However, if realised, this 
would enable detailed characterisation of lipid nanoparticle dynamics beyond what is 
possible using existing techniques, where the platform could also be used for generic 
investigations into the interaction between biological nanoparticles and cell mimics 
such as SLBs. 
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7.2 Twilight holography as a biosensor for suspended particles 

Biosensors are used to detect the presence of specific particles/molecules in a solution. 
For modern biosensors there are three key challenges: assay sensitivity, response time, 
and selectivity [214]. In Paper IV, the binding between tannic acid modified gold 
nanoparticles (TaAuNPs) and herpes viruses resulted in that the optical signal became 
higher than the limit of detection, where the interaction occurred directly upon mixing 
the samples. Since it is also possible to differentiate between different particle 
complexes directly using their complex-valued optical field and size, surface 
functionalised metallic nanoparticles combined with optical field measurements could 
potentially work as a quick and sensitive biosensor with a low risk of false positives. 

Initial data from twilight off-axis holography indicate the possibility of detecting 
particles down to a concentration of around 100 fM (Figure 24). Biotinylated POPC 
vesicles with a radius of around 150 nm were here used as a particle mimic and 
PEGylated 25 nm diameter gold nanoparticles (AuNPs) functionalised with streptavidin 
were used as the particles binding to the vesicles. The lower concentration limit comes 
partly from the used microfluidics, where only a limited measurement volume passed 
through the imaging region during the video recording, and partly from the number of 
gold nanoparticle aggregates present in the sample before any the target particles have 
been added. The detection can therefore likely be improved further, although the current 
limit of 100 fM is already better than comparable particle detection methods using gold 
nanoparticle binding [215]. 

 

Figure 24 Preliminary twilight holography measurements of the lower concentration detection limit 
using biotinylated POPC vesicles with a radius of around 150 nm and 25 nm diameter gold nanoparticles 
(AuNPs) functionalised with PEG and streptavidin. Only particles within a limited interval of size, 
dielectric signal, and metallic signal are included in the analysis to minimise potential false positives. 
The concentration detection limit is estimated by taking the average detected concentration when no 
target particles are present and adding three standard deviations to that value. 
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7.3 Extending optical characterisation to intracellular structures 

One of the major remaining challenges of particle characterisation using optical 
scattering microscopy is multiparametric characterisation of nanoparticles on/inside 
cells. Since DAISY can be used to estimate particle size in unknown biological 
environments, it has the potential to be used for characterisation of intracellular 
structures/particles. However, characterising particles inside cells using optical 
scattering microscopy is different from characterising particles on a surface or in 
solution, as the interior of the cell is a crowded environment [216]. Combined with the 
limited spatial resolution of optical microscopy (Section 3.2), it is generally challenging 
to distinguish individual nanoparticles inside a cell using the optical scattering signal. 
Thus, an extension of DAISY for analysis of entities inside cells will require means to 
suppress the background signal while simultaneously improving the detection limit. 

The solution to this challenge most likely involves performing DAISY using confocal 
iSCAT and deep learning. Confocal microscopy is different from widefield microscopy, 
where the latter is the measurement configuration used in the appended papers to this 
thesis. Confocal microscopy is based around scanning a focused beam across the 
imaging region of interest where a pinhole filter is used to select the signal originating 
from a limited measurement volume [217]. This minimises the background signal in the 
resulting image. The difference in image quality between widefield and confocal iSCAT 
is presented in Ref. [218], where confocal iSCAT was used to investigate the interaction 
between a SARS-CoV-2 virion and a cell. Thus, Ref. [218] shows the possibility of 
investigating biological nanoparticles in the context of cells using confocal iSCAT, 
where confocal DAISY could aid in solving the remaining quantitative challenges. 

Once developed, one interesting question to address would be to follow cellular uptake 
of nanoparticles and the different particle dynamics thereafter. For example, since 
particle uptake changes the surrounding environment of the particle, optical scattering 
measurements should be able to resolve the uptake event and the subsequent size and 
mass dynamics. One such particle system of high interest is lipid nanoparticles [212]. 
In particular, the functional delivery of cargo into the cytosol of cells is only about 
2% [219]. Confocal DAISY has the potential to investigate the dynamics of lipid 
nanoparticles when inside the endosomes after the initial cellular uptake, which could 
aid in understanding the low delivery efficiency. If combined with simultaneous 
fluorescence imaging, such a measurement setup would truly extend the applicability 
of optical scattering-based particle characterisation into complex biological system. 
Achieving this in practice will be far from a trivial task as it will require state-of-the-art 
imaging and image analysis. But given the importance of the unanswered questions 
such a method could help answering, the roadmap outlined in this section and the ideas 
presented in this thesis will hopefully guide future development towards solving this 
grand challenge.  
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