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A B S T R A C T   

Future district heating systems should enable efficient and economic energy supply, which can be achieved by 
lowering the system temperatures and boosting it at demand-side. Current solutions include the ultra-low- 
temperature district heating (ULTDH) and fifth generation district heating and cooling (5GDHC) systems. The 
transition towards these systems is subject to multiple future uncertainties such as the energy price, investment 
cost, and demand changes, which were missing in previous works. To investigate the effects of these un-
certainties on conclusions brought by established design roadmaps for future DHCs, a five-step framework, which 
combines the energy system optimization with stochastic simulations, uncertainty analysis and sensitivity 
assessment, is developed in this study. The framework is applied on a hypothetical 0.25 km2 square district with 
varying uncertain parameters. Based on stochastic cases, the index named cost-saving probability (CSP) is uti-
lized to reflect the potential of being economic attractive when comparing the energy systems. For the transition 
towards the ULTDHC, 5GDHC, and individual systems, the most sensitive factors for the CSP are the area demand 
density, overlapping heating and cooling demand, and linear demand density, respectively. The investment in 
thermal energy storage (TES) becomes important only when the integration of a larger share of renewable energy 
is targeted. A roadmap summarizing the promoting and hindering factors for the system transition is provided, 
pointing out the future focus area for DHC design. The results from the sensitivity analysis also revealed the 
limited role of TES in integrating variable renewable energy in high-efficiency DHC systems.   

1. Introduction 

1.1. Background 

Heating and cooling for buildings represent over 20% of the final 
energy use within the European Union, with only 23% of this energy 
based on renewable energy sources [1]. To achieve the greenhouse gas 
emission target and to reduce the reliance on fossil fuels, a set of pro-
posals and strategies were recommended by the European Commission 
[2]. Although there is no universal answer to the sustainable challenges, 
the low-temperature district heating, or sometimes referred to as the 
fourth-generation district heating (4GDH), has been recommended as a 
robust solution [3]. 

Driven by the energy efficient building stock and the integration of 
the energy sectors, the 4GDH enables lower grid losses, the integration 
potential of waste heat and renewable sources, and higher energy supply 
efficiency, compared to the current DH system with 80 ◦C [4]. A recent 

guidebook has summarized the economic benefits, practical imple-
mentations, obstacles, and challenges of 4GDH, based on over 100 ini-
tiatives and cases [5]. With several early adopters, the 4GDH is proved 
as a technology-ready option, while the hurdles to start the transition are 
old habits and missing link between stakeholders [5]. 

To further utilize the waste heat that has temperatures close to the 
ambient, the fifth-generation district heating and cooling (5GDHC), or 
sometimes referred to as Bi-directional Network [6,7] or Cold District 
Heating Network [8], has been studied in recent years [9]. The key 
definition of such system is that the distribution network is operated at 
very low temperature close to the ambient (around 10 ◦C to 30 ◦C), 
serving as both heat source and sink for the heating and cooling demand. 
The required temperatures at demand-side are controlled via end-use 
water-source heat pumps (HPs) and chillers. Thereby, the system is 
capable of supplying the heating and cooling demand at the same time, 
with minimal transmission thermal losses from the network [10]. As the 
cooling demand in European buildings is believed to grow rapidly in the 
future due to global warming and building renovation projects [11], 
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such recovery of waste heat from cooling process in the 5GDHC system is 
promising. Accordingly, there is a growing number of research works on 
the 5GDHC, as reported in the statistical survey of 40 operating systems 
[9] and a recent review paper [12]. Previous studies have examined the 
exergy efficiency [13], environmental impact [14], economic feasibility 
[6], and field operation management [15] of the 5GDHC. 

Despite the growing interest on the 5GDHC system, the reported field 
implementations present large variability, due to the different applied 
scenarios [9,12,16]. In fact, the optimal choice on the technology 
transition is influenced by factors from various aspects such as the de-
mand profiles, equipment efficiencies, economic parameters, business 
models, and social-political issues. As indicated in a previous work [17], 
the future challenges and changes from the supply side and demand side 
are also playing crucial roles on the system. The recent studies on the 
5GDHC system that have compared the system performance under 
different scenarios are summarized in Table 1. It is seen that most of the 
research works were placed within limited situations, leaving the gen-
eral applicability of the 5GDHC system still unknown. For example, 
studies on the optimal design of the system [6,18] were based on cases 
that already have balanced heating and cooling demand, which are 
favorable scenarios for the 5GDHC system. Indeed, Wirtz et al. [7] have 
identified the key performance indicator (KPI) of demand overlap co-
efficient (DOC) to judge the feasibility of 5GDHC according to demand 

profiles. In terms of energy prices, a higher electricity price would make 
the 5GDHC system more economically attractive since the larger oper-
ational cost is saved by the high-efficiency equipment, as proved in a 
previous study by the authors [17]. However, as a relatively new tech-
nology, the uncertainties associated with investment costs for the 
5GDHC system in the future are not considered in previous works. Since 
that a large part of the overall system cost is from the initial investment 
[8], the results under uncertainties remains unclear. Moreover, the in-
fluence of system efficiency was investigated in previous works with 
several typical temperature levels representing the different heating and 
cooling sources [13,19]. However, the efficiency changes in the local 
booster HPs and chillers were not considered. In summary, the transition 
towards 5GDHC system is subject to multiple uncertainties, and a 
comprehensive analysis of these factors is still lacking. The quantitative 
study on the significances of uncertainties is needed to guide the future 
applications of this new technology. 

Unlike the 5GDHC system, there are better understandings about the 
uncertainties and sensitivities for the ultra-low temperature district 
heating (ULTDH) system [24–27]. This system has enough supply water 
temperature of around 40 ◦C for space heating demand directly, but 
relies on booster HPs in the demand side to raise the water temperature 
to the required hygienic level [28]. The cooling sector is the same as the 
traditional DC system, which is separate from the heating sector. 
Thereby, this system is also regarded as an intermediate step between 
4GDH and 5GDH [19]. The influences of different investment costs, 
interest rates [24], equipment efficiencies [25], and demand profiles 
[27] on the ULTDH system were investigated. Despite the interests on 
the ULTDH system alone, a major research gap is that the optimal choice 
between ULTDH and 5GDHC systems is seldom known, as is further 
elaborated in the subsequent paragraph. 

To identify the economic and technical feasibility, the 5GDHC sys-
tem is commonly compared with several reference system options rep-
resenting the state-of-art technologies in previous papers, as 
summarized in Table 1. However, individual systems and traditional 
gas-fired DH systems were mostly used for comparison, which could not 
reflect the on-going trend towards 4GDH. Indeed, as pointed out in a 
recent perspective paper [10], the 5GDHC can be regarded as a parallel 
technology coexist with other 4GDH technologies, but not a sequential 
evolution. Yet, there is no given answer on the optimal choice between 
4GDH and 5GDHC, and the applicability of two systems shall be further 
investigated. The overall cost of the 5GDHC system is compared with 
4GDH and ULTDHC system in previous papers [17,19], but the deter-
ministic scenarios and changes, as indicated earlier, cannot reflect the 
uncertainties in the future. According to Refs [19,29], such comparison 
is challenging since the system cost is sensitive to price changes. 

From another perspective, the comparisons of DHC systems were 
mostly placed under the economic objective of minimal cost, while 
limited works [21,23] have considered the self-sufficiency as objective. 
With growing requirement on achieving the carbon emission target [2], 
the minimal system cost cannot be regarded as the sole objective for 
designing the DHC system. Environmental targets such as limited carbon 
emissions from the system and certain renewable energy utilizations 
shall also be considered. Despite the possibility of having a higher 
overall system cost from current perspective, such target could be 
motivated with future carbon taxes or future cost for climate change 
mitigation actions from society’s perspective. With multiple objectives, 
the comparisons between 4GDH and 5GDHC require further notice. 

It is important to consider the possibilities of all parameters to ac-
quire more robust and reliable evidence for the system application. This 
calls the uncertainty analysis, which describes the probability distribu-
tions of desired system performance with uncertain parameters [30]. 
Moreover, with the sensitivity analysis method, the specific influences 
from different uncertain factors and their importance can be quantified 
and ranked [31]. Such analysis methods have been widely applied in 
distributed energy systems to find the optimal design [32–34], which 
provide strong knowledge background for this research work. In the 

Nomenclature 

4GDHC Fourth generation district heating and cooling 
5GDHC Fifth generation district heating and cooling 
CAPEX Capital expenditure 
COP Coefficient of performance 
DHC District heating and cooling 
DHW Domestic hot water 
HP Heat pump 
LCOE Levelized cost of energy 
MC Monte Carlo 
OBJ Objective 
O&M Operation and maintenance 
OPEX Operational expenditure 
PR Plot ratio 
PV Photovoltaic 
TES Thermal energy storage 
ULTDHC Ultra-low temperature district heating and cooling  

Table 1 
An overview of the recent studies on the 5GDHC system with focus on the system 
comparison and scenarios that influence the performance.  

Reference system for 
comparison 

Scenarios Ref 

Demand Price Efficiency Objective  

Gas-fired DH, individual 
HP and chiller   

✓ Economy [13] 

Individual HP and 
chiller 

✓   Economy [20] 

Individual HP and 
chiller    

Economy [6] 

5GDHC alone    Self- 
sufficiency 

[21] 

Gas-fired DH   ✓ Economy [22] 
5GDHC alone ✓   Self- 

sufficiency 
[23] 

4GDHC, geothermal 
grid    

Economy [14] 

4GDHC, ULTDHC ✓  ✓ Economy [19] 
4GDHC, ULTDHC ✓ ✓  Economy [17]  

Y. Zhang et al.                                                                                                                                                                                                                                   
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DHC research area, the analysis methods were mostly applied in 
centralized DH systems, like the solar DH systems [35] and 4GDH sys-
tems [36]. These methods have not been applied in the 5GDHC system 
yet, leaving the performance uncertainties and the sensitivities of pa-
rameters unknown. 

1.2. Contributions and paper organization 

To close the gaps, the previous works on ULTDH and 5GDHC systems 
are based on deterministic scenarios, while the uncertainties of the two 
new technologies and the sensitivities of relevant parameters remain 
unclear. This paper aims to answers these questions by the following 
contributions:  

• The development of a complete methodological framework with 
uncertainty analysis and sensitivity analysis, applied on the dynamic 
models of the ULTDH and 5GDHC systems. With the stochastic 
method, the model is capable of finding the optimal energy system 
performance fulfilling the design objective under wide ranges of 
uncertainties.  

• The consideration of parameters from various aspects that cover the 
major uncertainties in DHC system applications, including the de-
mand profile, energy price, investment cost, equipment efficiency, 
renewable energy production, and design objective. 

• The comparison of 4GDHC, ULTDHC, 5GDHC, and individual sys-
tems in terms of economic and environmental performance. The 
attractiveness of energy system options is quantified and the most 
significant factors for the system design were revealed.  

• The investigation of several energy system objectives for future 
sustainable development. The different system choices and the sen-
sitive factors under these objectives were evaluated. 

More specifically, with the aforementioned contributions, the main 
novelty of this paper is the answer to the question: which factors lead to 
the applications of ULTDH and 5GDHC systems, respectively? 

This paper is organized as follows: Section 2 introduces the 

investigated systems and the numerical models. Section 3 describes the 
studied uncertain parameters for energy system applications. Section 4 
explains the analysis methods for uncertainties, sensitivities, and the 
KPIs. The results and discussions are presented in Section 5 and 6, 
respectively. 

2. Methodology 

The whole methodology framework of this study consists of five 
major steps, as presented in Fig. 1. Step 1 includes the dynamic thermal 
models for the DHC systems and the linear optimization problem to find 
the optimal system design and operation. Step 2 defines four objectives 
(OBJs) for designing the DHC systems, based on considerations from 
economic, environmental, and societal aspects. As a major contribution 
of this paper, the uncertainty characteristics of the input parameters for 
the DHC systems are identified in Step 3. Stochastic combinations of 
uncertain parameters were input into the optimization model defined in 
Step 1. Based on these steps, Monte Carlo (MC) simulations are con-
ducted in Step 4 to find the general distributions of DHC performance, as 
well as the sensitivities of uncertain input parameters. In Step 5, the DHC 
systems are compared on a variety of stochastic cases. The most signif-
icant factors for the system transitions are identified, with the indicator 
called cost-saving probability. 

2.1. System description 

To evaluate the future transitions of heating and cooling systems, 
four typical system configurations were modelled and compared in this 
study. The general design principles are introduced in this section, while 
the design details such as equipment efficiencies and costs are explained 
in Section 3 as uncertain parameters.  

• 4GDHC: Representation of the low-temperature network [5]. The 
heating is supplied by the central HP with temperatures of 65/35 ◦C 
for the supply and return lines, respectively. Radiators are commonly 
used to release heat to indoor environment. The cooling demand is 

Fig. 1. General methodology framework for uncertainty and sensitivity analysis for the DHC systems.  
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prepared by the city central DC system with cold water temperature 
of 12 ◦C, according to the field investigations [37].  

• ULTDHC: Combination of ULTDH and DC system. The supply water 
temperature from the central HP is reduced to around 30 ◦C to 45 ◦C, 
which can fulfill the space heating demand in buildings directly, e.g. 
without conversions in local substations [38]. In order to achieve so, 
traditional radiators inside buildings shall be upgraded with larger 
area or replaced with floor heating pipes. To raise the water tem-
perature for domestic hot water (DHW) demand, water-source 
booster HPs are installed in the substations [28]. During low DHW 
demand period, the water-source circulation HP is activated to cover 
the circulation heat losses while maintaining required return tem-
perature by the evaporator. The cooling is supplied by the central DC 
system, which is the same as that in the 4GDHC system.  

• 5GDHC: Bi-directional looped network with heating and cooling 
exchange between buildings using warm and cold pipes. The warm 
pipe temperature is maintained at around 30 ◦C to 40 ◦C while the 
cold pipe temperature is around 20 ◦C to 30 ◦C. Besides the booster 
HPs, water-source chillers are also installed in the demand-side to 
prepare the cold water for cooling demand. The heated water from 
the condenser is in-turn discharged into the warm pipe, which can be 
used for the heating demand. External sources, including the central 
HP and compression chiller, are operated to maintain the network at 

Fig. 2. Typical structures of substations in the 4GDHC, ULTDHC, and 5GDHC systems.  

Fig. 3. Illustration of the demand cases based on stochastic combinations of 
buildings. N represents the number of uncertain parameters. 

Y. Zhang et al.                                                                                                                                                                                                                                   
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desired temperatures when the heating and cooling demand cannot 
be internally balanced.  

• Individual: De-centralized building-level solution. Air-source HPs 
with two levels of supply water temperatures are responsible for the 
space-heating demand and DHW demand separately. The cooling is 
supplied by air-source chillers. Compared to central solutions, the 
individual equipment has a wider range of energy efficiencies and 
investments, which are considered as uncertain parameters in Sec-
tion 3. 

The typical structures of substations and design temperatures in the 
4GDHC, ULTDHC and 5GDHC systems, are presented in Fig. 2. For the 
individual systems, the air-source HPs and chillers are directly con-
nected to the indoor part and the structure is neglected in Fig. 2. 

This study investigates the uncertain demands and cases by using 
stochastic combinations of different buildings within a hypothetical 
district. Illustration of the methodology is shown in Fig. 3, while detailed 
parameters about buildings and equipment are explained in Section 3. 
Residential, commercial, and office buildings are stochastically com-
bined to formulate several identical demand cases. Based on the demand 
profiles, the entire heating and cooling system including sources, net-
works, thermal energy storage (TES) units, and auxiliary equipment are 
correspondingly designed. The sizing of components and the operation 
schemes are optimized considering different objectives on life-cycle cost 
and integration of local renewable electricity, as further explained in 
Section 2.2. Unlike previous works that deal with pre-defined equip-
ment, this study considers a range of uncertain parameters about 
equipment efficiencies, costs, and electricity prices. The Monte-Carlo 
simulations from Section 4.1 are conducted to generate thousands of 
stochastic cases based on combinations of these uncertain parameters. 
For each case, an optimization problem is solved to find the component 
sizes and operation schedules that fulfill different objectives. Mean-
while, four typical system configurations as illustrated in Fig. 2 are also 
compared to identify the competitiveness of different solutions under 
uncertainties. Finally, the aggregated results from stochastic cases are 
analyzed to reveal the sensitivities of uncertain parameters. 

In total, 130 demand cases were considered in this study and more 
detailed information about these cases is provided in Section 3.1. The 
models for the DHC systems are based on the linearized system devel-
oped in previous studies by the authors [17,39].The hypothetical district 
is set in the Gothenburg region, Sweden. 

To simplify the analysis process, only one hypothetical central heat 
source and one cooling source is considered, which is an electric-driven 
HP and a compression chiller. The complex realistic operating condi-
tions are modelled by alternating coefficients of performance (COPs) of 
the equipment within a wide probabilistic range, as provided in Section 
3.2. In order to reduce the simulation and optimization burdens, the 
practical connections between the substations and end-use buildings are 
represented by simple energy exchange without resistance or time delay. 
Thermal losses and energy consumptions from additional equipment 
such as booster HPs are calculated according to the system configura-
tions and parameters from Section 3.2. 

The complex DHC networks are represented by two thermal storage 

capacities for the supply and return lines, respectively. The hydraulic 
conditions such as the pressure distributions over the network are not 
considered in this study to linearize the whole system model and 
simplify the follow-up optimization process. The temperature evolution 
Tnetwork for each pipe is written in Eq. (1). 

Cnetwork
(
Tnetwork,τ+1 − Tnetwork,τ

)
= (Pinflow − Poutflow) • Δt (1)  

where τ is the time step. Cnetwork is the heat capacity of the water inside 
specific pipe. Pinflow and Poutflow are inflow and outflow powers, which 
include the heat losses and the heat exchanged on the demand-side. For 
transmission heat losses along the pipe length, a heat loss rate of 0.1 W/ 
(m⋅K) is used. 

Based on investigations of several district heating systems in Sweden, 
an empirical equation to describe the length of the network Lpipe within a 
specific area is established [40], written as: 

AL

Lpipe
= 61.8 • PR− 0.15 (2)  

where AL is the total land area (m2). PR is the plot ratio, defined as a 
fraction between the building floor area and occupied land area, to ex-
press the building density within a city area. High plot ratio implies large 
floor area and, thereby, long distribution networks of DHC systems. 

Similar to modelling procedures in the previous works of the authors 
[17,39], the demand for space heating and cooling is calculated by a 
two-node capacities model with five resistances [41]. Domestic hot 
water draw-off profiles are generated by a stochastic modelling tool 
called DHWcalc [42]. The material properties and air exchanges rates 
are also uncertain parameters for the buildings, as explained in Section 
3.1. 

This study also considered five types of water tanks as common TES 
units in DHC systems, including local building-level water tank for 
heating and cooling, central water tank for heating and cooling, and 
water pit for seasonal TES. As shown in Fig. 2, the building-level tanks 
are installed inside the substations and are mostly used for peak power 
reduction. The central water tanks have lower investment per volume 
and are more used to interact with the supply side sources like the 
variable electricity prices and renewable energy [43]. In the 5GDHC 
system, there is only one central tank that operates between the warm 
and cold pipes. The potential benefit of internally balanced heating and 
cooling demands is, thereby, enabled. For the individual systems, the 
central water tanks are not considered. The general models for the water 
tanks are given in Appendix A.1. Similar to other equipment in DHC 
systems, the sizes of TES units and their hourly operation schemes are 
optimized for different objectives. The optimization is conducted for 
every stochastic case and the resulting applications of TES are summa-
rized in Section 5.4. 

Due to the large seasonal difference between the heating demand in 
winter and the PV power supply in summer, the seasonal TES is 
considered as an option to further increase the renewable energy inte-
gration and to achieve the decarbonization of the DHC system. The pit 
TES is chosen in this study considering its reliability and ability to supply 
the heating demand directly. The available PV power in summer is used 
to drive the HPs to charge the pit TES. In winter, the hot water from the 
pit TES is discharged to cover the heating demand. 

2.2. Multi-objective optimization 

Four objectives for designing the DHC systems are formulated, rep-
resenting different considerations from economic and environmental 
aspects. An overview of the objectives is presented in Table 2. The 
objective A reflects the viewpoint to build a functional energy system at 
least cost, which is also the most considered objective in previous 
research works. In this regard, the PV and seasonal TES are not 
considered for objective A due to the uncertainties associated with in-
vestment and control. To achieve the target, the main objective function 

Table 2 
Descriptions of four objectives investigated in this study for designing the DHC 
system.  

Objective Description Measure 

A Minimal overall system cost Heating and cooling 
systems 

B Use of local PV at the most economical 
way 

Optimized PV capacity 

C Import electricity limit: 0.1 kWhe/1 
kWhdemand 

Optimized PV + seasonal 
TES 

D Import electricity limit: 0.05 kWhe/1 
kWhdemand 

Optimized PV + seasonal 
TES  
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for the optimization of the DHC systems is written in Eq. (3). 

min cost = CAPEX+OPEX (3)  

where CAPEX is the annualized capital expenditure for the whole system 
including the central and local sources, network, substation, and TES 
units. The costs associated with buildings and indoor heating/cooling 
terminals are not considered because they belong to the construction 
and housing aspect. An interest rate of 5% is used to calculate annual-
ized investment. 

The operational expenditure (OPEX) refers to the electricity bills 
since the heating and cooling sources are all electricity driven. The 
variable electricity price is also an uncertain parameter and generated 
by modelling the whole Swedish electricity network under different 
scenarios, provided in Section 3.3. 

The decision variables for the problem are the operation actions and 
design capacities. The former includes the charging and discharging 
operations of the TES units to utilize the variable electricity prices, 
reduce peak power cost, and increase the use of renewable energy 
sources. The latter refers to the capacities for the DHC sources and the 
TES units. The minimal time step is set as one hour in accordance with 
the demand profile. The whole model is a mixed-integer linear problem, 
developed and performed in MATLAB. 

The growing trend on utilizing renewable energy to decarbonize the 
whole district is reflected in objectives B to D. The rooftop PV panel is 
investigated considering its technological readiness, modelled with the 
Photovoltaic Geographical Information System-interactive tool [44]. 
For objective B, the local PV panels are installed and used in the most 
economical way, representing the common perspective for business 

investment. Therefore, the decision of PV capacity is included in the 
optimization problem. As with other equipment, the investment cost for 
PV is also an uncertain parameter. It shall be noted that there are other 
sources of renewable energy like bioenergy or geothermal energy that 
can be used in 5GDHC. However, the availability of these resources is 
largely limited by geographical conditions and they are not considered 
in this study. 

To reflect stricter targets towards the integration of renewable en-
ergy, the objectives C and D, which have specific limits on the imported 
electricity from the grid, are also considered. As shown in Table 2, the 
objective C is an intermediate step in terms of electricity usage while the 
objective D limits the imported electricity to only 5% of the total heating 
and cooling demand. Such limit also expresses the self-sufficiency of a 
district by renewable energy, as there are growing interest on energy 
autonomy and positive energy district [45]. Meanwhile, for an electri-
fied DHC system, the operational carbon emission comes from the grid 
electricity. Thereby, the objectives C and D also reflect the targets for 
carbon emission reduction. To further reduce the imported electricity 
and to achieve these two objectives, the seasonal pit TES is applied. Due 
to a relatively large investment associated with the pit TES, its size is 
strictly optimized considering the least cost objective function and the 
electricity limit. 

3. Uncertainty characterization 

The uncertainties in space heating and cooling demands, equipment 
efficiencies, equipment costs, and energy prices are the four major types 
of uncertain parameters investigated in this study. A general overview of 
the distributions of these uncertain parameters is provided in Table 3. 

3.1. Demand cases 

Three types of buildings, including residential, office, and commer-
cial, are investigated in this study. Thermal properties of materials and 
components in the building envelopes, as well as ventilation rates are 
uniformly distributed within the ranges that are representative for the 
buildings in Sweden, as presented in Appendix A.2. The weather con-
ditions for year 2036, which has an annual average temperature closest 
to the 10-years average level in 2030 s, is chosen as the representative of 
the future weather. The forecast weather profiles are derived from the 
regional climate model RCA3, created by the Rossby Centre of the 
Swedish Meteorological and Hydrological Institute (SMHI). 

The resulting heating and cooling demands for the case buildings are 
presented in Table 4. It can be seen that the buildings present wide 
ranges of energy performance, from high to low energy demands. Be-
sides the four building types, the hypothetic process cooling demands for 
commercial users such as data centers and supermarket refrigerators are 
also considered within the district. The design cooling power ranges are 
assumed between 0 kW and 300 kW, and randomly sampled in the 
simulations. In most cases, as required by the specific users, the com-
mercial and industrial processes have relatively stable schedule over 
time that is less influenced by outdoor temperature changes. Corre-
spondingly, the resulting hourly cooling demand is also assumed stable 
throughout the whole year. 

The studied hypothetic district is a square land with side length of 
500 m. The planned building area density is decided by the plot ratio 
(PR), as is explained in Section 2.1. In total, five plot ratios, from 0.1 to 
0.5 and step-increased by 0.1, are considered. According to the Swedish 
city planning, the selected PRs cover the rural sparse area (PR < 0.3) and 
dense inner city area (PR ≥ 0.5) [40]. The total building floor area 
within the district is decided and the cases buildings are stochastically 
combined to form more than 1,000 stochastic district-level demand 
cases. The combinations that have similar demand densities or cooling 
demand shares are omitted for further investigations, to reduce the 
calculation burden. Finally, 130 identical demand cases are selected, 
covering a wide range of demand densities, as shown in Fig. 4. 

Table 3 
General distributions of uncertain parameters.  

Category Distribution 

Demand Discrete, 130 cases 
Equipment efficiency Uniform, 8 parameters 
Equipment cost Uniform, 13 parameters 
Electricity price Discrete, 45 cases  

Table 4 
The case buildings and the ranges of heating and cooling demand.  

Buildings Area 
(m2) 

Demand ranges (kWh/m2) 

SH DHW SC 

Multi-family house 2,000 32 ~ 158 15 0 
Single-family house 200 80 ~ 150 18 0 
Office 3,000 48 ~ 79 3 10 ~ 18 
Commercial 5,000 46 ~ 73 2 15 ~ 31  

Fig. 4. Linear demand density and cooling demand share of the selected de-
mand cases. 
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3.2. Equipment efficiency and cost 

To depict the characteristics of future changes, the probabilistic 
density function which explains the range of values and the probability 
of occurrence is commonly adopted [32–34]. According to Laplace’s 
original Principle of Insufficient reason, if there is no explicit reason to 
value one probability distribution over another, a uniform distribution 
shall be used [46]. Therefore, in this study, the uniform distribution is 
applied for the equipment efficiency and costs. A set of energy price 
profiles are created (see Table 7), following a discrete uniform distri-
bution. The input price in the model is randomly sampled from the 
profiles. 

In order to achieve the power-and-heat synergy, the heating and 
cooling sources investigated in this study are all electricity-driven. The 
variety of equipment efficiencies is expressed by the differences in the 
coefficients of performance (COPs), which are modeled with the 

condensing temperature, evaporating temperature, and thermodynamic 
efficiency for the compressor ηc[47]. The temperatures are designed in 
accordance with the DHC systems, while the thermodynamic efficiency 
varies within a wide range based on data from technical reports [48] and 
experimental studies [49,50]. The resulting uncertain ranges of COPs for 
the heating and cooling sources are presented in Table 5. 

For the central heating and cooling technologies, the supply water 
temperatures in different systems have generated different COPs. In the 
5GDHC system, the central cooling is only used for maintaining the cold 
pipe temperature of around 20 ◦C to 30 ◦C, while the cold water in the 
demand-side is processed by end-user chillers (see Fig. 2). Therefore, the 
COP of central cooling is largely influenced by the availability of natural 
cooling sources, as expressed by the wide ranges of values in Table 5. If a 
natural cooling source is available, then only the pumping power is 
needed. Meanwhile, as a relatively new technology, the low- 
temperature HPs in the 5GDHC systems require better compressors 
and heat exchangers, making them more expensive than the HPs in 
4GDH systems. As for individual HPs and chillers, due to the relatively 
small-scale of application for advanced equipment and control schemes, 
the COPs are generally smaller than that of the large central 
technologies. 

In this work, the ranges of investment are derived from the forecast 
equipment prices in the future [48,51,52] considering market develop-
ment and technical progress, as shown in Table 5 and Table 6. The un-
certain changes in interest rates and lifespans are not considered. The 
annual operation and maintenance (O&M) cost is expressed as a fixed 
share of the initial investment. The annualized investment is calculated 
as input for the optimization problem in Eq. (3). Moreover, unlike the 
other equipment, the investment in network pipes is a defined value 
because a large part of it comes from construction and labor, which have 
relatively stable cost. The cost function of a pipe with diameter Di is 
written in Eq. (4), approximated from manufacturers [53]. 

Ipipe,i = 130+ 1870*Di(€/m) (4)  

3.3. Renewable energy integration and electricity prices 

It is commonly acknowledged that the future electrical network is 
associated with various changes and uncertainties [54]. As a result, the 
electricity market and price profiles are influenced. In this study, the 
ELIN-EPOD modelling package is used to generate variable price profiles 
[55]. The model has 50 price areas to represent the European trans-
mission bottlenecks and can analyze the dynamic hourly energy flows. 
The price region of Sweden, which has hydropower and nuclear power 
for base load, is investigated in this work. More details about the ap-
plications of this modelling package for analyzing the future prices can 
be found in [17,56]. 

In this work, the most significant factors for the electricity prices, as 

Table 5 
Uncertain characteristics of COPs and investment costs for heating and cooling 
sources [48–52].  

Technology Description COP Investment 
(€/kW) 

O&M 

Min Max Min Max  

Central HP In 4GDHC system, 65 ◦C 
forward temperature  

3.1  5.2 300 600 2% 

Central HP In ULTDHC and 5GDHC 
systems  

6.5  10.4 600 1,000 2% 

Booster HP In substations of 
ULTDHC and 5GDHC 
systems  

4.9  6.8 600 1,600 3% 

Central 
Chiller 

Compression, in 4GDHC 
and ULTDHC systems  

3.1  5.4 300 600 2% 

Central 
Cooling 

Back-up cooling source 
in 5GDHC system  

3.5  15.3 100 600 2% 

Local chiller In substations of 
5GDHC system  

4.9  7.4 600 1,600 3% 

Air-source 
HP 

In individual building- 
level system  

2.5  4.7 600 1,200 4% 

Air-source 
chiller 

In individual building- 
level system  

3.1  5.1 800 1,400 4%  

Table 6 
Uncertain characteristics of investment costs for heat exchanger, TES units, and 
PV panels [48–52].  

Technology Description Unit Min Max O&M 

Heat 
exchanger 

In substations, including the 
auxiliary equipment 

€/kW 50 150 1% 

TES Large central water tank 
(>100 m3) 

€/m3 600 1,400 1%  

Demand-side building water 
tank (<1m3) 

€/m3 2,000 4,000 1%  

Seasonal pit TES (>1,000 
m3) 

€/m3 10 50 2% 

Rooftop PV Residential and small district 
use 

€/kW 600 1,400 2%  

Table 7 
The investigated future changes and uncertainties in the electrical system.  

Name Descriptions 

Wind power Production: 10% to 50% share in the annual national electricity 
demand 
Profile: past 10-years historical profiles. Full-load hours vary 
between 3,095 to 2,342 

Nuclear 
power 

Capacity: currently 8.5 GW to 0 GW 

Fossil fuel Price increase: 0% to 200%, compared to 2020 level 
Feed-in price Uniform distribution between 20 €/MWh to 120 €/MWh  

Fig. 5. Annual average values and daily relative variations of the 45 
price profiles. 
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presented in Table 7, are considered. The growing power generation of 
renewable energy is reflected as the increasing wind power productions, 
while the variable nature of wind power is expressed in the different 
profiles representing strong and weak production periods. With 
continuous discussions on the nuclear safety, nuclear power capacities 
from current level to completely phased-out condition are also included. 
Moreover, the possible increase in fossil fuel price is also considered, in 
response to the energy security, political issues, and growing carbon 
taxes. The fossil fuels are only used for peak power supply during short 
periods when other sources cannot fulfill the demand. 

Similar to the method applied for demand cases, the uncertainties in 
the power technologies were stochastically combined as input parame-
ters in the ELIN-EPOD model. Then, a set of price profiles were gener-
ated. To limit the calculation effort, 45 bought-in price profiles from the 
grid with unique characteristics were selected for further study, as 
shown in Fig. 5. The electricity price consists of the fixed part from 
mainly network fees and variable part from modelling results. The index 
of price variation expresses the annual proportion of all price differences 
to the daily average price, which is an important indicator for price 
fluctuations. 

For the renewable electricity generated from the PV panels, the feed- 
in price to the network is a fixed value throughout the year. The un-
certain range of this price is set between 20 €/MWh to 120 €/MWh. For 
every bought-in price profile, different feed-in prices were stochastically 
combined for uncertainty and sensitivity analysis. 

4. Uncertainty analysis 

Based on the uncertain input parameters and system optimization 
model, huge number of cases are created with MC simulations for un-
certainty analysis. The methods for MC simulations, and the following 
sensitivity analysis and system comparisons are explained in this 
section. 

4.1. Monte Carlo simulations and sensitivity analysis 

As presented in Fig. 3, for every demand case with a certain energy 
system option, 1000*N iterations (energy system optimizations) are 
conducted. N represents the number of uncertain input parameters, as 
explained in Table 3. In total, there are around 10,000 iterations for 
every demand case. The MILP problem is solved in every iteration. This 
arrangement is a good trade-off between calculation effort and accuracy 
for uncertainty and sensitivity analysis [57]. The analysis was conducted 
repetitively for the four energy system options and four design objec-
tives in this study. 

In every MC simulation, the input parameters are sampled according 

to the probabilistic density functions explained in Section 3. They are 
considered as independent parameters for the analysis. To express the 
practical meaning of sensitivity, the indicator of contribution to total 
system cost is applied, as written in Eq. (5). 

σ(Xn) =
TAC(Xn) − TAC(X0)

TAC(X0)
(5)  

where Xn and X0 are the uncertain parameter X at investigated value and 
reference value, respectively. Thereby, Eq. (5) directly expresses the 
relatively changes of total annualized cost (TAC) induced by the un-
certain parameter X. The results from different uncertain parameters are 
comparable for sensitivity analysis. 

4.2. Cost-saving probability for system comparison 

In real projects, the question of “which system costs less” is always 
asked by decision-makers and relative stakeholders. Unlike previous 
papers [9,12,16] that dealt with deterministic scenarios, this study aims 
to stochastically compare the economic performance of future DHC 
systems by means of MC simulations and uncertainty analysis. The index 
named cost-saving probability (CSP) is applied to describe the com-
parison result, as written in Eq. (6). 

CSPA,B =

∑
(TACA(z) ≤ TACB(z))

nA • nB
(6)  

where A and B are the two sets of data being compared, referring to the 
two systems in this study. z represents any case within the two sets. nA 
and nB are the total numbers of cases for sets A and B, respectively, 
which are explained in Section 4.1 With thousands of MC simulation 
runs, Eq. (6) expresses the probability of A having less TAC than B. A 
similar concept for comparing datasets is known as the stochastic 
ordering, which is further explained in [58]. The CSP between systems is 
calculated for all scenarios and objectives. 

4.3. Key performance indicator 

Key performance indicators (KPIs) are presented to find the most 
influential factors. The sensitivities of KPIs for the ULTDHC and 5GDHC 
systems are also included, to improve the understanding of DHC system 
transitions. Linear demand density, as written in Eq. (7), explains the 
heating and cooling demand on unit length of trench pipe. It is used to 
distinguish the feasibilities of centralized and de-centralized systems 
[27]. 

ql =
Qheat + Qcool

L
(7) 

Demand overlap coefficient (DOC) expresses the overlapping heating 
and cooling demand during a certain period t [7], as written in Eq. (8). 
This index has been used to identify the economic attractiveness of 
5GDHC system [7,17]. 

DOC =
2 •

∑
tmin

{
PH,t,PC,t

}

∑
t(PH,t + PC,t)

(8) 

To describe the uncertainties in equipment efficiency and equipment 
investment, an aggregated index named Eff/INV is defined, as written in 
Eq. (9). This index expresses the heating and cooling source perfor-
mance on unit investment cost and is applied for evaluating the influ-
ence of equipment uncertainties on energy system performance. 

Eff/INV =
COP

Investment
(9)  

5. Results 

The optimal design of heating and cooling systems and the 

Fig. 6. Levelized cost of energy (LCOE) and imported electricity for the 
investigated systems under four objectives. For each system, the dots from right 
to left represent objectives A to D, respectively, as the reduction of imported 
electricity. 
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probability distributions of economic performance are presented in 
Section 5.1. The contributions of uncertain parameters to the system 
performance are shown in Section 5.2. The comparisons of energy 
systems and the sensitivities on the comparison results are discussed in 
Section 5.3. Section 5.4 focuses on the applications of TES units under 

uncertainties. 

5.1. Uncertainty analysis 

For the four energy systems, the average LCOE and imported elec-
tricity of all possible cases under each objective are summarized in 
Fig. 6. Due to the high costs of large-scale centralized short-term and 
seasonal TES units, the ability of individual systems to incorporate the 
local PV electricity is limited. Therefore, the lowest-possible imported 
electricity index is only 0.21 in the individual systems. The other three 
DHC systems could achieve the designed target as specified in Table 2. 
From objective A to objective B, with the installation of PV panels at the 
least cost way, the overall system LCOE is reduced by around 2%. This 
result is in line with the current perspective on local PV panel [59], that 
it is economically feasible if planned properly. The imported electricity 
index describes how much electricity from the grid is needed to fulfill a 
certain heating and cooling demand. The individual system has the 
highest imported electricity index while the 5GDHC has the lowest, 
reflecting the difference in terms of a whole system efficiency. 

With specific targets on electricity usage in objectives C and D, more 
capacities of PV panels and TES units are needed, regardless of their cost. 
Thereby, the overall system costs are increased, as shown in Fig. 6. 
Table 8 and Table 9 present the optimal capacities of PV and seasonal 
TES, respectively. The optimal capacities of other TES units are dis-
cussed in Section 5.4 subsequently. Since the starting imported elec-
tricity index in 5GDHC system is already low, i.e., 0.136, the prospects of 
the extra equipment to achieve the same target are smaller than in the 
4GDHC and ULTDHC systems. In consequence, the difference in overall 
system cost between 4GDHC and 5GDHC is increased from 4 €/MWh in 
objective A to 13 €/MWh in objective D. Furthermore, the imported 
electricity target in objective C is easier to achieve for ULTDHC and 
5GDHC, compared to the target in objective D. Therefore, there are 
larger differences in equipment capacities between the energy systems 
in objective C, creating also larger differences in system costs. The 
5GDHC is almost 20 €/MWh cheaper than the 4GDHC. As for the 
ULTDHC system, the overall cost is between the other two DHC systems, 
in line with the difference in the needed capacities for extra equipment. 

It shall be noted that the results from Fig. 6 only give a general 
overview of the differences between the studied energy systems. The 
diversity of their performance, as obtained by the stochastic simulations, 
are shown in Fig. 7, taking the objectives A and D as examples. For 
objective A, the 4GDHC and individual systems have wider ranges of 
LCOE and imported electricity, compared to the other DHC systems. 
Such finding indicates that the two systems are more vulnerable to un-
certain changes, as further explained in Section 5.2. As for the cases 
with objective D, most of them are grouped within the imported elec-
tricity limit, while some cases fail. Table 10 summarizes the percentage 
shares of these cases that cannot reach the requirement. The main reason 
associated with the non-conforming cases in ULTDHC and 5GDHC sys-
tems is the use of de-centralized equipment including the booster HP, 
circulation HP, and local chiller. These facilities consume around 12% 
and 38% of the total electricity demand in the ULTDHC and 5GDHC 
systems, respectively. Unlike the central TES units, the demand-side TES 
units have limited applications due to the relatively high investment and 
limited space use in the buildings [60]. Thereby, the electricity demand 
from de-centralized equipment is hard to be shifted by demand-side TES 
to incorporate the available PV power. For the 5GDHC system, with 
more usage of de-centralized chillers, the imported electricity target is 

Table 8 
Optimal PV capacities under different objectives, expressed as unit floor area 
values (W/m2).  

Objectives 4GDH ULTDHC 5GDHC Individual 

OBJB  6.1  4.0  3.7  6.8 
OBJC  25.3  12.2  7.2  – 
OBJD  33.6  19.9  16.2  –  

Table 9 
Optimal seasonal TES size under different objectives, expressed as the ratio 
between storage capacity and annual heating and cooling demand (kWh/kWh).  

Objectives 4GDH ULTDHC 5GDHC 

OBJC  23.1%  13.4%  10.2% 
OBJD  36.5%  32.4%  32.0%  

Fig. 7. Scatter plots showing the economic performance (LCOE) and imported 
electricity of MC simulation results for objective A (upper) and objective 
D (lower). 

Table 10 
The probabilities of energy systems having larger imported electricity than the 
targets in objectives C and D.   

4GDHC ULTDHC 5GDHC 

OBJ C  0.4%  0.7%  0.5% 
OBJ D  1.9%  7.8%  14.1%  
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more difficult to be achieved, compared to the ULTDHC system. More-
over, the 4GDHC system could be, in theory, self-sufficient with the 
current TES and PV technologies. For the ULTDHC and 5GDHC systems, 
more-efficient demand-side energy storage technologies like the 
household battery are needed, which is further discussed in Section 6. 

The probability distributions of system LCOE are shown in Fig. 8. The 
general shift towards higher costs for lower imported electricity 
requirement is observed in all systems, in accordance with the results 
from Fig. 6. The ranges of LCOE are also increased under the objectives C 
and D, indicating that the system cost is more influenced by un-
certainties. The 5GDHC system has higher probability of being cost 
saving than the other systems. Although the probability distribution 
curves for 4GDHC and ULTDHC systems are close to each other, the 
factors contributing to their costs are rather different, creating signifi-
cantly different and economically preferable scenarios for the invest-
ment and operation of the two systems, as further explained in Section 

5.3. For individual system, although it is in general more expensive than 
the other three systems, there are also cases that result in lower overall 
cost. 

5.2. Sensitivity analysis 

The uncertainty in demand profile is a complex parameter, which 
can be split into various KPIs like the demand density and DOC. These 
KPIs describe the demand profile from different perspectives, but they 
are not completely independent. Therefore, the overall contributions of 
demand profiles to the total system cost are analyzed and shown in 
Fig. 9. In general, the uncertainties in demand profiles alter the system 
costs by − 20% to 20% from the average level of all cases. Comparing 
energy systems, the 5GDHC has the most influence from demand un-
certainties while the 4GDHC has the smallest. The main reasons are 
revealed by using Spearman’s rank correlation coefficients between 
different KPIs and the system cost, as presented in Fig. 10. 

Among the five investigated KPIs, demand density is the most sen-
sitive parameter for the system cost, especially for the three DHC sys-
tems. With more aggregated heating and cooling demand, the initial 
investment in network and sources is better shared with end-users. By 
comparison, the influence of demand density is relatively less significant 
for individual systems. Such difference is further explored for comparing 
the economic performance of systems in Section 5.3. 

The influence of DHW demand share is relatively small compared to 
other parameters. For depicting the influence of cooling demand, DOC is 
more related to the system cost than the single index of cooling demand 
share. Indeed, the DOC can better reflect the dynamic balancing po-
tential of heating and cooling demand and is, thereby, more appropriate 
for evaluating bi-directional 5GDHC. With larger overlapping demand, 
the 5GDHC becomes more economically attractive. 

The contributions to the system cost by electricity price and equip-
ment investments are summarized in Fig. 11. With objectives A and B, 
the electricity price has direct impact on the system cost and is the most 
influential factor. With higher share of PV power in the whole system in 
objectives C and D, the imported electricity from grid is smaller and the 
impact of grid price is also smaller. For the four energy system options, a 
higher efficiency means less electricity consumption and, thereby, less 
sensitive to price changes. As shown in Fig. 11, the individual system is 
mostly influenced by electricity price, while the 5GDHC is a robust 
technology to future price changes. 

For simplicity reason, the contributions from the investments in all 
TES technologies are aggregated and presented in Fig. 11. With strict 
requirement on renewable energy utilization, the need for seasonal TES 
to balance the surplus PV power during summer is growing rapidly. 

Fig. 8. Probability distribution plots for the levelized cost of energy under 
different objectives (OBJs). The results for individual system under objectives C 
and D are not presented. The vertical axis in four subplots have same scale. 

Fig. 9. Contribution to total cost by demand uncertainties. For each objective, the four boxes from left to right represent 4GDHC, ULTDHC, 5GDHC, and individual 
systems, respectively. 
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Therefore, under objectives C and D, the contribution of TES investment 
to the system cost reaches 30% to 60%, mostly driven by the investment 
in seasonal TES. At the same time, the 4GDHC system has a larger need 
for PV panels than other systems to reach the same imported electricity 
target, as presented in Table 8, due to its relatively high electricity 
consumption. Thereby, the investment in PV panels is more sensitive in 
the 4GDHC system than in the other systems. 

Compared to other factors, the uncertainty associated with the in-
vestment in centralized equipment only creates a small change in the 
total system cost. The main reason is the application of centralized TES 

for reducing the peak power and associated cost, as further explained in 
Section 5.4. The differences between the three district systems are also 
small. By comparison, the contributions of the investment in local 
equipment are more obvious, as presented in figure (d) of Fig. 11. 

Equipment efficiencies and feed-in price of surplus PV power have 
negative impact on the overall system cost, as presented in Fig. 12. In 
general, as the overall system efficiency is improved in ULTDH and 
5GDHC systems, the share of OPEX in the overall cost is smaller. In other 
words, the two systems are more robust to changes in equipment effi-
ciency and electricity price, as discussed earlier. By comparison, the 

Fig. 10. Spearman’s rank correlation coefficients between specific demand KPIs and the total costs, with objective A. The four bars represent four investigated 
energy systems. 

Fig. 11. Box-plot presentations of contributions to the system total cost by electricity prices and equipment investments (from left to right…).  
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individual system is more sensitive to operational conditions and has 
larger influence from uncertainties in equipment efficiency, as presented 
in figure (b) of Fig. 12. 

Compared to other factors, the influence of feed-in price is small, 
contributing to less than 5% of the changes in system cost. The main 
reason is that the surplus PV power is mostly shifted by the TES units and 
consumed on-site for reducing the imported electricity from grid. For 
objectives B to D, the shares of feed-in electricity in the total PV pro-
duction are 18%, 22%, and 25%, respectively. The revenues from selling 

the electricity to the grid only contributes to a small part in the total 
system cost. Without the optimal use of TES units, the influence of feed- 
in price would be higher. 

5.3. Economic comparison between systems 

In the planning stage of real projects, the question of “which system 
performs better” is always asked by related stakeholder. The energy 
system comparisons are made on cases with objectives A and D, as 

Fig. 12. Box-plot presentations of contributions to the system total cost by equipment efficiencies and feed-in price.  

Fig. 13. Cost-saving probabilities of ULTDHC, 5GDHC, and individual systems compared to 4GDHC, with objective A.  
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representatives of the economic and environmental targets, respec-
tively. The 4GDHC system is selected as the reference system for com-
parison because it is widely acknowledged as a robust energy solution. 

The CSPs of ULTDHC, 5GDHC, and individual systems compared to 
the 4GDHC system with objectives A and D are presented in Fig. 13 and 
Fig. 14, respectively. For every pair-of-systems comparison, the most 
significant factor, is set on the horizontal axis. The contributions to CSPs 

from other factors are painted as different color ranges on the figures. 
For simplicity reason, only the four most sensitive factors are considered 
in the system comparisons. The other factors contribute to the system 
cost by less than 10% and are omitted in the subsequent analysis. 

With the least-cost objective A, the CSP of the ULTDHC system 
compared to the 4GDHC system varies around 50% and is influenced by 
many factors. As presented in Fig. 8, the probability distribution curves 
of the total costs of two systems are close to each other. There is no single 
factor to indicate the economic feasibility in a straightforward manner. 
However, the area demand density is still an important factor according 
to Fig. 13. The ULTDHC system is more likely to be cost saving than 
4GDHC in the area with high space-heating demand density because the 
benefit of ultra-low temperature space heating supply can be assured. 
This is in line with previous studies on the feasibility of ULTDHC [27]. 

For the 5GDHC system, the DOC is the game-changing factor. With 
the DOC index higher than 0.4, the 5GDHC is on-average 80% possible 

Fig. 14. Cost-saving probabilities of ULTDHC and 5GDHC systems compared to 4GDHC, with objective D.  

Table 11 
Contributions of PV investment to the cost-saving probabilities of three systems 
compared to 4GDHC.  

Objectives ULTDH 5GDHC Individual 

OBJ B 2% 3% 1% 
OBJ C 8% 7% – 
OBJ D 11% 9% –  

Fig. 15. Box plot presentation of the optimal TES capacities and the cost-saving rates (y-axis) for central and de-centralized water tanks under economic objective A. 
For each TES type, the systems from 4GDHC to individual are presented from left to right, respectively. 

Fig. 16. Box plot presentation of the optimal TES capacities and the cost-saving rates for central and de-centralized water tanks under economic objective D.  
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of being cost-saving compared to the 4GDHC system. Thereby, the DOC 
could be used as an index to pre-identify the economic performance of 
5GDHC [7]. According to the results in Fig. 14, the conclusion is resilient 
under different objectives. 

The electricity price is also an unneglectable factor for both the 
ULTDHC and 5GDHC system. When the average price is low, the benefits 
from saved operational expenditure cannot cover the relatively high 
equipment investment. In consequence, even with a DOC of 0.6, there 
are still 20% to 30% of occasions that favor the 4GDHC system instead of 
the 5GDHC. For the ULTDHC system, the electricity price could still alter 
the CSP by around 40%. Moreover, as the cooling demand grows, the 
efficiency and cost of cooling equipment becomes increasingly impor-
tant. As shown in the blue areas in Fig. 13, the cooling equipment re-
places the electricity price as the second most sensitive factor for 
5GDHC. The results also reveal that the efficiency and cost of local 
equipment only alter the CSP of ULTDHC and 5GDHC systems by around 
10%. Therefore, it can be regarded as a less important factor for deci-
sion-makers. 

As for the individual system, the most important factor for its eco-
nomic competitiveness is the linear demand density. With higher den-
sity, the cost for the heating and cooling network is more distributed on 
end-users, which makes centralized system economically attractive. The 
individual system is at more than 50% occasions more expensive than 
the 4GDHC, when the linear density is higher than 1 MWh/m. This value 
is also regarded as the dividing point between a centralized and a de- 
centralized system [61]. Another point to be noted is that the influ-
ence of electricity prices is less significant at high demand density, as 
shown in the red areas in Fig. 13. This means the price is no longer a 
sensitive factor since the individual system is generally costing more 
than the 4GDHC system. Moreover, the uncertainties associated with the 
equipment efficiency and cost could vary the CSP result by 40% and is 
the second most influential factor after demand density. 

With objective D being focused on imported electricity and PV 
integration, the 5GDHC is in general more likely to be cost-saving than 

4GDHC, as explained via the LCOE distribution curves in Fig. 8. How-
ever, from another perspective, the system is more vulnerable to un-
certain parameters. Indeed, the most sensitive factor is the investment 
on TES units, especially the seasonal TES. The changes in TES costs could 
alter the CSP of ULTDHC system by around 75% under all demand cases. 
For the 5GDHC system, the influence of TES costs is less significant in 
high DOC cases, as the system becomes more balanced and self- 
sufficient. Indeed, less TES capacity is needed when DOC is higher. As 
for other factors, the contributions from electricity price and equipment 
are generally small. Table 11 summarizes the contributions of PV in-
vestment. As with the conclusions in Section 5.2, due to the use of TES 
units, the PV capacity is optimized and the contribution to overall cost is 
also relatively small. 

5.4. TES applications 

The optimal capacities and the benefits of cost-saving for short-term 
TES units under objectives A and D are presented in Fig. 15 and Fig. 16, 
respectively. Besides, the optimal capacities of long-term seasonal TES 
have been already introduced in Table 9. 

For DHC systems, the demand-side or decentralized water tanks 
operate as small buffer tanks for peak power shaving only due to their 
relatively high initial investment. However, due to the absence of 
centralized network and facilities in individual systems, the de- 
centralized water tank is still an important measure, which on-average 
reduces around 5% of the total system cost. 

With the economic objective A, the optimal capacity of central water 
tank corresponds to around 30% to 50% of the average daily demand. 
The tank is mainly used for shifting the diurnal demand to utilize the 
variable electricity prices and surplus PV power. However, as required 
by the limit on imported electricity in objective D, larger capacities of 
water tanks are needed to balance the demand and surplus PV power for 
up to 5 days, as shown in Fig. 16. In consequence, the TES is no longer a 
cost-saving measure because it increases the overall system cost by 10% 

Table 12 
Optimal TES capacity and the benefits of PV integration and cost-saving for the 
central hot tank in three DHC systems, with objective D.  

Systems TES capacity in respect to 
daily demand 
(%) 

Integration of PV 
power 
(kWhel/kWhdemand) 

Cost-saving 
rate 
(%) 

4GDHC 223%  0.067 − 3% 
ULTDHC 222%  0.031 − 16% 
5GDHC 250%  0.030 − 25%  

Fig. 17. Roadmaps for energy system transitions identified through the promoting (green) and hindering factors (red). (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.) 

Table A1 
Ranges of key parameters of the investigated buildings.  

Item Value ranges Unit 

Floors 3 ~ 6 – 
U-value, walls 0.3 ~ 1.2 (W/m2⋅K) 
U-value, windows 1.0 ~ 2.0 (W/m2⋅K) 
U-value, roof 0.3 ~ 1.0 (W/m2⋅K) 
Ventilation rate 0.4 ~ 1.0 h− 1 

Heat recovery efficiency 0%~60% –  
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to 30%. This also explains the reason for the TES investment becoming 
sensitive under objectives C and D, according to the results of sensitivity 
analysis in Fig. 11. 

Comparing the central TES applications among DHC systems, the 
optimal capacities and the benefits of PV integration and cost-saving 
with objective D are summarized in Table 12. Although the optimal 
TES capacity is similar among these three systems, the integration of PV 
power and the cost-saving rate are much lower in the ULTDHC and 
5GDHC systems. As the energy efficiency is improved in these two sys-
tems, the heat-to-power ratio is also increased. This means more heat 
storage capacity is needed to shift the same target electricity. Besides, 
the energy storage density is also reduced in ULTDHC and 5GDHC sys-
tems because the supply water temperature and the storage temperature 
difference are reduced. Thereby, in DHC systems with lower water 
temperature and higher efficiency, the synergy between electricity and 
heat is more difficult to be achieved with TES. 

It can be foreseen that if stricter requirement on imported electricity 
or PV power integration is set, the ULTDHC and 5GDHC system would 
have much more extensive use on TES units. In consequence, not only 
would the overall system cost be increased, but it would also have a 
larger uncertainty compared to the 4GDHC system due to the influence 
of TES investment. 

6. Discussion 

Based on the results from the sensitivity analysis and system com-
parisons presented earlier, the key factors for the transitions towards the 
ULTDHC, 5GDHC and individual systems are summarized in Fig. 17. In 
accordance with the comparisons in Section 5.3, the 4GDHC system is 
set as the reference system. For the ULTDHC and 5GDHC systems with 
large investment and high energy efficiency, the possible high electricity 
price in the future favors their applications because the savings from 
operational cost can cover the investment. The specific promoting factor 
for the ULTDHC system is the high space-heating demand density 
because it highlights the benefit from lowering the supply water tem-
perature. The overlapping heating and cooling demand, as presented 
with the DOC index, to a large extent decides the transition towards the 
bi-directional 5GDHC system. Due to the limited roles of TES in 
achieving power-and-heat synergy in the ULTDHC and 5GDHC system, 
the uncertainties with the TES cost are possible hindering factors in the 
future for these new DHC systems. 

The individual system is mostly applicable in the area with low de-
mand density. Improvements in the equipment efficiency and costs can 
also increase the feasibility of individual solution but only to a limited 
extent. Due to the difficulty of applying large-scale centralized TES 
units, the integration of renewable energy is much harder to be achieved 
in the individual system compared to other systems. 

The perspectives from the lowest system cost and the lowest im-
ported electricity are investigated in this study. With growing calls for 
carbon emission reduction and the evolving policies and markets for the 
renewable energy, there will be more diverse objectives for energy 
system design. For example, some urban districts might have the target 
of net-zero energy, where the electricity production by local renewable 
energy is larger than the imported electricity from the grid. With the 
changing global politics and energy prices, the security of energy supply 
and the self-sufficiency of urban district attract growing attentions. Such 
target calls for resilient design of the DHC systems and energy storage 
units. The sensitive factors under these future objectives require further 
investigations, to provide more robust suggestions for decision-makers. 

The TES is applied to shift the demand and utilize renewable energy 
in this study. However, it shall be noted that there are also other mea-
sures to increase the flexibility of energy systems, such as the battery and 
demand management. They are not considered because they belong to 
the topics of complex energy system or energy hub [62], where multiple 
energy carriers, conversions, and storages co-exist. The focus of this 
work is on the transitions of heating and cooling systems. However, as 

pointed out in [63], the smart synergy between the heating, cooling, 
electricity, and transportation sectors is a resilient and cost-saving 
pathway to achieve the 100% renewable energy future. The un-
certainties and sensitive factors in the smart energy systems shall be thus 
carefully considered. 

7. Conclusion 

This paper presents a five-step framework for evaluating the un-
certainties and their sensitivities in different district heating and cooling 
system configurations. In the first step, a MILP model is developed based 
on simplified DHC systems to optimize the energy system design and 
operation. In the second step, four objectives, as representatives of 
different economic and environmental targets for designing the energy 
system, are identified. The characteristics of major uncertain parame-
ters, including the demand profiles, energy prices, investment costs and 
equipment efficiencies, are described in the third step. With a large 
number of MC simulation runs, the fourth step evaluates the un-
certainties in the energy system performance and quantifies the sensi-
tivities. Finally, in the fifth step, with the CSP index, the energy systems 
are compared based on a variety of stochastic cases. The sensitive factors 
for making choice between energy systems are also quantified. Using 
this framework, the main question about which factors drive the tran-
sitions of heating and cooling systems is answered in this study. Key 
conclusions from the analysis are summarized as follows: 

1) With the least system cost objective, the overall costs of the four 
investigated energy systems are close to each other. As the limits on 
imported electricity and renewable energy integrations are set, larger 
differences between systems are found. In general, the 5GDHC system 
has the lowest costs over the investigated cases. However, it cannot 
reach self-sufficiency due to the difficulty of shifting electricity demand 
from local equipment. 

2) The demand profile and electricity price are the two most sensitive 
factors for the DHC systems, followed by the equipment efficiency and 
investment. The TES investment becomes the most important factor 
when the objectives on renewable energy integration are set. Compared 
to DHC systems, the individual system is more sensitive to changes in 
equipment efficiency and cost. 

3) The area demand density, DOC, and linear demand density are the 
most influential factors for the decision-making about transitions to the 
ULTDHC, 5GDHC, and individual systems respectively, when compared 
with the 4GDHC system. A roadmap summarizing the promoting and 
hindering factors for the energy system transition is provided. 

4) In DHC systems with lower water temperature and higher effi-
ciency, the flexibility provided by the TES is limited, making the synergy 
between electricity and heat more difficult to be achieved. The main 
reasons are the high power-to-heat ratio and reduced heat storage 
density. As more TES capacities are needed, the influences of uncertain 
TES investment are also increased, which to a large extent change the 
economic attractiveness of these systems. 
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Appendix 

Appendix A1. TES models 

For TES units, the design sizes and operation schemes are optimized to reach the objective as specified in Section 2.2. To ease the optimization 
process, the TES units are linearized with plug-flow model, as written in Eqs. (10) - (11). For every time step τ, the demand is fulfilled by energy supply 
from sources Psource,τ and discharged energy from TES Pdischarge,τ. Eq. (11) expresses the constraints for the state-of-charge (SOC) of TES. 

Psource,τ +Pdischarge,τ ≥ Pdemand,τ (10)  

SOCmin ≤ SOCτ +(Pcharge,τ − Pdischarge,τ − PTES,loss)Δt ≤ SOCmax (11) 

For the short-term central and de-centralized storage tanks, a time constant of 2 h is applied, which means that the tank can be fully charged or 
discharged in 2 h. Therefore, the maximum power is specified in relation to the tank size. The SOC ranges reflect the proportion of the storage capacity 
that can be used due to water mixtures and temperature level degradation [64]. Based on previous works on thermally stratified tanks [65], it is 
assumed that 80% of the storage capacity could be practically utilized. To calculate heat losses, the heat loss rate of 0.6 W/(m2⋅K) is applied. The 
central water tanks are placed outdoors and the small de-centralized water tanks are placed in the unheated indoor area such as the warehouse with an 
environmental temperature of 15 ◦C [66]. 

For the pit TES, a round-trip efficiency of 70% is set in this study, based on the experiences from operating projects [67]. This means that only 70% 
of the charged energy can be eventually discharged, due to thermal losses to the environment. The model of the pit TES is similar to that of the central 
water tank, while the charging and discharging period is set as the summer and winter, respectively Table A1. 

Appendix A2. Building characteristics 

Uniform distribution is applied for the building parameters. 
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