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#### Abstract

This paper presents a new method to approximate the inverse of the spatial lag operator, used in the estimation of spatial lag models for binary dependent variables. The related matrix operations are approximated as well. Closed formulas for the elements of the approximated matrices are deduced. A GMM estimator is also presented. This estimator is a variant of Klier and McMillen's iterative GMM estimator. The approximated matrices are used in the gradients of the new iterative GMM procedure. Monte Carlo experiments suggest that the proposed approximation is accurate and allows to significantly reduce the computational complexity, and consequently the computational time, associated with the estimation of spatial binary choice models, especially for the case where the spatial weighting matrix is large and dense. Also, the simulation experiments suggest that the proposed iterative GMM estimator performs well in terms of bias and root mean square error and exhibits a minimum trade-off between computational time and unbiasedness within a class of spatial GMM estimators. Finally, the new iterative GMM estimator is applied to the analysis of competitiveness in the U.S. Metropolitan Statistical Areas. A new definition for binary competitiveness is introduced. The estimation of spatial and environmental effects are addressed as central issues.


## 1. Introduction

Modeling binary choice outcomes with spatial dependence has become increasingly popular in recent years. Many applications can be found in the literature, that cover, for example, the choice on the participation in environmental policies (Beron et al., 2003; Murdoch et al., 2003), the adoption of new technologies in agriculture (Case, 1992; Holloway et al., 2002; Wollni and Andersson, 2014), the implementation of state income taxes (Beron and Vijverberg, 2004; Fiva and Rattsø, 2007), the location choice (Klier and McMillen, 2008; Miyamoto et al., 2004), the decision to (re)open a business (Holloway and Lapar, 2007; LeSage et al., 2011) or the existence of high crime rates in a given neighborhood (McMillen, 1992). However, the introduction of spatial dependence in models with dichotomous dependent variables raises several complications. Considering a latent variable approach to
derive a model for binary choice outcomes, Anselin (2007) shows that spatial dependence implies the presence of spatial heteroskedasticity and spatial autocorrelation, which leads to specification issues and to analytically intractable expressions for the quantities of interest. As a result, estimation becomes complex and computationally demanding.

To address the issues related to the estimation of spatial binary choice models, several approaches have been proposed. These approaches can be categorized into three major groups, according to the estimation method that they address: Maximum Likelihood (ML) methods, Bayesian methods and Generalized Method of Moments (GMM) estimators. Examples of ML based approaches are the EM algorithm (McMillen, 1992), the RIS simulator (Beron and Vijverberg, 2004), partial ML estimation based on pairwise correlations (Bhat, 2011; Wang et al., 2013), the GHK simulator (Pace and LeSage, 2016) and the MendelElston approximation (Martinetti and Geniaux, 2017). The Gibbs sam-

[^0]pler (LeSage, 2000) and Markov Chains Monte Carlo (Smith and LeSage, 2004) are examples of Bayesian based approaches. Finally, the estimator of Pinkse and Slade (1998) and the estimator of Klier and McMillen (2008) consider the GMM framework. Nevertheless, most of these approaches become computationally burdensome in large samples.

The computational issues associated with Maximum Likelihood methods and Bayesian methods are related to the computation or simulation of high-dimensional integrals. This is a consequence of requiring the specification of the joint distribution (or, at least, some structure of the distribution) of the spatial data. Even if the high-dimensional integrals are approximated by one-dimensional integrals (Martinetti and Geniaux, 2017) or obtained by simulation algorithms (Beron and Vijverberg, 2004; Pace and LeSage, 2016), estimation can still become computationally infeasible, especially if the spatial units are influenced by many neighbors and $N$ (the sample size) is large.

Another possibility is to consider a GMM estimation approach. Under the GMM framework, the distributional assumptions can be relaxed in such a way that no high-dimensional integration is involved. In fact, GMM only requires that a set of moment conditions is correctly specified. But, even so, estimation becomes computationally impracticable in large samples, due to $N$-dimensional matrix operations that have to be computed on each iteration. Nevertheless, these computational issues can be tackled through matrix approximation methods. The Taylor series approximation, the Chebyshev approximation (Pace and LeSage, 2004), the eigendecomposition of a matrix, the Cholesky decomposition (Pace and Barry, 1997a,b), the LU decomposition or the conjugate gradient method (Smirnov, 2005, 2010) are examples of approximation methods that are commonly used in spatial frameworks. However, some of these approximation methods can be computationally demanding, especially when $N$ is large, and their accuracy depends on the nature of the approximated matrices.

The purpose of this work is twofold. Firstly, it suggests a new approximation method to deal with the computational issues related to the $N$-dimensional matrix operations required in the GMM estimation of spatially lagged models for binary choice outcomes. The new approximation method focuses on the approximation of the spatial lag operator inverse, since every matrix operation required in the GMM estimation procedure involves the computation of this inverse. The setup for the proposed approximation method relies on non-restrictive assumptions about the spatial weighting matrix and allows to accommodate scenarios where the spatial weighting matrix can be symmetric and nonsymmetric. Considering the series expansion of the inverse and the limiting properties of the eigenstructure of normalized spatial weighting matrices, it is shown that the spatial lag operator inverse can be approximated by a sum of known matrices and a simple matrix-vector product. As a result, other related $N$-dimensional matrix operations can be straightforwardly approximated, as well. Also, closed formulas for the elements of the approximated matrices are available and are deduced. They are especially useful to determine the partial effects.

Secondly, it proposes a computationally simple iterative GMM estimator. This estimator is based on the iterative GMM procedure of Klier and McMillen (2008) together with the approximated matrices deduced in the first part of this paper. This approach has two important advantages. One, the moment conditions of the suggested iterative GMM estimator correspond to orthogonality conditions that use only the information in marginal distributions. Two, the approximated matrices are used in the gradients of the iterative procedure. This allows to significantly reduce the computational complexity and computational time of the suggested GMM estimator, when compared to the traditional GMM estimator. In addition, the spatial heteroskedasticity and spatial autocorrelation robust estimator of Kelejian and Prucha (2007) is used to overcome potential biases in the estimated asymptotic covariance matrix of the GMM estimator for the unknown parameter vector. Note that, the computational simplicity associated with the GMM estimation comes at a cost of accuracy, in comparison to full information methods,
where the joint distribution of the spatial data is used in the estimation.
It will be shown through a detailed simulation study that the proposed approximation method fairly approximates the matrices of interest, especially when $N$ is large and the spatial weighting matrix is dense. In addition, the proposed iterative GMM estimator proves to be accurate, especially at low and moderate levels of spatial dependence. At high levels of spatial dependence, the spatial lag parameter tends to be overestimated, which is also a feature shared by other spatial GMM procedures. Moreover, using the approximated matrices in the GMM estimation, not only allows to reduce the associated computational complexity and the overall computational time, especially when $N$ is large and the spatial weighting matrix is dense, but also it allows to increase the precision of the proposed iterative GMM estimator in comparison to other spatial GMM estimators.

The new estimation procedure is used to assess how environmental indicators contribute to influence regional competitiveness in the U.S. Metropolitan Statistical Areas, from 2001 to 2016. A new Binary Competitiveness Indicator (BCI) is introduced. The new competitiveness indicator is based on three dimensions: labor efficiency, capital efficiency and economic growth of the corresponding area. Results show a moderately high degree of spatial dependence between the U.S. Metropolitan Statistical Areas and evidence of an "U" shaped effect of the environmental indicators on regional competitiveness. Also, the suggested estimator exhibited a good performance, in terms of computational time and goodness-of-fit.

The remainder of this paper is organized as follows. Section 2 reviews the literature on the specification and estimation of spatial lag models for binary dependent variables. Section 3 reviews the literature on methods to approximate the inverse of the spatial lag operator and related matrix functions. Section 4 introduces the new method to approximate the inverse of the spatial lag operator. Section 5 derives the new iterative GMM estimation procedure. Section 6 conducts a set of Monte Carlo experiments to assess: firstly, the accuracy and the computational time of the proposed approximation method, compared with the other existing approximation methods; secondly, the statistical properties and the computational performance of the new iterative GMM estimator, compared with the traditional GMM estimator for spatial binary choice models and the GMM estimator of the linearized spatial lag model for binary dependent variables. Section 7 presents an empirical application on the environmental impacts over a spatially lagged Binary Competitiveness Indicator (BCI), in the U.S. Metropolitan Statistical Areas. Finally, section 8 concludes. The results of the Monte Carlo experiments are summarized in Appendix A and the estimation results of the empirical application are shown in Appendix B.

## 2. Spatially lagged latent dependent variable model for binary outcomes

A spatial binary choice model can be derived based on the following spatially lagged latent variable specification:
$Y_{i}^{*}=\alpha \sum_{i \neq j} w_{i, j} Y_{j}^{*}+\mathbf{X}_{i} \beta+\xi_{i}, \quad i=1,2, \ldots, N$
where $Y_{i}^{*}$ is a general dependent variable (possibly not observable) for the unit $i$ and $N$ denotes the total number of spatial units. The coefficients $w_{i, j}$ are known non-negative scalars that refer to the spatial weight of unit $j$ on unit $i$, with $j \neq i$ and $j=1,2, \ldots, N$. By convention, $w_{i, i}=0$, for all $i$. The scalar parameter $\alpha$ is the spatial lag parameter. The $1 \times K$ vector $\mathbf{X}_{i}$ includes the observations for a set of $K$ exogenous explanatory variables and a constant, for the unit $i$. The $K \times 1$ vector $\beta$ is the corresponding vector of regression parameters. The disturbance term, $\xi_{i}$, is an i.i.d. random error for the unit $i$.

Stacking over the cross-sectional units, the spatial lag model can be written as a reduced form for the dependent variable:

$$
\begin{equation*}
\mathbf{Y}^{*}=\alpha \mathbf{W} \mathbf{Y}^{*}+\mathbf{X} \boldsymbol{\beta}+\boldsymbol{\xi}=(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X} \boldsymbol{\beta}+\boldsymbol{\varepsilon} \tag{2}
\end{equation*}
$$

where $\mathbf{Y}^{*}=\left[Y_{1}^{*}, Y_{2}^{*}, \ldots, Y_{N}^{*}\right]^{\top}$ and $\mathbf{X}=\left[\mathbf{X}_{1}^{\top}, \mathbf{X}_{2}^{\top}, \ldots, \mathbf{X}_{N}^{\top}\right]^{\top}$. The error is now $\varepsilon=(\mathbf{I}-\alpha \mathbf{W})^{-1} \boldsymbol{\xi}$, where $(\mathbf{I}-\alpha \mathbf{W})^{-1}$ is the spatial lag operator inverse and $\xi=\left[\xi_{1}, \xi_{2}, \ldots, \xi_{N}\right]^{\top}$. The $N \times N$ identity matrix is denoted by I and the $N \times N$ spatial weighting matrix is denoted by W , with generic element $w_{i, j}$.

If $Y_{i}^{*}$ is observable, the conditional expectation is given by $\mathrm{E}\left(Y_{i}^{*} \mid \mathbf{X}, \mathbf{W}\right)=\mathbf{X}_{i}^{\#} \boldsymbol{\beta}$, where $\mathbf{X}_{i}^{\#}$ is the $i$ th row of the matrix product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$, and equation (2) defines a linear spatial lag model. Here, however, $Y_{i}^{*}$ is not observable. The observed dependent variable is $Y_{i}$, a binary dependent variable, which is a function of particular characteristics of $Y_{i}^{*}$ and defined as $Y_{i}=1$ if $Y_{i}^{*} \geq 0$ and $Y_{i}=0$ if $Y_{i}^{*}<0$. The conditional expectation of a spatial lag model when $Y_{i}^{*}$ is not observable and $Y_{i}$ is a binary dependent variable follows as:

$$
\begin{align*}
\mathrm{E}\left(Y_{i} \mid \mathbf{X}, \mathbf{W}\right) & =\mathrm{P}\left(Y_{i}=1 \mid \mathbf{X}, \mathbf{W}\right)=\mathrm{P}\left(Y_{i}^{*}>0 \mid \mathbf{X}, \mathbf{W}\right) \\
& =\mathrm{P}\left(\mathbf{X}_{i}^{\#} \boldsymbol{\beta}+\varepsilon_{i}>0 \mid \mathbf{X}, \mathbf{W}\right)=\mathrm{P}\left(\varepsilon_{i}>-\mathbf{X}_{i}^{\#} \boldsymbol{\beta} \mid \mathbf{X}, \mathbf{W}\right) \\
& =1-\mathrm{P}\left(\varepsilon_{i} \leq-\mathbf{X}_{i}^{\#} \boldsymbol{\beta} \mid \mathbf{X}, \mathbf{W}\right)=G\left(\frac{\mathbf{X}_{i}^{\#} \boldsymbol{\beta}}{\sigma_{i}}\right),  \tag{3}\\
i & =1,2, \ldots, N
\end{align*}
$$

where $G(\eta)$ is a function that takes on values in the interval $0<G(\eta)<$ 1 , for all $\eta \in \mathbb{R}$, and it is twice continuously differentiable, for all $\eta \in \mathbb{R}$, as well. Usually $G(\eta)$ is called the link function and $\eta$ is called the index. It is further assumed that $G(\eta)$ is known ${ }^{1}$ and given by the cumulative distribution function (CDF) of $\xi_{i}$ conditional on ( $\mathbf{X}, \mathbf{W}$ ). The parameter $\sigma_{i}$ is the square root of the conditional variance of $\varepsilon_{i}$, for each $i$, obtained from the diagonal elements of the conditional covariance matrix of $\varepsilon$ :
$\operatorname{Var}(\boldsymbol{\varepsilon} \mid \mathbf{X}, \mathbf{W})=\left[(\mathbf{I}-\alpha \mathbf{W})^{\boldsymbol{\top}}(\mathbf{I}-\alpha \mathbf{W})\right]^{-1} \operatorname{Var}(\boldsymbol{\xi} \mid \mathbf{X}, \mathbf{W})=\boldsymbol{\Sigma}$
where $\operatorname{Var}(\boldsymbol{\xi} \mid \mathbf{X}, \mathbf{W})$ is fixed, to ensure identification. The scalar $\sigma_{i}$ is strictly positive and finite, for all $i$, assuming that the rows and columns of the matrix $(\mathbf{I}-\alpha \mathbf{W})^{-1}$ are uniformly bounded in absolute value.

In most applications using binary response models, the conditional distribution of $\xi_{i}$ is assumed to be a standard Normal distribution or a standard Logistic distribution. This implies that $\operatorname{Var}\left(\xi_{i} \mid \mathbf{X}, \mathbf{W}\right)=1$ and $\operatorname{Var}\left(\xi_{i} \mid \mathbf{X}, \mathbf{W}\right)=\pi^{2} / 3$, respectively, for all $i$. Under these two specifications, the probability distribution functions (PDFs) of the link functions are symmetric about zero, but this is generally not the case for other possible links. ${ }^{2}$

Note that the specification in (3) is similar to the specification of McMillen (1992) and LeSage (2000). Under this approach, only the information in the marginal distributions of $\varepsilon_{i}$ conditional on ( $\mathbf{X}, \mathbf{W}$ ) is used. The implications of this approach, regarding estimation, are discussed in section 6.

Considering a generic link function, the spatial lag model for binary dependent variables follows as:
$Y_{i}=G\left(\frac{\mathbf{X}_{i}^{\#} \boldsymbol{\beta}}{\sigma_{i}}\right)+u_{i}, \quad i=1,2, \ldots, N$
where $u_{i}$ differs from $\varepsilon_{i}$ because $u_{i}=Y_{i}-\mathrm{E}\left(Y_{i} \mid \mathbf{X}, \mathbf{W}\right)$ and $\varepsilon_{i}=Y_{i}^{*}-$ $\mathrm{E}\left(Y_{i}^{*} \mid \mathbf{X}, \mathbf{W}\right)$. Hence, $u_{i}$ is a discrete random variable assuming only two values, $1-G(\cdot)$ and $-G(\cdot)$.

To estimate the model (5), a GMM approach is considered, based on the works of Pinkse and Slade (1998) and Klier and McMillen (2008). It

[^1]is assumed that the unknown parameters $\beta$ and $\alpha$ satisfy the following moment condition:
$\mathrm{E}\left(\mathbf{Z}^{\top} \mathbf{u}_{*}\right)=\mathbf{0}$
where $\mathbf{Z}$ is the $N \times(K+p)$ matrix of instruments, with $p$ the number of additional instruments that are usually given by the product between the powers of $\mathbf{W}$ and the matrix of explanatory variables. The $N \times 1$ vector $\mathbf{u}_{*}$ correspond to the "generalized errors" (Gourieroux et al., 1987):
$u_{*, i}=\frac{\left[Y_{i}-G\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)\right] g\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)}{G\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)\left[1-G\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)\right]}, \quad i=1,2, \ldots, N$
where the function $g(\cdot)$ is the first derivative of $G(\cdot)$ w.r.t. the index. The GMM estimates of the parameter vector, $\boldsymbol{\Theta}=(\boldsymbol{\beta}, \alpha)^{\boldsymbol{\top}}$, are obtained by minimizing the objective function:
\[

$$
\begin{equation*}
\mathcal{Q}(\beta, \alpha)=\mathbf{u}_{*}^{\top} \mathbf{Z} \boldsymbol{E} \mathbf{Z}^{\top} \mathbf{u}_{*} \tag{8}
\end{equation*}
$$

\]

where $\boldsymbol{\Xi}$ is a $(K+p) \times(K+p)$ symmetric positive definite matrix. Klier and McMillen (2008) sets $\boldsymbol{\Xi}=\left(\mathbf{Z}^{\top} \mathbf{Z}\right)^{-1}$ and the GMM estimator reduces to nonlinear two stages least squares (N2SLS). However, because the minimization problem in (8) does not have a closed formula, an iterative procedure is used to obtain a solution for the unknown parameters. The following steps are considered:

1. Assume initial values for the parameter vector $\boldsymbol{\Theta}=(\boldsymbol{\beta}, \boldsymbol{\alpha})^{\boldsymbol{\top}}, \boldsymbol{\Theta}^{(0)}$, and compute the gradients evaluated at the initial values, $\Gamma_{i}^{(0)}=$ $\left.\left(\partial u_{*, i} / \partial \boldsymbol{\Theta}\right)\right|_{\boldsymbol{\Theta}=\boldsymbol{\Theta}^{(0)}}, i=1,2, \ldots, N$.
2. Regress $\boldsymbol{\Gamma}^{(0)}$ on $\mathbf{Z}$, in a similar fashion to (linear) 2SLS. Obtain $\widehat{\boldsymbol{\Gamma}}^{(0)}$.
3. Construct new estimates as $\quad \boldsymbol{\Theta}^{(1)}=\boldsymbol{\Theta}^{(0)}+$ $\left[\left(\widehat{\boldsymbol{\Gamma}}^{(0)}\right)^{\top}\left(\hat{\boldsymbol{\Gamma}}^{(0)}\right)\right]^{-1}\left(\widehat{\boldsymbol{\Gamma}}^{(0)}\right)^{\top} \mathbf{u}_{*}^{(0)}$, where $\mathbf{u}_{*}^{(0)}$ are the generalized residuals evaluated at the estimates of step 0 .
4. Repeat steps 1 . to 3 ., using the estimates from the last iteration, until the algorithm converges.

The spatial heteroskedasticity and spatial autocorrelation robust covariance estimator of the (iterative) GMM estimator follows as in Kelejian and Prucha (2007):

$$
\begin{align*}
\widehat{\operatorname{Avar}(\hat{\boldsymbol{\Theta}}})= & \left(\sum_{i=1}^{N} \widehat{\boldsymbol{\Gamma}}_{i}^{\dagger} \hat{\boldsymbol{\Gamma}}_{i}\right)^{-1}\left\{\sum_{i=1}^{N} \hat{u}_{i}^{2} \hat{\boldsymbol{\Gamma}}_{i}^{\top} \hat{\boldsymbol{\Gamma}}_{i}+\sum_{j=1}^{n-1}\left[K\left(\frac{j}{d^{*}}\right)\right.\right.  \tag{9}\\
& \left.\left.\times \sum_{i=1}^{n-j} \widehat{u}_{i} \hat{u}_{i+j}\left(\hat{\boldsymbol{\Gamma}}_{i}^{\dagger} \hat{\boldsymbol{\Gamma}}_{i+j}+\hat{\boldsymbol{\Gamma}}_{i+j}^{\top} \hat{\boldsymbol{\Gamma}}_{i}\right)\right]\right\}\left(\sum_{i=1}^{N} \hat{\boldsymbol{\Gamma}}_{i}^{\dagger} \hat{\boldsymbol{\Gamma}}_{i}\right)^{-1}
\end{align*}
$$

where $K\left(j / d^{*}\right)$ is a Kernel function with $K: \mathbb{R} \rightarrow[-1,1], K(0)=1$, $K\left(j / d^{*}\right)=K\left(-j / d^{*}\right)$ and $K\left(j / d^{*}\right)=0$, for $\left|j / d^{*}\right|>1$, that satisfies $\left|K\left(j / d^{*}\right)-1\right| \leq c_{K}\left|j / d^{*}\right|^{\rho_{K}}$, for $\left|j / d^{*}\right| \leq 1$, for some $\rho_{K} \geq 1$ and a finite positive $c_{K}$. The scalar $d^{*}$ is a distance threshold.

The individual gradients for each parameter are:

$$
\begin{equation*}
\left(\boldsymbol{\Gamma}_{\boldsymbol{\beta}}\right)_{i}=\frac{\partial u_{*, i}}{\partial \boldsymbol{\beta}^{\top}}=-u_{*, i}\left(\frac{g^{\prime}\left(\frac{\mathrm{x}_{i}^{\#} \boldsymbol{\beta}}{\sigma_{i}}\right)}{g\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)}-u_{*, i}\right) \frac{\mathrm{x}_{i}^{\#}}{\sigma_{i}}, \quad i=1,2, \ldots, N \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
\left(\boldsymbol{\Gamma}_{\alpha}\right)_{i}=\frac{\partial u_{*, i}}{\partial \alpha}= & -u_{*, i}\left(\frac{g^{\prime}\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)}{g\left(\frac{\mathrm{x}_{i}^{\#} \beta}{\sigma_{i}}\right)}-u_{*, i}\right) \\
& \times\left[\frac{1}{\sigma_{i}}\left(\mathbf{H}_{i} \boldsymbol{\beta}-\frac{\mathbf{x}_{i}^{\#} \boldsymbol{\beta}}{2 \sigma_{i}^{2}} \Upsilon_{i i}\right)\right], \quad i=1,2, \ldots, N \tag{11}
\end{align*}
$$

where $g^{\prime}(\cdot)$ is the first derivative of the function $g(\cdot)$ w.r.t. the index, $\mathbf{H}_{i}$ is the ith row of the matrix product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$ and $\Upsilon_{i i}$ is the $i$ th element of the diagonal of the matrix:

$$
\begin{align*}
\Upsilon= & (\mathbf{I}-\alpha \mathbf{W})^{-1}\left\{\mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}+\left[\mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}\right]^{\top}\right\}\left[(\mathbf{I}-\alpha \mathbf{W})^{-1}\right]^{\top} \\
= & (\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}\left[(\mathbf{I}-\alpha \mathbf{W})^{-1}\right]^{\top} \\
& +\left\{(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}\left[(\mathbf{I}-\alpha \mathbf{W})^{-1}\right]^{\top}\right\}^{\top} \tag{12}
\end{align*}
$$

with the diagonal of $\mathbf{\Upsilon}$ equal to
$\operatorname{diag}(\Upsilon)=2 \times \operatorname{diag}\left((\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}\left[(\mathbf{I}-\alpha \mathbf{W})^{-1}\right]^{\top}\right)$
Having closed formulas for the gradients help to accelerate the numerical optimization process. However, because they depend on the spatial lag operator inverse, which has to be computed on each iteration, the estimation procedure becomes computationally burdensome, especially for large samples and/or dense spatial weighting matrices. To solve this issue, Klier and McMillen (2008) suggest a first order Taylor series approximation of model (5) around $\alpha=0$. In this way, the previous iterative GMM procedure is simplified, because no large matrices need to be inverted. The major drawback of this approach is related to the poor accuracy of the estimates for the spatial lag parameter when $\alpha>0.5$.

Another possibility is to address the previously mentioned computational issues through the approximation of the spatial lag operator inverse. Under this approach, the nonlinearity of model (5) is preserved and the estimates for the spatial lag parameter yield reasonable results for all admissible values of $\alpha$. The methods that are commonly used in the literature are presented in the section below.

## 3. Approximation methods for the spatial lag operator inverse

To deal with the computational issues related to the inversion of the spatial lag operator, several methods have been proposed in the literature. These methods approach the matrix inversion explicitly or implicitly. For the explicit methods, the $N \times N$ spatial lag operator inverse is explicitly obtained; examples are the Taylor series approximation, the Chebyshev approximation (Pace and LeSage, 2004) and the eigendecomposition of the spatial weighting matrix. For the implicit methods, a system that involves the spatial lag operator (usually a matrix-vector product) is solved and a $N \times 1$ vector is obtained rather than a $N \times N$ matrix; examples are the Cholesky decomposition (Pace and Barry, 1997a,b), the LU decomposition and the conjugate gradient (Smirnov, 2005, 2010). Before presenting the details of the previous methods, a set of assumptions are stated. Note that these assumptions are already commonly used in the literature of spatial binary choice models (see e.g., Baltagi et al., 2016; Billé, 2013).

### 3.1. Assumptions

Focusing on the properties of an initial spatial weighting matrix, $\mathbf{W}_{0}$, it is assumed that:

Assumption 1. The matrix $\mathbf{W}_{0}$ is non-stochastic and diagonalizable.
Assumption 2. All of the diagonal elements of $\mathbf{W}_{0}$ are equal to zero.
Assumption 3. The matrix $\left(\mathbf{I}-\alpha \mathbf{W}_{0}\right)$ is non-singular for all $\alpha \in$ $\left(-1 /|\lambda|_{0, \text { max }}, 1 /|\lambda|_{0, \text { max }}\right)$, where $|\lambda|_{0, \text { max }}$ is the largest absolute eigenvalue of $\mathbf{W}_{0}$. Additionally, $|\lambda|_{0, \max }$ is assumed to be bounded away from zero by some fixed constant $c_{\lambda_{0, \max }}$.

Assumption 4. Both row and column sums of $\mathbf{W}_{0}$ and $\left(\mathbf{I}-\alpha \mathbf{W}_{0}\right)^{-1}$ are uniformly bounded in absolute value by some constant $c_{\mathrm{W}_{0}}$, with $0<c_{\mathrm{W}_{0}}<$
$\infty$.
Assumption 5. The matrix $\mathbf{W}$ is row-normalized and equal to $\mathbf{D}_{R}^{-1} \mathbf{W}_{0}$, where $\mathbf{D}_{R}$ is a $N \times N$ diagonal matrix whose diagonal elements are the row sums of $\mathbf{W}_{0}$.

Remark 1. Under Assumption 5 the following properties are verified:
(a) W is non-symmetric;
(b) The eigenvalues of W are, in absolute value, less than or equal to one;
(c) The largest absolute eigenvalue of $\mathbf{W},|\lambda|_{\max }$, is equal to one;
(d) The eigenvector of $\mathbf{W}$ associated with the largest absolute eigenvalue is the vector of ones, $\boldsymbol{t}$;
(e) The matrix $(\mathbf{I}-\alpha \mathbf{W})$ is non-singular for all $\alpha \in(-1,1)$ (see also Kelejian and Robinson, 1995).

Alternatively, $\mathbf{W}_{0}$ can be normalized through the transformation $\mathbf{W}_{\text {sim }}=\mathbf{D}_{R}^{-1 / 2} \mathbf{W}_{0} \mathbf{D}_{R}^{-1 / 2}$ (Ord, 1975), where $\mathbf{W}_{\text {sim }}$ is a $N \times N$ matrix that is similar to $\mathbf{W}$. In fact, $\mathbf{W}_{\text {sim }}$ can be written as $\mathbf{D}_{R}^{1 / 2} \mathbf{W D}_{R}^{-1 / 2}$. By definition, the eigenvalues of $\mathbf{W}_{\text {sim }}$ and $\mathbf{W}$ are equal, which imply that their eigenvectors are directly related. Also, in general, $\mathbf{W}_{\text {sim }}$ is nonsymmetric. However, if $\mathbf{W}_{0}$ is symmetric, then $\mathbf{W}_{\text {sim }}$ is symmetric as well. ${ }^{3}$ A later discussion on the eigendecomposition of $\mathbf{W}$ will recover this result.

### 3.2. Explicit methods

Consider the Taylor series expansion of the inverse:
$(\mathbf{I}-\alpha \mathbf{W})^{-1}=\mathbf{I}+\alpha \mathbf{W}+\alpha^{2} \mathbf{W}^{2}+\alpha^{3} \mathbf{W}^{3}+\ldots=\sum_{h=0}^{\infty} \alpha^{h} \mathbf{W}^{h}$
which converges absolutely for all $\alpha \in(-1,1)$. Following LeSage and Pace (2009), the series (14) is partitioned into a finite lower-order and an infinite higher-order series:
$(\mathbf{I}-\alpha \mathbf{W})^{-1}=\sum_{h=0}^{q} \alpha^{h} \mathbf{W}^{h}+\sum_{h=q+1}^{\infty} \alpha^{h} \mathbf{W}^{h}$
As suggested by several authors (Arbia, 2014; Elhorst, 2014; LeSage and Pace, 2009, to name a few), for the case where $\alpha$ quickly converges to zero, $(\mathbf{I}-\alpha \mathbf{W})^{-1}$ can be accurately approximated through the finite lower-order series:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \approx \sum_{h=0}^{q} \alpha^{h} \mathbf{W}^{h}$
where $q$ is small. The expression (16) corresponds to the Taylor series approximation of the spatial lag operator inverse.

The Chebyshev approximation (Pace and LeSage, 2004) for the spatial lag operator inverse is:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \approx\left[\sum_{h=0}^{q} c_{l}(\alpha) T_{h}(\mathbf{W})\right]-\frac{1}{2} c_{0}(\alpha) \mathbf{I}$
where
$c_{l}(\alpha)=\frac{2}{q+1} \sum_{m=1}^{q+1} f\left(x_{m}\right) \cos \left(\frac{\pi l\left(m-\frac{1}{2}\right)}{q+1}\right)$
$x_{m}=\cos \left(\frac{\pi\left(m-\frac{1}{2}\right)}{q+1}\right)$
$f(x)=(1-\alpha x)^{-1}$

[^2]and $T_{k+1}(\mathbf{W})=2 \mathbf{W} T_{k}(\mathbf{W})-T_{k-1}(\mathbf{W})$, for $k \geq 1$, with $T_{0}(\mathbf{W})=\mathbf{I}$ and $T_{1}(\mathbf{W})=\mathbf{W}$. The scalars $c_{l}(\alpha)$, with $l=0,1,2, \ldots, q$ are the Chebyshev coefficients and depend on the spatial lag parameter. The functions $T_{k}(\mathrm{~W})$, with $k=0,1,2, \ldots, q$ are the Chebyshev polynomials and depend only on the spatial weighting matrix.

Finally, consider the eigendecomposition of the spatial lag operator inverse:

$$
\begin{align*}
(\mathbf{I}-\alpha \mathbf{W})^{-1} & =\mathbf{I}+\alpha \mathbf{W}+\alpha^{2} \mathbf{W}^{2}+\alpha^{3} \mathbf{W}^{3}+\ldots \\
& =\mathbf{I}+\alpha \mathbf{V} \Lambda \mathbf{V}^{-1}+\alpha^{2}\left(\mathbf{V} \Lambda \mathbf{V}^{-1}\right)^{2}+\alpha^{3}\left(\mathbf{V} \Lambda \mathbf{V}^{-1}\right)^{3}+\ldots \\
& =\mathbf{I}+\alpha \mathbf{V} \Lambda \mathbf{V}^{-1}+\alpha^{2} \mathbf{V} \Lambda^{2} \mathbf{V}^{-1}+\alpha^{3} \mathbf{V} \Lambda^{3} \mathbf{V}^{-1}+\ldots  \tag{21}\\
& =\mathbf{V}\left(\mathbf{I}+\alpha \Lambda+\alpha^{2} \Lambda^{2}+\alpha^{3} \Lambda^{3}+\ldots\right) \mathbf{V}^{-1} \\
& =\mathbf{V}(\mathbf{I}-\alpha \Lambda)^{-1} \mathbf{V}^{-1}
\end{align*}
$$

where the $N \times N$ diagonal matrix $\boldsymbol{\Lambda}$ contains the corresponding eigenvalues of W and the $N \times N$ matrix V contains, on each column, the $i$ th eigenvector associated with the $i$ th eigenvalue of $\mathbf{W}$. Contrary to the previous approximation methods, the expression in (21) is exact. Also, the inverse of the eigenvector matrix is only required to be computed once. Nevertheless, for the case where $\mathbf{W}_{\text {sim }}$ is symmetric, the eigenvectors in (21) can be expressed as orthogonal eigenvectors. In fact, replacing $\mathbf{W}_{\text {sim }}$ in (21) yields:

$$
\begin{align*}
(\mathbf{I}-\alpha \mathbf{W})^{-1} & =\mathbf{D}_{R}^{-1 / 2}\left(\mathbf{I}-\alpha \mathbf{W}_{\text {sim }}\right)^{-1} \mathbf{D}_{R}^{1 / 2} \\
& =\mathbf{D}_{R}^{-1 / 2} \mathbf{V}_{\text {sim }}(\mathbf{I}-\alpha \Lambda)^{-1} \mathbf{V}_{\text {sim }}^{\top} \mathbf{D}_{R}^{1 / 2} \tag{22}
\end{align*}
$$

where the only matrix that is required to be computed is the $N \times N$ matrix $\mathbf{V}_{\text {sim }}$, that correspond to the orthogonal eigenvectors of $\mathbf{W}_{\text {sim }}$.

It is important to note that these methods can also be applied to approximate other matrix operations. In particular, they are useful to derive approximate or exact expressions for the matrix $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$, the diagonal elements of $\mathbf{Y}$ and the diagonal elements of $\boldsymbol{\Sigma}$, that are required in the computation of the gradients (10) and (11), on each iteration.

Focusing on the term $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$, the series expansion is given by:

$$
\begin{align*}
(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1} & =\mathbf{W}+2 \alpha \mathbf{W}^{2}+3 \alpha^{2} \mathbf{W}^{3}+\ldots \\
& =\sum_{h=0}^{\infty}(h+1) \alpha^{h} \mathbf{W}^{h+1} \tag{23}
\end{align*}
$$

and the lower-order Taylor series approximation is:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1} \approx \sum_{h=0}^{q}(h+1) \alpha^{h} \mathbf{W}^{h+1}$
Therefore, the diagonal of $\mathbf{Y}$ is approximately equal to:
$\operatorname{diag}(\Upsilon) \approx 2 \times \operatorname{diag}\left(\sum_{j=1}^{N}\left(\left[\sum_{h=0}^{q}(h+1) \alpha^{h} \mathbf{W}^{h+1}\right] \circ\left[\sum_{h=0}^{q} \alpha^{h} \mathbf{W}^{h}\right]\right)_{i, j}\right)$
where " $\circ$ " is the Hadamard product operator. The previous expression implies that the diagonal elements of $\mathbf{Y}$ are approximately given by the row sums of the Hadamard product between the approximation of the matrix $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$ and the approximation of the matrix $(\mathbf{I}-\alpha \mathbf{W})^{-1}$ - the spatial lag operator inverse.

Analogously, the Chebyshev approximation of $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$ is given by (17), where the Chebyshev coefficients are replaced by the function $f(x)=x /(1-\alpha x)^{2}$, and the eigendecomposition of $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$ is:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}=\mathbf{V} \Lambda(\mathbf{I}-\alpha \Lambda)^{-2} \mathbf{V}^{-1}$
For the case where $\mathbf{W}_{\text {sim }}$ is symmetric, (26) can be written as:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}=\mathbf{D}_{R}^{-1 / 2} \mathbf{V}_{\text {sim }} \Lambda(\mathbf{I}-\alpha \Lambda)^{-2} \mathbf{V}_{s i m}^{\top} \mathbf{D}_{R}^{1 / 2}$

Again, note that (26) and (27) are exact expressions.
With regard to the diagonal elements of $\boldsymbol{\Sigma}$, they can be obtained as the row sums of the Hadamard square of the approximated or exact expression for the spatial lag operator inverse.

Nevertheless, these approaches can still be extremely demanding if the sample size is large and/or the spatial weighting matrix is dense. This is because, for both Taylor series and Chebyshev approximation, there are as many matrix operations as the number of lower-order powers of $\mathbf{W}$, and, for the eigendecomposition, the full eigensystem is required. Also, the approximate functional form for the elements of the approximated matrices is complicated, especially for the elements of the spatial lag operator inverse.

### 3.3. Implicit methods

The implicit methods used to compute the inverse of the spatial lag operator are based in the solution of the following equation:
$(\mathbf{I}-\alpha \mathbf{W}) \varepsilon=\boldsymbol{\xi}$
for $\varepsilon$, where $\varepsilon$ and $\xi$ are $N \times 1$ vectors.
Consider the LU decomposition, which generalizes the Cholesky decomposition to non-symmetric matrices. Following LeSage and Pace (2009), suppose that $(\mathbf{I}-\alpha \mathbf{W})=\mathbf{L U}$. The solution for the system $\mathbf{L U} \varepsilon=\xi$ is identical to the solution for $\mathbf{L} v=\xi$, where $v=U \varepsilon$.

The conjugate gradient method (Smirnov, 2005, 2010) is a numerical method that minimizes the quadratic form:
$\mathfrak{f}(\varepsilon)=\frac{1}{2} \varepsilon^{\top}(\mathbf{I}-\alpha \mathbf{W}) \varepsilon-\varepsilon^{\top} \boldsymbol{\xi}$
based on orthogonal descent directions.
In contrast to the explicit methods, the implicit methods have the advantage that the $N \times N$ inverse is not explicitly computed. However, for the LU decomposition the spatial lag operator has to be decomposed into a lower triangular and upper triangular matrix, which can be computationally demanding if the sample size is large and/or the spatial weighting matrix is dense. As for the conjugate gradient method, it may not converge for certain designs of $\mathbf{W}$ because it is not accurate for matrices that are not symmetric and positive definite. Also, no functional form for the elements of the spatial lag operator inverse is available.

## 4. The new explicit approximation method based on known matrices

In this section a new explicit method to obtain the inverse of the spatial lag operator is proposed. Consider the series expansion of the inverse in (14). The idea is to approximate the powers $h \geq 2$ of $\mathbf{W}$ by a "long run" matrix, $\mathbf{W}^{\infty}$, which is obtained from the limiting properties of the eigenstructure of $\mathbf{W}$ and it is equal to a simple matrix-vector product. In this way, no additional matrix operations are required and a closed formula for the elements of the spatial lag operator inverse are available and deduced. The details of this new procedure are presented and discussed below.

Consider that the assumptions of Section 3.1 hold. In addition, consider the following assumption on the eigenstructure of $\mathbf{W}$ :
Assumption 6. The algebraic multiplicity of $|\lambda|_{\max }$, amult $\left(|\lambda|_{\max }\right)$, is equal to one. For a block diagonal $\mathbf{W}$, the largest absolute eigenvalue of each block has algebraic multiplicity equal to one.

Note that, in general, the cases where the algebraic multiplicity of $|\lambda|_{\text {max }}$ is greater than one are those where there are only one or two neighbors for every spatial unit. In practice, this assumption is not too restrictive, because, in most of the applications, there are more than two neighbors for every spatial unit or there are few spatial units with less than two neighbors. Nevertheless, this assumption can be relaxed,
but at a cost of computational accuracy, as it will be shown in a Monte Carlo simulation study.

Now, under Assumption 1 to Assumption 6, the approximation of the spatial lag operator inverse is given by:

$$
\begin{align*}
(\mathbf{I}-\alpha \mathbf{W})^{-1} & =\mathbf{I}+\alpha \mathbf{W}+\alpha^{2} \mathbf{W}^{2}+\alpha^{3} \mathbf{W}^{3}+\cdots+\alpha^{q} \mathbf{W}^{q}+\ldots \\
& \approx \mathbf{I}+\alpha \mathbf{W}+\alpha^{2} \mathbf{W}^{\infty}+\alpha^{3} \mathbf{W}^{\infty}+\cdots+\alpha^{q} \mathbf{W}^{\infty}+\ldots  \tag{30}\\
& =\mathbf{I}+\alpha \mathbf{W}+\frac{\alpha^{2}}{1-\alpha} \mathbf{W}^{\infty}
\end{align*}
$$

which converges absolutely for all $\alpha$ in the parameter space (see Assumption 5 and Kelejian and Robinson, 1995). The $N \times N$ matrix $\mathbf{W}^{\infty}$ is the "long run" matrix and equal to $\lim _{h \rightarrow \infty} \mathbf{W}^{h}$. Since the eigendecomposition of $\mathbf{W}$ is available, $\mathbf{W}^{\infty}$ can also be written as:

$$
\begin{align*}
\mathbf{W}^{\infty} & =\lim _{h \rightarrow \infty} \mathbf{W}^{h}=\mathbf{V}\left(\lim _{h \rightarrow \infty} \Lambda^{h}\right) \mathbf{V}^{-1} \\
& =\mathbf{V}\left[\lim _{h \rightarrow \infty} \operatorname{diag}\left(1^{h}, \lambda_{2}^{h}, \lambda_{3}^{h} \ldots, \lambda_{N}^{h}\right)\right] \mathbf{V}^{-1} \\
& =\mathbf{V}\left[\begin{array}{cccc}
1 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right] \mathbf{V}^{-1}=\operatorname{col}(\mathbf{V})_{1} \operatorname{row}\left(\mathbf{V}^{-1}\right)_{1} \tag{31}
\end{align*}
$$

because the eigenvalues $\lambda_{2}, \lambda_{3} \ldots, \lambda_{N}$ are, in absolute value, less than one. Also, $\lambda_{1}=|\lambda|_{\max }=1$ (see Assumption 5 and Assumption 6). The $N \times 1$ vector $\operatorname{col}(\mathbf{V})_{1}$ is the first column of V and the $1 \times N$ vector $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ is the first row of $\mathbf{V}^{-1}$. It is important to note that obtaining these vectors entail drastically different implications. On one hand, the expression for $\operatorname{col}(\mathbf{V})_{1}$ is exact and equal to $N \times 1$ vector of ones, $\boldsymbol{l}$ (see Assumption 5). On the other hand, to obtain $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ the entire linear system has to be solved, which becomes computationally infeasible in large samples.

Here, the issue related to the computation of row $\left(\mathbf{V}^{-1}\right)_{1}$ is addressed through the orthogonalization of the eigenvectors of $\mathbf{W}$, analogous to the approach presented in Section 3.2 for the eigendecomposition problem. The similar matrix, $\mathbf{W}_{\text {sim }}$, is used, because the eigenvectors are related to those of $\mathbf{W}$. However, as previously mentioned, $\mathbf{W}_{\text {sim }}$ is not necessarily symmetric, as it depends on the properties of the initial spatial weighting matrix, $\mathbf{W}_{0}$. Therefore, for the case where $\mathbf{W}_{\text {sim }}$ is symmetric, $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ can be straightforwardly written as a function of an orthogonal eigenvector. For the case where $\mathbf{W}_{\text {sim }}$ is not symmetric, a "symmetrization" procedure is suggested, such that $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ can be approximated by a function of an orthogonal eigenvector.

In the next subsections, the exact and approximated expressions for $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ are derived, according to the symmetric and non-symmetric scenarios of $\mathbf{W}_{0}$. Also, it will be shown that, the expressions for $\operatorname{row}\left(\mathbf{V}^{-1}\right)_{1}$ are based on known quantities. In this way, the approximated expressions for the elements of the spatial lag operation inverse will be derived, as well.

### 4.1. Case 1: symmetric $\boldsymbol{W}_{0}$

Consider that $\mathbf{W}_{0}$ is symmetric. Therefore, $\mathbf{W}_{\text {sim }}$ is also symmetric. Because $\mathbf{W}_{\text {sim }}$ can be written as a function of $\mathbf{W}$, consider the eigendecomposition for both matrices:
$\mathbf{W}_{\text {sim }}=\mathbf{D}_{R}^{1 / 2} \mathbf{W D}_{R}^{-1 / 2} \Leftrightarrow \mathbf{V}_{\text {sim }} \Lambda \mathbf{V}_{\text {sim }}^{\top}=\mathbf{D}_{R}^{1 / 2} \mathbf{V} \Lambda \mathbf{V}^{-1} \mathbf{D}_{R}^{-1 / 2}$
where $\boldsymbol{\Lambda}$ is equal in both sides of the equation due to matrix similarity. The equation above implies that the eigenvectors of $\mathbf{W}_{\text {sim }}$ and the eigenvectors of $\mathbf{W}$ are related in the following way:
$\mathbf{V}_{\text {sim }}=\mathbf{D}_{R}^{1 / 2} \mathbf{V}$ and $\mathbf{V}_{\text {sim }}^{\top}=\mathbf{V}^{-1} \mathbf{D}_{R}^{-1 / 2}$, but also $\mathbf{V}_{\text {sim }}^{\top}=\mathbf{V}^{\top} \mathbf{D}_{R}^{1 / 2}$

Consider the $h$ th power of (32):

$$
\begin{align*}
\mathbf{V}_{\text {sim }} \Lambda^{h} \mathbf{V}_{\text {sim }}^{\top} & =\mathbf{D}_{R}^{1 / 2} \mathbf{V} \Lambda^{h} \mathbf{V}^{-1} \mathbf{D}_{R}^{-1 / 2} \Leftrightarrow \\
\Leftrightarrow \mathbf{D}_{R}^{-1 / 2} \mathbf{V}_{\text {sim }} \Lambda^{h} \mathbf{V}_{\text {sim }}^{\top} \mathbf{D}_{R}^{1 / 2} & =\mathbf{V} \Lambda^{h} \mathbf{V}^{-1} \tag{34}
\end{align*}
$$

Using the eigenvector relationship in (33) yields:
$\mathbf{D}_{R}^{-1 / 2}\left(\mathbf{D}_{R}^{1 / 2} \mathbf{v}\right) \Lambda^{h}\left(\mathbf{V}^{\top} \mathbf{D}_{R}^{1 / 2}\right) \mathbf{D}_{R}^{1 / 2}=\mathbf{V} \Lambda^{h} \mathbf{V}^{-1}$
Now, as $h \rightarrow \infty$ :

$$
\begin{align*}
\mathbf{W}^{\infty}= & \frac{1}{\left\|\mathbf{D}_{R}^{1 / 2} \operatorname{col}(\mathbf{V})_{12}\right\| \operatorname{col}(\mathbf{V})_{1}^{\top} \mathbf{D}_{R}^{1 / 2} \|_{2}} \\
& \times \mathbf{D}_{R}^{-1 / 2}\left(\mathbf{D}_{R}^{1 / 2} \operatorname{col}(\mathbf{V})_{1} \operatorname{col}(\mathbf{V})_{1}^{\top} \mathbf{D}_{R}^{1 / 2}\right) \mathbf{D}_{R}^{1 / 2} \\
= & \frac{1}{\left[\sqrt{\left(d_{R, 1}^{1 / 2}\right)^{2}+\left(d_{R, 2}^{1 / 2}\right)^{2}+\cdots+\left(d_{R, N}^{1 / 2}\right)^{2}}\right]^{2}} \times \boldsymbol{l l}^{\top} \mathbf{D}_{R}  \tag{36}\\
= & \left(\sum_{i=1}^{N} d_{R, i}\right)^{-1} \times \mathbf{J} \mathbf{D}_{R}
\end{align*}
$$

where $d_{R, i}$ is the sum of the $i$ th row of $\mathbf{W}_{0}$ and $\mathbf{J}$ is the $N \times N$ matrix of ones. The "long run" matrix, $\mathbf{W}^{\infty}$, is rescaled by the sum of all rows of $\mathbf{W}_{0}$ because the first eigenvector of $\mathbf{W}$ is now orthogonal. There are two major advantages related to this expression. First, the matrix $\mathbf{W}^{\infty}$ is given by a simple matrix-vector product, since $\mathbf{D}_{R}$ is a diagonal matrix. Second, each element of the matrix $\mathbf{W}^{\infty}$ have an exact closed formula:
$w_{i, j}^{\infty}=\left(\sum_{i=1}^{N} d_{R, i}\right)^{-1} \times d_{R, j}$
which implies that the rows of $\mathbf{W}^{\infty}$ are all equal and given by the sum of the $i$ th row of $\mathbf{W}_{0}$, that is $\operatorname{row}\left(\mathbf{W}^{\infty}\right)_{i}=\left(d_{R, 1}, d_{R, 2}, \ldots, d_{R, N}\right)$, for all $i$.

Plugging (36) into (30), the approximation of the spatial lag operator inverse is given by:
$(\mathbf{I}-\alpha \mathbf{W})^{-1} \approx \mathbf{I}+\alpha \mathbf{W}+\frac{\alpha^{2}}{1-\alpha}\left(\sum_{i=1}^{N} d_{R, i}\right)^{-1} \mathbf{J D}_{R}$
which still converges absolutely for all $\alpha$ in the parameter space, because the expression for $\mathbf{W}^{\infty}$ is exact. Also, an approximate closed formula is available for the elements of $(\mathbf{I}-\alpha \mathbf{W})^{-1}$ :
$\left((\mathbf{I}-\alpha \mathbf{W})^{-1}\right)_{i, j} \approx \mathbb{1}_{i=j}+\alpha \times w_{i, j}+\frac{\alpha^{2}}{1-\alpha} \times\left(\sum_{i=1}^{N} d_{R, i}\right)^{-1} \times d_{R, j}$
where $\mathbb{1}_{i=j}$ is the indicator function that is equal to one if $i=j$ and equal to zero if $i \neq j$, for all $i, j=1,2, \ldots, N$. The accuracy of this approximation depends on how fast the powers of the eigenvalues $\lambda_{2}, \lambda_{3}, \ldots, \lambda_{N}$ converge to zero, for a given value of $\alpha$. In fact, this is a special case of the approximation method proposed by Griffith (2000), for linear models.

The expressions for the approximation of the spatial lag operator inverse, in (38) and (39), allow for an interesting interpretation of the product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$ which is approximately equal to $\mathbf{X}+\alpha \mathbf{W} \mathbf{X}+$ $\alpha^{2} /(1-\alpha)^{-1}\left(\sum_{i=1}^{N} d_{R, i}\right)^{-1} \mathbf{J D}_{R} \mathbf{X}$. This means that the previous matrix product can be decomposed into the original matrix $\mathbf{X}$, a spatial lag of the matrix $\mathbf{X}$ and the "long run" spatial lag of the matrix $\mathbf{X}$, that incorporates the bilateral effects (the combination of the neighboring effects on a given unit and the effects of a given unit on its neighbors).

Note that the previous results are valid when $\mathbf{W}$ is columnnormalized or when $\mathbf{W}$ is doubly stochastic (simultaneously row- and column-normalized). For the first case, the approximation method is applied to $\mathbf{W}^{\top}$, because it is row stochastic. For the second case, considering that $\mathbf{W}_{0}$ is symmetric, the doubly stochastic $\mathbf{W}$ is also symmetric,
which implies that its eigenvectors are already orthogonal and the "long run" matrix simplifies to $\mathbf{W}^{\infty}=(1 / n) \mathbf{J} .^{4}$

### 4.2. Case 2: non-symmetric $\boldsymbol{W}_{0}$

Consider that $\mathbf{W}_{0}$ is non-symmetric. In this case, the previous result for $\mathbf{W}^{\infty}$ is not valid. To see this write $\mathbf{W}_{\text {sim }}$ as a function of $\mathbf{W}$ and consider the eigendecomposition for both matrices:
$\mathbf{W}_{\text {sim }}=\mathbf{D}_{R}^{1 / 2} \mathbf{W D}_{R}^{-1 / 2} \Leftrightarrow \mathbf{V}_{\text {sim }} \Lambda \mathbf{V}_{\text {sim }}^{-1}=\mathbf{D}_{R}^{1 / 2} \mathbf{V} \Lambda \mathbf{V}^{-1} \mathbf{D}_{R}^{-1 / 2}$
with $\mathbf{V}_{\text {sim }}^{-1} \neq \mathbf{V}_{\text {sim }}^{\top}$ because the eigenvectors of $\mathbf{W}_{\text {sim }}$ are no longer orthogonal. Therefore, to approximate the spatial lag operator inverse without additional computational burden, it is crucial to obtain an expression for $\mathbf{V}_{\text {sim }}^{-1}$ based on a symmetric matrix.

Let $\mathbf{W}_{0}^{*}$ be the "symmetrized" variant of $\mathbf{W}_{0}$, such that if unit $j$ is a neighbor of unit $i$, then unit $i$ is also a neighbor of unit $j$ with equal weight, for all $i, j=1,2, \ldots, N$ and $i \neq j$. This follows as:
$\mathbf{W}_{0}^{*}=\mathbf{W}_{0}-\frac{1}{2}\left\{\mathbf{W}_{0}-\mathbf{W}_{0}^{\top}-\left[\left(\mathbf{W}_{0}-\mathbf{W}_{0}^{\top}\right)^{\circ 2}\right]^{\circ \frac{1}{2}}\right\}=\mathbf{W}_{0}+\mathbf{A}$
where A is the $N \times N$ "symmetrization" matrix. The operators " $\circ 2$ " and " $\circ \frac{1}{2}$ " are element-wise operations and correspond to the Hadamard square and to the Hadamard square root, respectively. Also, as in the previous case, a row-normalized matrix and a similar matrix can be defined, based on $\mathbf{W}_{0}^{*}$. The row normalized matrix is equal to $\mathbf{W}^{*}=\mathbf{D}_{R^{*}}^{-1} \mathbf{W}_{0}^{*}$, where $\mathbf{D}_{R^{*}}$ is a $N \times N$ diagonal matrix whose diagonal elements are the row sums of $\mathbf{W}_{0}^{*}$, and the similar matrix is $\mathbf{W}_{\text {sim }}^{*}=\mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{W}_{0}^{*} \mathbf{D}_{R^{*}}^{-1 / 2}$. Note that, here, the previous assumptions (see Section 3.1) are also valid for $\mathbf{W}_{0}^{*}, \mathbf{W}^{*}$ and $\mathbf{W}_{\text {sim }}^{*}$.

For A close to the null matrix, $\mathbf{0}$, the matrix $\mathbf{W}_{0}$ is well approximated by $\mathbf{W}_{0}^{*}$. Then the eigenvectors of $\mathbf{W}_{\text {sim }}$ can be approximated by the orthogonal eigenvectors of $\mathbf{W}_{\text {sim }}^{*}$. To see this, write $\mathbf{W}_{\text {sim }}^{*}$ as a function of $\mathbf{W}_{\text {sim }}$ and consider the eigendecomposition for both matrices:

$$
\begin{align*}
& \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{W}_{0}^{*} \mathbf{D}_{R^{*}}^{-1 / 2} \approx \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{W}_{0} \mathbf{D}_{R^{*}}^{-1 / 2} \Leftrightarrow \\
& \Leftrightarrow \mathbf{W}_{s i m}^{*} \approx \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R}^{-1 / 2} \mathbf{W}_{0} \mathbf{D}_{R}^{-1 / 2} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R^{*}}^{-1 / 2} \Leftrightarrow \\
& \Leftrightarrow \mathbf{W}_{s i m}^{*} \approx \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{D}_{R}^{1 / 2} \mathbf{W}_{s i m} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R^{*}}^{-1 / 2} \Leftrightarrow  \tag{42}\\
& \Leftrightarrow \mathbf{V}_{s i m}^{*} \Lambda^{*}\left(\mathbf{V}_{s i m}^{*}\right)^{\top} \approx \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{D}_{R}^{1 / 2} \mathbf{V}_{s i m} \Lambda \mathbf{V}_{s i m}^{-1} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R^{*}}^{-1 / 2}
\end{align*}
$$

where the $N \times N$ diagonal matrix $\Lambda^{*}$ contains the corresponding eigenvalues of $\mathbf{W}_{s i m}^{*}$ and the $N \times N$ matrix $\mathbf{V}_{\text {sim }}^{*}$ contains, on each column, the $i$ th eigenvector associated with the $i$ th eigenvalue of $\mathbf{W}_{\text {sim }}^{*}$. Note that $\boldsymbol{\Lambda}^{*}$ and $\boldsymbol{\Lambda}$ are not equal, but because $\mathbf{W}_{\text {sim }}^{*}$ and $\mathbf{W}_{\text {sim }}$ are similar to the corresponding row-normalized matrices, $\lim _{h \rightarrow \infty}\left(\Lambda^{*}\right)^{h}=\lim _{h \rightarrow \infty} \Lambda^{h}$. Also, the equation above implies that the eigenvectors of $\mathbf{W}_{\text {sim }}^{*}$ and the eigenvectors of $\mathbf{W}_{\text {sim }}$ are approximately related as:

$$
\begin{align*}
\mathbf{V}_{s i m}^{*} & \approx \mathbf{D}_{R^{*}}^{-1 / 2} \mathbf{D}_{R}^{1 / 2} \mathbf{V}_{\text {sim }} \text { and }\left(\mathbf{V}_{\text {sim }}^{*}\right)^{\top} \\
& \approx \mathbf{V}_{s i m}^{-1} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R^{*}}^{-1 / 2}, \text { but also }\left(\mathbf{V}_{s i m}^{*}\right)^{\top} \approx \mathbf{V}_{s i m}^{\top} \mathbf{D}_{R}^{1 / 2} \mathbf{D}_{R^{*}}^{-1 / 2} \tag{43}
\end{align*}
$$

where $\mathbf{V}_{\text {sim }}^{-1}$ can be straightforwardly approximated by $\left(\mathbf{V}_{s i m}^{*}\right)^{\top} \mathbf{D}_{R^{*}}^{1 / 2} \mathbf{D}_{R}^{-1 / 2}$. Analogously to the results in (32) and (33), the eigenvectors of $\mathbf{W}_{\text {sim }}^{*}$ are related to the eigenvectors of $\mathbf{W}^{*}$ as $\mathbf{V}_{\text {sim }}^{*}=\mathbf{D}_{R^{*}}^{1 / 2} \mathbf{V}^{*}$. This implies that:
$\mathbf{V}_{\text {sim }}^{-1} \approx\left(\mathbf{V}^{*}\right)^{\top} \mathbf{D}_{R^{*}}^{1 / 2} \mathbf{D}_{R^{*}}^{1 / 2} \mathbf{D}_{R}^{-1 / 2}$

[^3]Consider the $h$ th power of (40):

$$
\begin{align*}
\mathbf{V}_{\text {sim }} \Lambda^{h} \mathbf{V}_{\text {sim }}^{-1} & =\mathbf{D}_{R}^{1 / 2} \mathbf{V} \Lambda^{h} \mathbf{V}^{-1} \mathbf{D}_{R}^{-1 / 2} \Leftrightarrow \\
\Leftrightarrow \mathbf{D}_{R}^{-1 / 2} \mathbf{V}_{s i m} \Lambda^{h} \mathbf{V}_{\text {sim }}^{-1} \mathbf{D}_{R}^{1 / 2} & =\mathbf{V} \Lambda^{h} \mathbf{V}^{-1} \tag{45}
\end{align*}
$$

Using the eigenvector relationships in (33) and (43) yields:
$\mathbf{D}_{R}^{-1 / 2}\left(\mathbf{D}_{R}^{1 / 2} \mathbf{V}\right) \Lambda^{h}\left\{\left[\left(\mathbf{V}^{*}\right)^{\top} \mathbf{D}_{R^{*}}^{1 / 2}\right] \mathbf{D}_{R^{*}}^{1 / 2} \mathbf{D}_{R}^{-1 / 2}\right\} \mathbf{D}_{R}^{1 / 2}=\mathbf{V} \Lambda^{h} \mathbf{V}^{-1}$
Note that $\mathbf{V}_{\text {sim }}=\mathbf{D}_{R}^{1 / 2} \mathbf{V}$ because no approximation is required, then the result in (33) holds. Now, as $h \rightarrow \infty$ :

$$
\begin{align*}
\mathbf{W}^{\infty} \approx & \frac{1}{\left\|\mathbf{D}_{R}^{1 / 2} \operatorname{col}(\mathbf{V})_{1}\right\|_{2}\left\|\operatorname{col}\left(\mathbf{V}^{*}\right)_{1}^{\top} \mathbf{D}_{R^{*}}^{1 / 2}\right\|_{2}} \\
& \times \mathbf{D}_{R}^{-1 / 2}\left(\mathbf{D}_{R}^{1 / 2} \operatorname{col}(\mathbf{V})_{1} \operatorname{col}\left(\mathbf{V}^{*}\right)_{1}^{\top} \mathbf{D}_{R^{*}}^{1 / 2}\right) \mathbf{D}_{R^{*}}^{1 / 2}  \tag{47}\\
= & \left(\sum_{i=1}^{N} d_{R, i}\right)^{-1 / 2}\left(\sum_{i=1}^{N} d_{R, i}^{*}\right)^{-1 / 2} \times \mathbf{J D}_{R^{*}}
\end{align*}
$$

where $d_{R, i}^{*}$ is the sum of the $i$ th row of $\mathbf{W}_{0}^{*}$ and $\operatorname{col}\left(\mathbf{V}^{*}\right)_{1}=\boldsymbol{\imath}$ because $\mathbf{W}^{*}$ is row-normalized. As before, the "long run" matrix, $\mathbf{W}^{\infty}$, is rescaled due to the orthogonalization of the first eigenvector of $\mathbf{W}$. In this case, the geometric mean between the sum of all rows of $\mathbf{W}_{0}$ and $\mathbf{W}_{0}^{*}$ is used. The remaining results are straightforward.

## 5. GMM estimation with approximated gradients

The estimation of model (5) is addressed through a variant of the iterative GMM estimator of Klier and McMillen (2008). The iterative procedure deduced in Section 2 is used and the $N$-dimensional matrix operations from the individual gradients (10) and (11) are approximated, considering the new method presented in Section 4. Under this approach, it is no longer required to compute the inverse of the spatial lag operator and related matrix operations on each iteration. Also, it is possible to deduce approximate closed formulas for the elements of the approximated matrices. In this way, the overall computational complexity and the computational time of the estimation is significantly reduced.

As in Section 3.2, consider the matrix $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$. Also, consider the matrices $\mathbf{Y}$ and $\boldsymbol{\Sigma}$, to derive the approximation for their diagonal elements.

Focusing on $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}$, consider the corresponding series expansion and replace the powers $h \geq 2$ of $\mathbf{W}$ by $\mathbf{W}^{\infty}$. This yields:

$$
\begin{align*}
(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{W}(\mathbf{I}-\alpha \mathbf{W})^{-1}= & \mathbf{W}+2 \alpha \mathbf{W}^{2}+3 \alpha^{2} \mathbf{W}^{3}+\cdots \\
& +(q+1) \alpha^{q} \mathbf{W}^{q+1}+\ldots \\
\approx & \mathbf{W}+2 \alpha \mathbf{W}^{\infty}+3 \alpha^{2} \mathbf{W}^{\infty}+\cdots  \tag{48}\\
& +(q+1) \alpha^{q} \mathbf{W}^{\infty}+\ldots \\
= & \mathbf{W}+\left(\frac{1}{(1-\alpha)^{2}}-1\right) \mathbf{W}^{\infty}
\end{align*}
$$

In this way, the diagonal of $\mathbf{\Upsilon}$ is approximately equal to:
$\operatorname{diag}(\Upsilon) \approx 2 \times \operatorname{diag}\left(\sum_{j=1}^{N}\left(\left[\mathbf{W}+\left(\frac{1}{(1-\alpha)^{2}}-1\right) \mathbf{W}^{\infty}\right] 。\right.\right.$

$$
\begin{equation*}
\left.\left.\left[\mathbf{I}+\alpha \mathbf{W}+\frac{\alpha^{2}}{1-\alpha} \mathbf{W}^{\infty}\right]\right)_{i, j}\right) \tag{49}
\end{equation*}
$$

After some algebra (49) simplifies to:

$$
\begin{align*}
\Upsilon_{i i} \approx & \frac{(2-\alpha) 2 \alpha}{(1-\alpha)^{2}} w_{i, i}^{\infty}+2 \alpha \sum_{j=1}^{N} w_{i, j}^{2}+\frac{(3-2 \alpha) 2 \alpha^{2}}{(1-\alpha)^{2}} \sum_{j=1}^{N} w_{i, j} w_{1, j}^{\infty} \\
& +\frac{(2-\alpha) 2 \alpha^{3}}{(1-\alpha)^{3}} \sum_{j=1}^{N}\left(w_{i, j}^{\infty}\right)^{2} \tag{50}
\end{align*}
$$

for $i=1,2, \ldots, N$. Note that, because the row vectors of $\mathbf{W}^{\infty}$ are all equal, the Hadamard product between $\mathbf{W}$ and $\mathbf{W}^{\infty}$ is simplified to the element-wise product between a matrix and a row vector.

Lastly, the diagonal elements of $\boldsymbol{\Sigma}$ are equal to the row sums of the Hadamard square of the spatial lag operator inverse:
$\operatorname{diag}(\boldsymbol{\Sigma}) \approx 2 \times \operatorname{Var}(\boldsymbol{\xi} \mid \mathbf{X}, \mathbf{W})$

$$
\begin{equation*}
\times \operatorname{diag}\left(\sum_{j=1}^{N}\left(\left[\mathbf{I}+\alpha \mathbf{W}+\frac{\alpha^{2}}{1-\alpha} \mathbf{W}^{\infty}\right]^{\circ 2}\right)_{i, j}\right) \tag{51}
\end{equation*}
$$

or simply:

$$
\begin{align*}
\sigma_{i}^{2} \approx & \sigma_{\xi}^{2}\left[2+\frac{4 \alpha^{2}}{1-\alpha}\left(w_{i, i}^{\infty}\right)^{2}+2 \alpha^{2} \sum_{j=1}^{N} w_{i, j}^{2}+\frac{4 \alpha^{3}}{1-\alpha} \sum_{j=1}^{N} w_{i, j} w_{1, j}^{\infty}\right. \\
& \left.+\frac{2 \alpha^{4}}{(1-\alpha)^{2}} \sum_{j=1}^{N}\left(w_{i, j}^{\infty}\right)^{2}\right] \tag{52}
\end{align*}
$$

where $\sigma_{\xi}^{2}=\operatorname{Var}(\xi \mid \mathbf{X}, \mathbf{W})$, for all $i=1,2, \ldots, N$. In this way, the approximate expression for the non-constant variances and related quantities are obtained with minimal computational requirements. Also, these quantities can now be used and interpreted in a meaningful way.

## 6. Monte Carlo simulations

In this section, a set of Monte Carlo experiments are presented. The explicit approximation method based on known matrices (AMBKM) is compared with the methods presented in Section 3 (the Taylor series approximation, the Chebyshev approximation, the eigendecomposition of the spatial weighting matrix, the LU decomposition and the conjugate gradient method) in terms of the accuracy to approximate the inverse of the spatial lag operator, $(\mathbf{I}-\alpha \mathbf{W})^{-1}$, the diagonal elements of the matrix $\mathbf{Y}$ and the matrix-vector product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$. Also, the proposed iterative GMM estimator with approximated gradients (iGMMa) is compared to the estimators of Klier and McMillen (2008) - the iterative GMM estimator (iGMM) and the GMM estimator of the linearized spatial lag model for binary choice outcomes (LGMM) -, in terms of bias, root mean squared errors and computational time. A variety of simulation designs are considered, with particular interest on the adequacy of the proposed procedures to large samples frameworks.

### 6.1. Simulation design

The binary dependent variable is constructed following the setting of Klier and McMillen (2008). Consider the simplified version of the model (5) with a single explanatory variable. The explanatory variable, $\mathbf{X}$, is randomly drawn, for each unit, from a $\boldsymbol{V}(-1,1)$ distribution. Under a Probit specification, the probability of success is given by:
$P_{i}=\Phi\left(\frac{\beta_{0} x_{1 i}^{\#}}{\sigma_{i}}+\frac{\beta_{1} x_{2 i}^{\#}}{\sigma_{i}}\right), \quad i=1,2, \ldots, N$
where $\Phi(\cdot)$ is the standard Normal CDF, $x_{1, i}^{\#}$ is the $i$ th row of the matrix product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \boldsymbol{l}$ and $x_{2, i}^{\#}$ is the $i$ th row of the matrix product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$. The scalars $\sigma_{i}$ are the square root of the diagonal elements of the matrix $\left[(\mathbf{I}-\alpha \mathbf{W})^{\top}(\mathbf{I}-\alpha \mathbf{W})\right]^{-1}$. The observed dependent variable,
$Y_{i}$, is defined as $Y_{i}=1$ if $e_{i} \leq P_{i}$ and $Y_{i}=0$ otherwise, where $e_{i}$ is randomly drawn, for each unit, from a $\boldsymbol{V}(0,1)$ distribution.

The working spatial weighting matrix, $\mathbf{W}$, is constructed according to a two stage setting. In the first stage, the $N$ spatial units are randomly drawn points in the unit square. In the second stage, based on a distance criteria (radial distance or nearest neighbor), an initial spatial weighting matrix, $\mathrm{W}_{0}$, is constructed and row normalized afterwards. For the case where $\mathbf{W}_{0}$ is based on the radial distance criterion, the maximum distance to the closest neighbor is computed and a multiplicative factor, $\delta_{R}$, is used to determine the maximum distance such that the unit $j$ is considered to be a neighbor of unit $i$, for all $i, j=1,2, \ldots, N$. For the case where $\mathbf{W}_{0}$ is based on the nearest neighbor criterion, the number of nearest neighbors is given by $\delta_{N N} \times N$, where $\delta_{N N}$ is the matrix density (the complement of sparsity), the proportion of non-zero elements in $\mathbf{W}$. In this way, the large sample properties of the proposed procedures can be addressed according to the spatial statistics definitions of increasing-domain asymptotics and infill asymptotics (Cressie, 2015). The former corresponds to a sampling scenario where new spatial units are added to the edges of the lattice and the number of neighbors, for each spatial unit, remains fixed, as $N \rightarrow \infty$. The latter corresponds to a scenario where new observations are added between the existing ones and a bounded area becomes dense (Anselin, 2007). Also, it is important to note that, under the radial distance criterion, $\mathbf{W}_{0}$ is symmetric, while under the nearest neighbor criterion, $\mathrm{W}_{0}$ is non-symmetric. Therefore, simulations are performed to assess the adequacy of the AMBKM when the assumption of symmetry is not valid.

The Monte Carlo experiments are conducted for each design of $\mathbf{W}$ and for each GMM estimator, as well. The number of spatial units, $N$, vary over the set $\{100,1000,2000\}$ and the spatial lag parameter takes on values $\alpha \in\{0,0.2,0.5,0.8\}$. For the case where $\mathbf{W}$ is based on the radial distance criterion, $\delta_{R}$ vary over the restricted set $\{1,2,4\}$. For the case where W is based on the nearest neighbor criterion, $\delta_{N N}$ vary over the restricted set $\{0.01,0.1,0.2\}$. In this way, the number of neighbors is approximately equal for the two criteria. The regression parameters are held fixed at $\beta_{0}=0$ and $\beta_{1}=1$ and the matrix of instruments used in all estimation procedures is $\mathbf{Z}=\left[\mathbf{X ~ W X ~ W}^{2} \mathbf{X} \mathbf{W}^{3} \mathbf{X}\right]$. For each experiment, 1000 replications are used. The experiments were performed in a Linux based server, with 64 GB of RAM and composed by 24 AMD Opteron CPUs, ranging from 0.8 GHz to 2.1 GHz .

For each set of experiments per approximation method, the accuracy of the approximated spatial lag operator inverse is summarized in terms of the average relative norm difference w.r.t. the identity matrix:

$$
\begin{equation*}
\frac{1}{1000} \sum_{r=1}^{1000} \frac{\left\|(\mathbf{I}-\alpha \mathbf{W})(\mathbf{I}-\alpha \mathbf{W})_{\text {approx }}^{-1}-\mathbf{I}\right\|_{2}}{\|\mathbf{I}\|_{2}} \tag{54}
\end{equation*}
$$

while the accuracy of the approximated diagonal elements of the matrix $\mathbf{Y}$ is summarized in terms of the average relative norm difference w.r.t. the true values:

$$
\begin{equation*}
\frac{1}{1000} \sum_{r=1}^{1000} \frac{\left\|\operatorname{diag}(\Upsilon)_{\text {approx }}-\operatorname{diag}(\Upsilon)\right\|_{2}}{\|\operatorname{diag}(\Upsilon)\|_{2}} \tag{55}
\end{equation*}
$$

The accuracy of the approximation of the matrix-vector product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$ is summarized by the average correlation coefficient between the approximated and the true values of the resulting vector.

For each set of experiments per GMM estimator, the estimates of the regression parameters, $\widehat{\beta}_{0}, \widehat{\beta}_{1}$ and $\hat{\alpha}$ are reported, as well as three computational indicators: time per loop (in seconds), number of iterations and total time (in seconds). The parameter estimates are summarized by both the mean and the root mean squared error (RMSE), while the computational indicators are summarized only by the mean. Also, for the case where $\mathbf{W}$ is based on the radial distance criterion, the number of neighbors is reported and summarized by the mean, while for the case where $\mathbf{W}$ is based on the nearest neighbor criterion, the percentage of asymmetric neighbors is reported and summarized by the mean.

The calculations were performed using R and the package McSpatial from McMillen (2013)

### 6.2. Results

The results of the Monte Carlo experiments are presented in Appendix A. The simulation results on the accuracy of the approximation methods are detailed in Appendix A. 1 and the simulation results on the statistical and computational properties of the GMM estimators are detailed in Appendix A.2. Also, the simulation results are organized according to the criteria chosen to construct the spatial weighting matrix, $\mathbf{W}$, and according to the true values of $\alpha$.

The accuracy of the approximations considerably relies on the true values of $\alpha$. For $\alpha=0$, the approximations are trivial. However, as $\alpha$ becomes close to unity, their accuracy worsens. In particular, the accuracy of AMBKM rapidly deteriorates for $\alpha \geq 0.5$. This highlights the fact that the weight of the infinite higher-order term that is neglected (or approximated), in the series expansion of the inverse - see (15) and (17) -, becomes larger as $\alpha \rightarrow 1$. In this way, the higher-order term is more informative to the approximations at moderate and high levels of spatial dependence.

In addition, there is a slight improvement in the accuracy of the approximations as $\mathbf{W}$ becomes dense ( $\delta_{R}$ and $\delta_{N N}$ are increasing), for a fixed $N$. This happens because the magnitude of each element of the spatial lag operator inverse and related matrices, including the matrix $\mathbf{Y}$, is smaller for a denser $\mathbf{W}$. Also, since $\left\|\alpha^{h} \mathbf{W}^{h}\right\| \leq|\alpha|^{h}\|\mathbf{W}\|^{h}=|\alpha|^{h}$, the elements of the $h$ th term of the series expansion of the inverse are bounded by $|\alpha|^{h}$, for any W satisfying Assumption 5. Therefore, as W becomes dense, elements with progressively smaller magnitudes are added to the series expansion of the inverse. Hence, for the case where W is sparse ( $\delta_{R}=1$ and $\delta_{N N}=0.01$ ), the average relative norm differences are w.r.t. large values, while for the case where $\mathbf{W}$ is dense ( $\delta_{R}=4$ and $\delta_{N N}=0.2$ ), the average relative norm differences are w.r.t. small values.

It should be noted that, for the reasons discussed above when $\mathbf{W}$ is sparse, using the approximated matrices in the gradients of the GMM estimation procedure, may reduce the accuracy of the estimates of $\alpha$, since the term involving $\Upsilon_{i i}$, in the gradient of $\alpha$ (see equation (11)), dominates the expression.

With regard to the approximation of the matrix-vector product $(\mathbf{I}-\alpha \mathbf{W})^{-1} \mathbf{X}$, the simulations show that the average correlation coefficient between the approximated and the true matrix-vector product is, in general, approximately equal to 1 . However, when $\alpha=0.8$, the average correlation coefficient deteriorates as $\mathbf{W}$ becomes sparse $\left(\delta_{R}\right.$ and $\delta_{N N}$ are decreasing). This is particularly obvious for the Taylor series approximation and the AMBKM, where the minimum average correlation coefficient is equal to 0.987 and 0.887 , respectively, corresponding to the case where $N=100$. For the case where $N \geq 1000$, the minimum average correlation coefficient becomes equal to 0.990 and 0.937 , respectively. These results emphasize, once again, the issues related to the accuracy of the approximations under the scenarios where $\mathbf{W}$ is sparse and the degree of spatial dependence is high.

In terms of computational time, for $N=100$, all the approximation methods are fairly quick. However, as $N \rightarrow \infty$, the computational time associated with the eigendecomposition, the LU decomposition and the conjugate gradient method clearly increases, in comparison to the remaining methods, since they involve matrix operations that become computationally burdensome for large $N$. Considering the eigendecomposition, the full eigensystem and an N -dimensional matrix product have to be computed. For the LU decomposition, $(\mathbf{I}-\alpha \mathbf{W})$ has to be factored. For the conjugate gradient method, an $N$-dimensional matrix-vector has be computed on each iteration. Similarly, the computational demand associated with the Taylor series approximation and the Chebyshev approximation tends to increase, as $\mathbf{W}$ becomes dense. This is because the first four powers of $\mathbf{W}$ need to be computed. To the contrary, the computational time of the AMBKM is much less sensitive
to the size and density of $\mathbf{W}$, since it involves a simple summation of known matrices.

Despite the simulation results showing that, under very specific scenarios, the AMBKM produces larger average relative norm differences and less correlated approximations w.r.t. the true operation, these effects are mitigated when regarding estimation. Furthermore, the AMBKM is the approximation method that requires minimal computational time (less than a second) to recover the quantities of interest and allows to approximate the partial effects. For these reasons, the AMBKM is particularly useful when iterative procedures have to be used to estimate spatial binary choice models with large samples and dense spatial weighting matrices.

Now focusing on the performance of the GMM estimators, the results are, in general, consistent with the previous findings in the literature (see Billé, 2013; Calabrese and Elkink, 2014; Klier and McMillen, 2008). The estimates of the regression parameters, $\widehat{\beta}_{0}$ and $\widehat{\beta}_{1}$, are extremely accurate, except for $\alpha=0.8$. In that case, they exhibit a small bias (a downward bias for the iGMMa and the LGMM estimators and an upward bias for the iGMM estimator) that tends to vanish as $N \rightarrow \infty$ and $\mathbf{W}$ becomes dense.

The estimates of the spatial lag parameter, $\hat{\alpha}$, are far more open to discussion, since its accuracy is simultaneously affected by the true value of the parameter, the sample size and the density of $\mathbf{W}$.

For $\alpha \leq 0.5$ and a fixed $N$, as $\mathbf{W}$ becomes dense, the iGMM estimator exhibits a significant growing downward bias, whereas the LGMM and iGMMa estimators are much less biased. The only exceptions are for $\alpha=0.5$ and $\alpha=0$, where the LGMM and iGMMa estimators exhibit a growing upwards bias, respectively. The decreased accuracy of the LGMM estimator, at moderate and high levels of spatial dependence, is expected, considering the existing simulation studies. The spurious spatial dependence estimated by the iGMMa estimator, for the case where $\alpha=0$, and the biases displayed by the iGMM estimator evidence that, in general, the spatial GMM estimators can be severely distorted under infill asymptotics (fixed $N$, denser $\mathbf{W}$ ). This is especially obvious when $N=100$. See Lahiri (1996) for a discussion on this matter.

For $\alpha \leq 0.5$ and a fixed density of $\mathbf{W}$, as $N \rightarrow \infty$, the iGMM estimator exhibits a downward bias that tends to decline more rapidly when W is sparse. The LGMM and the iGMMa estimators typically exhibit an upwards bias. For $0 \leq \alpha \leq 0.2$, this bias tends to vanish more rapidly when $\mathbf{W}$ is sparse, while for $\alpha=0.5$, it tends to vanish more rapidly when $\mathbf{W}$ is dense. Note that, here, both infill and increasing domain asymptotics appear to operate. This implies that the rate of convergence for the various parameters can be different and possibly slower than $\sqrt{N}$, as argued by Lee (2004).

The case of $\alpha=0.8$ is of particular relevance, since all the spatial GMM estimators exhibit a significant upward bias. Recall that, under the GMM framework, consistency relies on the validity of moment conditions, that use only the information in marginal distributions. However, other estimation methods that consider the joint dependence structure of the spatial data in the estimation, typically perform better at high levels of spatial dependence. In fact, this corroborates with the simulation results of Billé (2013) and Calabrese and Elkink (2014).

Nevertheless, there are two important results regarding the accuracy of the iGMMa estimator that should be emphasized. First, for $N \geq 1000$ and as $\mathbf{W}$ becomes dense, $\hat{\alpha}$ is better estimated when using the iGMMa estimator, especially for the case where $\mathbf{W}$ is based on the nearest neighbor criterion. ${ }^{5}$ This suggests that, for the iGMMa estimator, the number of neighbors for each spatial unit can diverge to infinity at a faster rate than that of the iGMM estimator, without compromising consistency (see Lee, 2004). Second, for $\alpha \geq 0.5$, the iGMMa estimator is typically less biased than the other spatial GMM estimators. The only

[^4]exception is for $\alpha=0.8$ and $N=2000$, where $\hat{\alpha}$ is better estimated when using the iGMM estimator, but $\widehat{\beta}_{0}$ and $\widehat{\beta}_{1}$ are better estimated when using the iGMMa estimator, especially if $\mathbf{W}$ is not sparse ( $\delta_{R}>1$ or $\delta_{N N}>0.01$ ).

With regard to the RMSEs of the estimated parameters, the simulation results show that the RMSEs of $\widehat{\beta}_{0}$ and $\widehat{\beta}_{1}$ are substantially smaller than the RMSEs of $\widehat{\alpha}$.

For a fixed $N$, as $\mathbf{W}$ becomes dense, all the RMSEs increase. In particular, when $N=100$, the RMSEs of $\hat{\alpha}$ largely increase. These facts evidence, once again, how the estimates can be severely distorted under infill asymptotics.

For a fixed density of $\mathbf{W}$, as $N \rightarrow \infty$, the RMSEs of $\widehat{\beta}_{0}$ and $\widehat{\beta}_{1}$ decrease, whereas the RMSEs of $\widehat{\alpha}$ exhibit a fairly different behavior considering the criteria chosen for $\mathbf{W}$. For the case where $\mathbf{W}$ is based on the nearest neighbor criterion, the RMSEs of $\hat{\alpha}$ increase. For the case where $\mathbf{W}$ is based on the radial distance criterion, the RMSEs of $\widehat{\alpha}$ decrease.

Additionally note that the RMSEs of the iGMMa estimator are typically smaller than the RMSEs of the remaining spatial GMM estimators. In particular, the RMSEs of $\hat{\alpha}$ in the iGMMa estimator are substantially smaller than in both the iGMM and LGMM estimators, even for the case where $\alpha=0.8$.

In terms of the computational ability associated with the spatial GMM estimators, measured by the average computational time required to produce estimates for the parameters of interest, it strongly relies on the sample size and on the density of $\mathbf{W}$. As $N \rightarrow \infty$ and $\mathbf{W}$ becomes dense, the average computational time increases. In particular, for $\alpha=0.8$, the average computational time is even larger, since the spatial GMM estimators require, on average, 1 to 2 additional iterations to converge. This is because the inverse of the spatial lag operator is approaching singularity and the computation of the gradients becomes troublesome.

When $N=2000$ and W is dense, the average computational time of the iGMMa estimator is about 3-6 times less than that of the iGMM estimator, depending whether $\mathbf{W}$ is based on the radial distance criterion or on the nearest neighbor criterion, respectively. Also, the iGMMa estimator is typically less biased than the iGMM estimator, especially for $\alpha \leq 0.5$.

The average computational time of the LGMM estimator is clearly impossible to overcome. However, the iGMMa estimator proves its ability to estimate $\widehat{\beta}_{0}, \widehat{\beta}_{1}$ and $\widehat{\alpha}$ with more accuracy, more precision and in a reasonable amount of time, even when the true value of $\alpha$ is close to unity.

## 7. Empirical application

In this section, an empirical application on the competitiveness in the U.S. Metropolitan Statistical Areas (U.S. MSAs) is presented. The adequacy of the previous GMM estimators to real data is assessed and compared.

The strategies to promote and/or to improve competitiveness at the regional and country level are currently centering the attention of policy makers. However, the definition of competitiveness is far from being consensual. In the words of Porter (1990), competitiveness is more than bilateral comparisons, it is related to the ability of the industries to innovate. Fagerberg (1988) defines competitiveness as the growth in relative unit labor costs (the cost of labour per units of output) and, eight years later, considers that competitiveness can be addressed by the growth of GDP per capita or the change in research and development as a percentage of GDP (Fagerberg, 1996). More recently, in a report from the World Economic Forum, Schwab and Sala-i-Martin (2010) defined 12 pillars for competitiveness, based on institutional background, physical infrastructures, macroeconomic environment, efficiency and innovation. Then, in a broad sense, competitiveness is considered a measure for economic performance. Moreover, while promoting competi-
tiveness, the possible environmental impacts cannot be disregarded
The relationship between environmental degradation and economic growth has been extensively studied in the literature and hypothesized as an "U"-shaped relationship, the so-called Environmental Kuznets Curve (EKC) hypothesis (Grossman and Krueger, 1991; Panayotou, 1993; Shafik and Bandyopadhyay, 1992). However, the EKC hypothesis is not free of criticism, mainly due to the shape of the relationship and the lack of empirical evidence. Also, as Porter et al. (2015) points out, the promotion of efficient energy infrastructures and a low-carbon transition may help to improve competitiveness. In fact, this consists in an inversion of the EKC hypothesis, yet to be tested empirically. Most of the applied works focus on the analysis of competitiveness and environmental quality as separate subjects and only a few consider the analysis under a spatial framework - Rice et al. (2006) and Dudensing and Barkley (2010) on the spatial spillovers of regional competitiveness and Millimet et al. (2003) and Rupasingha et al. (2004) on the shape of the EKC and on the spatial spillovers associated with the emission of air pollutants. Furthermore, none of the previous works estimate a spatial model with binary dependent variables.

Here, the analysis of the environmental effects over the competitiveness in the U.S. MSAs is addressed. A combined dataset of socioeconomic data and environmental data from the U.S. Bureau of Economic Analysis (BEA) and the U.S. Environmental Protection Agency (EPA), respectively, is used. This dataset contains information about the GDP, labor costs, price indexes, dividends, total employment and population, as well as, information about the annualized Air Quality Index (AQI) and for five main air pollutants - ground-level ozone $\left(\mathrm{O}_{3}\right)$, particle pollutants $\left(\mathrm{PM}_{2.5}\right.$ and $\left.\mathrm{PM}_{10}\right)$, carbon monoxide (CO), sulfur dioxide $\left(\mathrm{SO}_{2}\right)$ and nitrogen dioxide $\left(\mathrm{NO}_{2}\right)$. The U.S. MSAs that are included in this analysis correspond to the continental MSAs that continuously report information for the previous variables, between 2001 and 2016 ( $N=4,848$ ).

As previously mentioned, there are numerous ways to define competitiveness. Because it is difficult to provide a clear interpretation or to have precise units of measurement, competitiveness can be considered a latent variable. Therefore, the many existing proxies to measure competitiveness can be used to define a new indicator. In this way, a Binary Competitiveness Indicator ( BCI ) is proposed. A given Metropolitan Statistical Area (MSA) is defined as competitive if, simultaneously, (1) its employment-to-population ratio is greater than the employment-to-population ratio in the combined area of the excluded MSAs and the non-MSAs; (2) its GDP per capita is greater than the GDP per capita in the combined area of the excluded MSAs and the non-MSAs; (3) its Unit Labor Costs (the cost of labor per unit of output) are less than the Unit Labor Costs in the combined area of the excluded MSAs and the non-MSAs or the Unit Capital Costs (the cost of capital per unit of output) are less than the Unit Labor Costs in the combined area of the excluded MSAs and the non-MSAs, depending on whether the labor intensity ratio (the cost of labor to the cost of capital) is greater than or less than 1 , respectively.

In Table B. 1 the descriptive statistics for the variables included in this study are presented. Considering the BCI, about $15 \%$ of the U.S. MSAs are labeled as competitive. The variables $A Q I_{\text {min }}$ and $A Q I_{\text {max }}$ are, respectively, the minimum and maximum annual values for the AQI, and, as expected, $\mathrm{AQI}_{\text {min }}$ exhibits a low variability pattern, contrarily to $\mathrm{AQI}_{\text {max }}$, that is influenced by the existence of severe outliers. The variables $\%$ days $\mathrm{O}_{3}$, \%days $\mathrm{PM}_{2.5}$, \%days $\mathrm{PM}_{10}$, \%daysCO, $\%$ daysSO ${ }_{2}$ and $\%$ days $\mathrm{NO}_{2}$ correspond to the percentage of days that the observed value of the AQI was determined by the concentration levels of each pollutant. On average, $\mathrm{O}_{3}$ and $\mathrm{PM}_{2.5}$, by a large amount, the most important contributors for the observed values of the AQI, in this sample. The variables \%daysAboveModerate and \%daysExceptionalEvents correspond, respectively, to the percentage of days that the observed value of the AQI was above 0.51 and to the percentage of days that the observed value of the AQI was affected by "exceptional events" (wildfires or other natural disasters).

A spatial lag Probit is applied to the pooled sample of the U.S. MSAs to study the effects of the environmental quality indicators over the spatially lagged BCI. The spatial weighting matrix, $\mathbf{W}$, is blockdiagonal and based on the radial distance criterion with a distance threshold equal to 1 , according to the pattern of proximity displayed in Fig. B.1. Under this specification for $\mathbf{W}$, the spurious spatial interactions are controlled, because only the closest U.S. MSAs are considered to be neighbors. Two models are estimated: the unrestricted model and the restricted model. The first model considers a general specification, based on the available information on the pollutants and air quality and assuming that there is a quadratic relationship between the AQI and the BCI. The second model is a restricted version of the first model, focusing on statistically significant effects.

In Table B. 2 the estimation results for the previous models are presented, considering the three GMM estimators (iGMMa, iGMM and LGMM). The instruments $\mathbf{Z}=\left[\mathbf{X} \mathbf{W X} \mathbf{W}^{2} \mathbf{X} \mathbf{W}^{3} \mathbf{X}\right]$ were used in all estimation procedures. Also, time effects were added and the Mundlak (1978) approach was used to filter the eventual dependence between the unobserved regional effects and the explanatory variables. The estimation routines ${ }^{6}$ are based on the R package McSpatial of McMillen (2013).

In general, the estimates for the unrestricted model are quite poor in terms of statistical significance, except for the linear and quadratic effects of $\mathrm{AQI}_{\text {min }}$ and for the estimate for the spatial lag parameter. In fact, the estimated signs for the coefficients of $\mathrm{AQI}_{\text {min }}$ are of particular interest, due to the statistical evidence towards the existence of an "U"shaped effect. Also, the estimates for the spatial lag parameter reveal that there may be a high degree of spatial dependence in the sample. However, because the Wald test rejects the null of overall significance, the robustness of the previous results to the exclusion of several statistically insignificant variables should be checked. In fact, the test for exclusion restrictions allowed to considerably simplify the initial specification to a more parsimonious one. In the new specification, only the linear and quadratic $\mathrm{AQI}_{\text {min }}, \%$ daysO ${ }_{3}$ and $\%$ days $\mathrm{PM}_{2.5}$ remained. Interestingly, these variables are also used in the applied literature (Millimet et al., 2003; Rupasingha et al., 2004).

The estimates for the restricted model are now individually and jointly statistically significant (except for the variable $\%$ days $\mathrm{PM}_{2.5}$, in the iGMM estimation). Most importantly, the magnitude of the estimates do not change much, in comparison to the unrestricted model. Therefore, based on the previously noted "U"-shaped effect of $\mathrm{AQI}_{\text {min }}$, there is evidence towards the idea that the implementation of environmental-friendly policies may initially involve substantial conversion costs, penalizing regional competitiveness, but, at some point, those costs can be transformed into development opportunities based on new services or products, with large benefits to the economy as a whole. This follows along the lines of Porter et al. (2015) and it is referred as a "win-win path". Nevertheless, some ambiguity may arise concerning the positive estimated signs for the variables $\%$ days $\mathrm{O}_{3}$ and $\%$ days $\mathrm{PM}_{2.5}$. However, note that, for the case where environmental-friendly policies are implemented and the air quality is actually improved, the observed values for the AQI can still be determined by the concentration levels of the previous pollutants. Recall that $\mathrm{O}_{3}$ and $\mathrm{PM}_{2.5}$ largely contribute to the observed values of the AQI. Lastly, having estimates for the spatial lag parameter above 0.7 is evidence towards the importance of the spillover effects over regional competitiveness. This emphasizes the idea that regional policies do benefit the neighboring areas, regarding their economic efficiency.

From the estimation of the previous models, both the iGMMa and iGMM estimators exhibit a quite similar performance, based on Hansen tests and on three measures of goodness-of-fit: the McFadden $R^{2}$, the squared correlation coefficient between the observed and the predicted values - $\rho^{2}(Y, \widehat{Y})$ - and the percentage of the correctly predicted obser-

[^5]vations $-\%(\hat{Y}=Y)$. The adequacy of the moment conditions is not rejected and the predictive power is quite noticeable. This contrasts with the performance of the LGMM estimator, where the Hansen tests reject the null of correct moment conditions and the McFadden $R^{2}$ is persistently negative, displaying a very poor fit to the data. In terms of computational time, the iGMMa estimator clearly outruns the iGMM estimator. In this way, the iGMMa estimator proves to be a feasible and an adequate alternative to estimate spatial binary choice models using real data.

## 8. Conclusions

In this paper a new approximation method based on known matrices (AMBKM) is proposed. It addresses the computational issues related to the GMM estimation of spatially lagged models for binary dependent variables. Focusing on the inversion of the spatial lag operator, a simple and intuitive approximation is deduced and applied to approximate other related $N$-dimensional matrix operations. It is demonstrated that, these matrices are approximated by known matrices and simple matrixvector operations. Furthermore, it is demonstrated that closed formulas for the elements of the approximated matrices can be easily deduced.

The proposed AMBKM is based on a set of non-restrictive assumptions that allow to accommodate several frameworks for the spatial weighting matrix. This method is computationally feasible in large samples, because the resulting approximations are based on known matrices, up to an estimated parameter. This is important to note, since it avoids the $N$-dimensional matrix operations required in the alternative approximation methods, which turns them computationally infeasible in large samples. Moreover, it allows to obtain a closed formula to approximate the partial effects, that can be decomposed into three separate effects (regardless a scale factor): the pure direct effects (from I), the first order neighboring effects (from W) and the "global" effects (from $\mathbf{W}^{\infty}$ ), which combines the "long run" direct and indirect effects.

This paper also proposes a new GMM estimator based on a modification of the iterative GMM estimator of Klier and McMillen (2008). Aiming at the reduction of the overall computational complexity and the computational time, the approximated matrices are used in the gradients of the new estimation procedure.

Simulations show that the proposed approximation method yields reasonably accurate approximations for the spatial lag operator inverse and related matrices, especially when the spatial weighting matrix is large and dense. Also, the computational time required to obtain these approximations is minimal, regardless the computational complexity of the true operation and the dimension of the spatial weighting matrix.

In addition, the Monte Carlo experiments show that the proposed estimator - the iterative GMM with approximated gradients (iGMMa) -, performs reasonably well in terms of the estimation of the parameters, except for the case where $\alpha$ is close to unity. Nevertheless, for $\alpha \leq 0.5$, the existing biases are attenuated as the spatial weighting matrix becomes large and dense. Also, the iGMMa estimator proved to be surprisingly accurate, for the case where the spatial weighting matrix was based on the nearest neighbor criterion, with a moderate to large number of neighbors. Furthermore, the iGMMa estimator outperformed the benchmark iterative GMM (iGMM) estimator in terms of computational time, accuracy and precision, and outperformed the GMM estimator of the linearized spatial lag model for binary choice outcomes (LGMM) in terms of accuracy and precision. In fact, the iGMMa estimator stood as most precise estimator, even for the case where $\alpha$ is close to unity.

The usefulness of the proposed iGMMa estimator is illustrated in an empirical application that measures the impact of environmental indicators over the competitiveness of the U.S. Metropolitan Statistical Areas. A new Binary Competitiveness Indicator (BCI) is introduced and a spatial lag Probit is estimated, addressing the level of spatial dependence in regional competitiveness. The iGMMa estimator proved to perform as well as the benchmark iGMM estimator, in terms of
predictive power, and outperformed the LGMM estimator. Moreover, in this example, where a large data set is used and several explanatory variables are included in the estimation, the iGMMa estimator proved to be computationally superior to the other spatial GMM estimators.

The performance and attractiveness of the proposed iGMMa estimator in estimating models with spatially lagged binary dependent variables lead to obvious extensions, especially the estimation of models
with spatially lagged errors and with higher order spatial lags. The estimation of spatial models for other discrete and censored dependent variables can be addressed by GMM, using the approximated matrices, as well.

All the algorithms used in this paper, the proposed approximation method and the estimation procedures, can be easily implemented using the R package McSpatial from McMillen (2013).

## Appendix A. Simulation results

## Appendix A.1. Approximation methods for the spatial lag operator inverse

Table A.1.1
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0$ and $\mathbf{W}$ based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathrm{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathrm{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.059] | [0.003] | [0.001] | [0.013] | [0.002] | $\approx[0.000]$ | [0.016] | [0.004] | $\approx[0.000]$ |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.063] | [0.056] | $\approx[0.000]$ | [0.036] | [0.008] | $\approx[0.000]$ | [0.038] | [0.008] | $\approx[0.000]$ |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.072] | [0.088] | $\approx[0.000]$ | [0.029] | [0.033] | $\approx[0.000]$ | [0.040] | [0.044] | $\approx[0.000]$ |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.106] | [0.085] | $\approx[0.000]$ | [0.053] | [0.060] | $\approx[0.000]$ | [0.068] | [0.075] | $\approx[0.000]$ |
|  | Eigen | 0.000 | - | 1.000 | 0.000 | - | 1.000 | 0.000 | - | 1.000 |
|  |  | [0.010] | [0.005] | $\approx[0.000]$ | [0.009] | [0.003] | $\approx[0.000]$ | [0.011] | [0.003] | $\approx[0.000]$ |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.008] |  |  | [0.006] |  |  | [0.004] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.073] |  |  | [0.009] |  |  | [0.010] |
| 1000 | True | [0.023] | [0.004] | [0.001] | [0.077] | [0.008] | [0.001] | [0.848] | [0.022] | [0.001] |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.309] | [0.151] | [0.001] | [0.216] | [0.156] | [0.001] | [0.412] | [0.165] | [0.002] |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.068] | [0.133] | [0.001] | [0.309] | [0.537] | [0.003] | [1.738] | [2.889] | [0.007] |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.184] | [0.152] | [0.001] | [0.402] | [0.553] | [0.003] | [2.033] | [2.291] | [0.007] |
|  | Eigen | 0.000 | - | 1.000 | 0.000 | - | 1.000 | 0.000 |  | 1.000 |
|  |  | [2.189] | [1.102] | [0.005] | [2.241] | [1.100] | [0.005] | [2.164] | [1.099] | [0.005] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.264] |  |  | [0.261] |  |  | [0.329] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.428] |  |  | [0.428] |  |  | [0.429] |
| 2000 | True | [0.043] | [0.007] | [0.001] | [0.306] | [0.017] | [0.001] | [3.894] | [0.052] | [0.001] |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | , | $\approx 1.000$ | $\approx 0.000$ |  | $\approx 1.000$ |
|  |  | [0.675] | [0.606] | [0.001] | [0.796] | [0.620] | [0.001] | [0.943] | [0.615] | [0.003] |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.126] | [0.270] | [0.002] | [0.765] | [1.828] | [0.007] | [4.505] | [8.716] | [0.020] |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.225] | [0.285] | [0.002] | [1.163] | [1.504] | [0.008] | [5.646] | [6.497] | [0.020] |
|  | Eigen | 0.000 | - | 1.000 | 0.000 | - | 1.000 | 0.000 | - | 1.000 |
|  |  | [15.669] | [8.442] | [0.018] | [15.534] | [8.442] | [0.018] | [15.797] | [8.430] | [0.018] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [1.712] |  |  | [1.721] |  |  | [1.713] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [3.048] |  |  | [3.048] |  |  | [3.048] |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag ( $\Upsilon$ ) are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.2
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition
(LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.2$ and $\mathbf{W}$ based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{s}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.014] | [0.013] | [0.001] | [0.018] | [0.019] | [0.001] | [0.078] | [0.020] | [0.001] |
|  | AMBKM | $\begin{aligned} & 0.042 \\ & {[0.026]} \end{aligned}$ | $\begin{aligned} & 0.665 \\ & {[0.010]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.001]} \end{aligned}$ | $\begin{aligned} & 0.028 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.501 \\ & {[0.009]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.010 \\ & {[0.031]} \end{aligned}$ | $\begin{aligned} & 0.236 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & \approx 0.000 \\ & {[0.021]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.020]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.032]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.033]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.039]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[0.046]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & \approx 0.000 \\ & {[0.045]} \end{aligned}$ | $\begin{aligned} & 0.001 \\ & {[0.047]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.115]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[0.064]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.133]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.076]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[0.011]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.010]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.010]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.004]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.004]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.010]} \end{aligned}$ |
| 1000 | True | [0.267] | [14.103] | [0.008] | [1.003] | [14.350] | [0.008] | [3.221] | [14.903] | [0.008] |
|  | AMBKM | $\begin{aligned} & 0.041 \\ & {[0.153]} \end{aligned}$ | $\begin{aligned} & 0.706 \\ & {[0.129]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.039 \\ & {[0.179]} \end{aligned}$ | $\begin{aligned} & 0.703 \\ & {[0.129]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.036 \\ & {[0.242]} \end{aligned}$ | $\begin{aligned} & 0.647 \\ & {[0.133]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & \approx 0.000 \\ & {[0.052]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.093]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \Gamma 0.0011 \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & \Gamma 0.4251 \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.779]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[1.541]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[2.663]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.007]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & \approx 0.000 \\ & {[0.152]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.118]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.001]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.671]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[0.686]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[1.957]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[2.125]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.007]} \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[2.226]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.098]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[2.226]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.152]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[2.150]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.097]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.257]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.257]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.373]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.443]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.445]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.440]} \end{aligned}$ |
| 2000 | True | [1.390] | [114.155] | [0.031] | [4.264] | [115.969] | [0.031] | [21.177] | [118.638] | [0.031] |
|  | AMBKM | $\begin{aligned} & 0.041 \\ & {[0.547]} \end{aligned}$ | $\begin{aligned} & 0.712 \\ & {[0.528]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 0.040 \\ & {[0.601]} \end{aligned}$ | $\begin{aligned} & 0.724 \\ & {[0.584]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.013]} \end{aligned}$ | $\begin{aligned} & 0.038 \\ & {[0.785]} \end{aligned}$ | $\begin{aligned} & 0.685 \\ & {[0.532]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.013]} \end{aligned}$ |
|  | Taylor4 | $\begin{gathered} \approx 0.000 \\ {[0.133]} \end{gathered}$ | $\begin{aligned} & 0.002 \\ & {[0.291]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.002]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.602]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[1.404]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[4.295]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[8.630]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.020]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & \approx 0.000 \\ & {[0.288]} \end{aligned}$ | $\begin{aligned} & 0.002 \\ & {[0.299]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.002]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[0.938]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[1.218]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & \approx 0.000 \\ & {[5.628]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[6.445]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.020]} \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[17.567]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.442]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[15.495]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.437]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[15.782]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.440]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[1.704]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.730]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.710]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.116]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.117]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.100]} \end{aligned}$ |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag $(\Upsilon)$ are
the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true
operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.3
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.5$ and $\mathbf{W}$ based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathrm{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.014] | [0.014] | [0.001] | [0.017] | [0.017] | [0.001] | [0.020] | [0.020] | [0.001] |
|  | AMBKM | $\begin{aligned} & 0.258 \\ & {[0.026]} \end{aligned}$ | $\begin{aligned} & 0.786 \\ & {[0.009]} \end{aligned}$ | $\begin{aligned} & 0.995 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.208 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.630 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.108 \\ & {[0.086]} \end{aligned}$ | $\begin{aligned} & 0.260 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.038 \\ & {[0.023]} \end{aligned}$ | $\begin{aligned} & 0.110 \\ & {[0.023]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.033 \\ & {[0.028]} \end{aligned}$ | $\begin{aligned} & 0.089 \\ & {[0.034]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.032 \\ & {[0.037]} \end{aligned}$ | $\begin{aligned} & 0.118 \\ & {[0.041]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.006 \\ & {[0.046]} \end{aligned}$ | $\begin{aligned} & 0.018 \\ & {[0.049]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.054]} \end{aligned}$ | $\begin{aligned} & 0.032 \\ & {[0.059]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[0.066]} \end{aligned}$ | $\begin{aligned} & 0.014 \\ & {[0.072]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[0.010]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.011]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.060]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.009]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.004]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.004]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |
| 1000 | True | [0.283] | [14.053] | [0.008] | [0.897] | [14.280] | [0.008] | [3.143] | [14.939] | [0.008] |
|  | AMBKM | $\begin{aligned} & 0.257 \\ & {[0.154]} \end{aligned}$ | $\begin{aligned} & 0.847 \\ & {[0.130]} \end{aligned}$ | $\begin{aligned} & 0.996 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.247 \\ & {[0.234]} \end{aligned}$ | $\begin{aligned} & 0.818 \\ & {[0.128]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.228 \\ & {[0.239]} \end{aligned}$ | $\begin{aligned} & 0.720 \\ & {[0.134]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.032 \\ & {[0.056]} \end{aligned}$ | $\begin{aligned} & 0.095 \\ & {[0.103]} \end{aligned}$ | $\begin{gathered} \approx 1.000 \\ {[0.001]} \end{gathered}$ | $\begin{aligned} & 0.032 \\ & {[0.285]} \end{aligned}$ | $\begin{aligned} & 0.083 \\ & {[0.606]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.032 \\ & {[1.330]} \end{aligned}$ | $\begin{aligned} & 0.087 \\ & {[2.575]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.007]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.006 \\ & {[0.107]} \end{aligned}$ | $\begin{aligned} & 0.023 \\ & {[0.128]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.001]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.449]} \end{aligned}$ | $\begin{aligned} & 0.035 \\ & {[0.552]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[1.790]} \end{aligned}$ | $\begin{aligned} & 0.037 \\ & {[2.135]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.007]} \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[2.184]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.098]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[2.178]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.097]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[2.151]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[1.096]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.257]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.260]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.259]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.461]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.451]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.453]} \end{aligned}$ |
| 2000 | True | [1.302] | [114.794] | [0.031] | [3.984] | [116.021] | [0.031] | [12.962] | [117.668] | [0.031] |
|  | AMBKM | $\begin{aligned} & 0.259 \\ & {[0.559]} \end{aligned}$ | $\begin{aligned} & 0.853 \\ & {[0.581]} \end{aligned}$ | $\begin{aligned} & 0.996 \\ & {[0.013]} \end{aligned}$ | $\begin{aligned} & 0.250 \\ & {[0.593]} \end{aligned}$ | $\begin{aligned} & 0.842 \\ & {[0.583]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.013]} \end{aligned}$ | $\begin{aligned} & 0.242 \\ & {[0.726]} \end{aligned}$ | $\begin{aligned} & 0.795 \\ & {[0.533]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.013]} \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.033 \\ & {[0.115]} \end{aligned}$ | $\begin{aligned} & 0.092 \\ & {[0.307]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.002]} \end{aligned}$ | $\begin{aligned} & 0.032 \\ & {[0.601]} \end{aligned}$ | $\begin{aligned} & 0.081 \\ & {[1.413]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & 0.032 \\ & {[2.938]} \end{aligned}$ | $\begin{aligned} & 0.083 \\ & {[6.074]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.016]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.007 \\ & {[0.204]} \end{aligned}$ | $\begin{aligned} & 0.024 \\ & {[0.259]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.002]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.929]} \end{aligned}$ | $\begin{aligned} & 0.037 \\ & {[1.217]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[3.965]} \end{aligned}$ | $\begin{aligned} & 0.038 \\ & {[4.699]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.016]} \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 0.000 \\ & {[17.265]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.441]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[15.486]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.438]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[15.746]} \end{aligned}$ | $\begin{aligned} & 0.000 \\ & {[8.436]} \end{aligned}$ | $\begin{aligned} & 1.000 \\ & {[0.018]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[1.709]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.719]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.722]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.191]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.153]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.154]} \end{aligned}$ |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag $(\Upsilon)$ are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.4
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.8$ and W based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.014] | [0.014] | $\approx[0.000]$ | [0.016] | [0.017] | [0.001] | [0.020] | [0.020] | [0.001] |
|  | AMBKM | 0.663 | 0.861 | 0.933 | 0.550 | 0.469 | 0.977 | 0.206 | 0.041 | 0.999 |
|  |  | [0.026] | [0.008] | $\approx[0.000]$ | [0.027] | [0.009] | $\approx[0.000]$ | [0.030] | [0.008] | $\approx[0.000]$ |
|  | Taylor4 | 0.354 | 0.696 | 0.990 | 0.340 | 0.636 | 0.997 | 0.340 | 0.747 | $\approx 1.000$ |
|  |  | [0.021] | [0.020] | $\approx[0.000]$ | [0.027] | [0.030] | $\approx[0.000]$ | [0.039] | [0.044] | $\approx[0.000]$ |
|  | Cheb4 | 0.128 | 0.139 | 0.999 | 0.094 | 0.091 | 0.999 | 0.069 | 0.205 | $\approx 1.000$ |
|  |  | [0.045] | [0.047] | $\approx[0.000]$ | [0.054] | [0.113] | $\approx[0.000]$ | [0.067] | [0.128] | $\approx[0.000]$ |
|  | Eigen | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 |
|  |  | [0.068] | [0.003] | $\approx[0.000]$ | [0.009] | [0.005] | $\approx[0.000]$ | [0.064] | [0.003] | $\approx[0.000]$ |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.004] |  |  | [0.004] |  |  | [0.005] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.010] |  |  | [0.009] |  |  | [0.009] |
| 1000 | True | [0.290] | [14.017] | [0.008] | [0.790] | [14.391] | [0.008] | [2.992] | [14.871] | [0.008] |
|  | AMBKM | 0.659 | 0.952 | 0.937 | 0.636 | 0.873 | 0.970 | 0.579 | 0.639 | 0.992 |
|  |  | [0.152] | [0.131] | [0.003] | [0.168] | [0.129] | [0.003] | [0.233] | [0.128] | [0.003] |
|  | Taylor4 | 0.340 | 0.645 | 0.990 | 0.334 | 0.602 | 0.996 | 0.335 | 0.613 | 0.999 |
|  |  | [0.059] | [0.110] | [0.001] | [0.225] | [0.488] | [0.003] | [1.335] | [2.489] | [0.007] |
|  | Cheb4 | 0.144 | 0.121 | 0.999 | 0.086 | 0.118 | $\approx 1.000$ | 0.081 | 0.109 | $\approx 1.000$ |
|  |  | [0.110] | [0.136] | [0.001] | [0.366] | [0.510] | [0.003] | [1.844] | [1.997] | [0.007] |
|  | Eigen | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 |
|  |  | [2.180] | [1.097] | [0.005] | [2.178] | [1.099] | [0.005] | [2.146] | [1.151] | [0.005] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.258] |  |  | [0.255] |  |  | [0.260] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.497] |  |  | [0.480] |  |  | [0.472] |
| 2000 | True | [1.188] | [115.265] | [0.031] | [4.058] | [115.905] | [0.030] | [23.791] | [118.997] | [0.031] |
|  | AMBKM | $0.661$ | $0.962$ | $0.938$ | 0.641 | 0.912 | 0.972 | 0.605 | 0.739 | 0.991 |
|  |  | [0.544] | [0.529] | [0.012] | [0.654] | [0.524] | [0.013] | [0.900] | [0.533] | [0.013] |
|  | Taylor4 | 0.343 | 0.633 | 0.990 | 0.333 | 0.593 | 0.996 | 0.334 | 0.602 | 0.999 |
|  |  | [0.108] | [0.226] | [0.002] | [0.584] | [1.356] | [0.006] | [4.739] | [9.435] | [0.020] |
|  | Cheb4 | 0.142 | 0.113 | 0.999 | 0.084 | 0.126 | $\approx 1.000$ | 0.077 | 0.112 | $\approx 1.000$ |
|  |  | [0.191] | [0.242] | [0.002] | [0.908] | [1.177] | [0.006] | [5.975] | [6.938] | [0.020] |
|  | Eigen | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 1.000 |
|  |  | [18.701] | [8.439] | [0.018] | [15.560] | [8.438] | [0.018] | [15.782] | [8.438] | [0.018] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [1.713] |  |  | [1.711] |  |  | [1.725] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [3.334] |  |  | [3.267] |  |  | [3.228] |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag ( $\Upsilon$ ) are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.5
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{s}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | diag (Y) | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{s}^{-1}$ | diag (Y) | $\mathbf{s}^{-1} \mathbf{X}$ |
| 100 | True | [0.060] | [0.071] | [0.001] | [0.012] | [0.002] | $\approx[0.000]$ | [0.013] | [0.002] | $\approx[0.000]$ |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.062] | [0.056] | $\approx[0.000]$ | [0.034] | [0.011] | $\approx[0.000]$ | [0.034] | [0.010] | $\approx[0.000]$ |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ |  | $\approx 1.000$ |
|  |  | [0.071] | [0.026] | $\approx[0.000]$ | [0.025] | [0.027] | $\approx[0.000]$ | [0.090] | [0.033] | $\approx[0.000]$ |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.101] | [0.081] | $\approx[0.000]$ | [0.048] | [0.052] | $\approx[0.000]$ | [0.111] | [0.118] | $\approx[0.000]$ |
|  | Eigen | 1.000 | - | 0.971 | 0.743 | - | 0.987 | 0.725 | - | 0.991 |
|  |  | [0.014] | [0.002] | $\approx[0.000]$ | [0.099] | [0.004] | $\approx[0.000]$ | [0.043] | [0.005] | $\approx[0.000]$ |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.009] |  |  | [0.004] |  |  | [0.006] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.074] |  |  | [0.067] |  |  | [0.010] |
| 1000 | True | [0.025] | [0.004] | [0.001] | [0.413] | [0.018] | [0.001] | [1.935] | [0.033] | [0.001] |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.261] | [0.154] | [0.001] | [0.286] | [0.216] | [0.001] | [0.381] | [0.160] | [0.002] |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.068] | [0.133] | [0.001] | [1.142] | [2.176] | [0.006] | [2.958] | [4.869] | [0.008] |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.128] | [0.154] | [0.001] | [1.562] | [1.872] | [0.006] | [3.554] | [3.817] | [0.008] |
|  | Eigen | 2.175 | - | 0.995 | 1.163 | 0 | 0.998 | 1.206 | - | 0.999 |
|  |  | [22.666] | [2.106] | [0.012] | [22.468] | [2.104] | [0.012] | [22.258] | [2.167] | [0.012] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.258] |  |  | [0.258] |  |  | [0.313] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.425] |  |  | [0.426] |  |  | [0.426] |
| 2000 | True | [0.125] | [0.010] | [0.001] | [11.273] | [0.076] | [0.001] | [17.259] | [0.151] | [0.001] |
|  | AMBKM | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.743] | [0.599] | [0.001] | [1.142] | [0.622] | [0.004] | [1.537] | [0.648] | [0.007] |
|  | Taylor4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.334] | [0.653] | [0.004] | [7.081] | [13.673] | [0.025] | [21.942] | [36.299] | [0.031] |
|  | Cheb4 | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ | $\approx 0.000$ | - | $\approx 1.000$ |
|  |  | [0.470] | [0.610] | [0.004] | [9.009] | [9.972] | [0.025] | [23.981] | [25.574] | [0.031] |
|  | Eigen | 2.793 | - | 0.995 | 1.275 | - | $\approx 1.000$ | 1.306 | - | 0.999 |
|  |  | [165.543] | [16.423] | [0.045] | [164.393] | [16.438] | [0.046] | [164.121] | [16.440] | [0.046] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [1.700] |  |  | [1.726] |  |  | [1.732] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [3.038] |  |  | [3.042] |  |  | [3.051] |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag $(\Upsilon)$ are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.6
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.2$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.012] | [0.002] | $\approx[0.000]$ | [0.015] | [0.017] | [0.001] | [0.017] | [0.017] | [0.001] |
|  | AMBKM | 0.070 | 0.674 | $\approx 1.000$ | 0.041 | 0.612 | $\approx 1.000$ | 0.035 | 0.513 | $\approx 1.000$ |
|  |  | [0.028] | [0.009] | [0.001] | [0.026] | [0.008] | $\approx[0.000]$ | [0.028] | [0.009] | $\approx[0.000]$ |
|  | Taylor4 | 0.001 | 0.004 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ |
|  |  | [0.019] | [0.016] | $\approx[0.000]$ | [0.024] | [0.025] | $\approx[0.000]$ | [0.027] | [0.088] | $\approx[0.000]$ |
|  | Cheb4 | $\approx 0.000$ | 0.001 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.003 | $\approx 1.000$ |
|  |  | [0.041] | [0.101] | $\approx[0.000]$ | [0.049] | [0.052] | $\approx[0.000]$ | [0.055] | [0.059] | $\approx[0.000]$ |
|  | Eigen | 1.031 | 0.147 | 0.961 | 0.454 | 0.045 | 0.995 | 0.949 | 0.094 | 0.991 |
|  |  | [0.011] | [0.002] | $\approx[0.000]$ | [0.104] | [0.005] | $\approx[0.000]$ | [0.042] | [0.004] | $\approx[0.000]$ |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.004] |  |  | [0.006] |  |  | [0.004] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.009] |  |  | [0.009] |  |  | [0.009] |
| 1000 | True | [0.385] | [14.318] | [0.008] | [2.376] | [14.864] | [0.008] | [5.806] | [15.566] | [0.008] |
|  | AMBKM | 0.044 | 0.714 | $\approx 1.000$ | 0.038 | 0.633 | $\approx 1.000$ | 0.032 | 0.527 | $\approx 1.000$ |
|  |  | [0.149] | [0.124] | [0.004] | [0.225] | [0.125] | [0.004] | [0.321] | [0.128] | [0.003] |
|  | Taylor4 | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ |
|  |  | [0.066] | [0.130] | [0.001] | [1.133] | [2.098] | [0.006] | [3.005] | [4.911] | [0.008] |
|  | Cheb4 | $\approx 0.000$ | 0.003 | $\approx 1.000$ | $\approx 0.000$ | 0.004 | $\approx 1.000$ | $\approx 0.000$ | 0.003 | $\approx 1.000$ |
|  |  | [0.124] | [0.152] | [0.001] | [1.438] | [1.680] | [0.006] | [3.540] | [3.850] | [0.008] |
|  | Eigen | 2.111 | 0.074 | 0.993 | 1.389 | 0.036 | 0.997 | 1.169 | 0.029 | 0.999 |
|  |  | [22.391] | [2.103] | [0.012] | [22.338] | [2.158] | [0.012] | [22.256] | [2.161] | [0.012] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.256] |  |  | [0.255] |  |  | [0.258] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.442] |  |  | [0.438] |  |  | [0.435] |
| 2000 | True | [2.986] | [116.255] | [0.031] | [39.494] | [121.062] | [0.031] | [50.895] | [127.362] | [0.031] |
|  | AMBKM | 0.042 | 0.721 | $\approx 1.000$ | 0.037 | 0.634 | $\approx 1.000$ | 0.032 | 0.526 | $\approx 1.000$ |
|  |  | [0.567] | [0.512] | [0.013] | [0.905] | [0.528] | [0.012] | [1.322] | [0.581] | [0.012] |
|  | Taylor4 | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ | $\approx 0.000$ | 0.002 | $\approx 1.000$ |
|  |  | [0.332] | [0.651] | [0.004] | [7.047] | [13.587] | [0.025] | [21.848] | [36.129] | [0.031] |
|  | Cheb4 | $\approx 0.000$ | 0.003 | $\approx 1.000$ | $\approx 0.000$ | 0.004 | $\approx 1.000$ | $\approx 0.000$ | 0.004 | $\approx 1.000$ |
|  |  | [0.465] | [0.604] | [0.004] | [8.925] | [9.940] | [0.025] | [24.132] | [25.575] | [0.031] |
|  | Eigen | 2.597 | 0.046 | 0.996 | 1.318 | 0.020 | 0.999 | 1.316 | 0.021 | 0.999 |
|  |  | [165.286] | [16.469] | [0.045] | [164.427] | [16.479] | [0.046] | [164.123] | [16.473] | [0.046] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [1.695] |  |  | [1.781] |  |  | [1.708] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [3.118] |  |  | [3.151] |  |  | [3.096] |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag ( $\Upsilon$ ) are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.7
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.5$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{s}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{s}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{s}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.012] | [0.002] | $\approx[0.000]$ | [0.015] | [0.017] | [0.001] | [0.016] | [0.017] | [0.001] |
|  | AMBKM | $\begin{aligned} & 0.498 \\ & {[0.025]} \end{aligned}$ | $\begin{aligned} & 0.831 \\ & {[0.010]} \end{aligned}$ | $\begin{aligned} & 0.981 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.252 \\ & {[0.026]} \end{aligned}$ | $\begin{aligned} & 0.690 \\ & {[0.009]} \end{aligned}$ | $\begin{aligned} & 0.997 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.212 \\ & {[0.028]} \end{aligned}$ | $\begin{aligned} & 0.525 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & \approx[0.000] \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.059 \\ & {[0.019]} \end{aligned}$ | $\begin{aligned} & 0.154 \\ & {[0.016]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.035 \\ & {[0.022]} \end{aligned}$ | $\begin{aligned} & 0.101 \\ & {[0.025]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.034 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.101 \\ & {[0.031]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.021 \\ & {[0.041]} \end{aligned}$ | $\begin{aligned} & 0.022 \\ & {[0.043]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.005 \\ & {[0.047]} \end{aligned}$ | $\begin{aligned} & 0.026 \\ & {[0.053]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.054]} \end{aligned}$ | $\begin{aligned} & 0.030 \\ & {[0.062]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 1.360 \\ & {[0.014]} \end{aligned}$ | $\begin{aligned} & 0.144 \\ & {[0.058]} \end{aligned}$ | $\begin{aligned} & 0.969 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.712 \\ & {[0.098]} \end{aligned}$ | $\begin{aligned} & 0.015 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.996 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.837 \\ & {[0.043]} \end{aligned}$ | $\begin{aligned} & 0.014 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.992 \\ & \approx[0.000] \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.005]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.004]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.019]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.009]} \end{aligned}$ |
| 1000 | True | [0.374] | [14.235] | [0.008] | [2.472] | [14.851] | [0.008] | [5.844] | [15.611] | [0.008] |
|  | AMBKM | $\begin{aligned} & 0.273 \\ & {[0.150]} \end{aligned}$ | $\begin{aligned} & 0.851 \\ & {[0.127]} \end{aligned}$ | $\begin{aligned} & 0.996 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.236 \\ & {[0.228]} \end{aligned}$ | $\begin{aligned} & 0.704 \\ & {[0.184]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.003]} \end{aligned}$ | $\begin{aligned} & 0.201 \\ & {[0.321]} \end{aligned}$ | $\begin{aligned} & 0.541 \\ & {[0.181]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.004]} \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.036 \\ & {[0.067]} \end{aligned}$ | $\begin{aligned} & 0.097 \\ & {[0.130]} \end{aligned}$ | $\begin{gathered} \approx 1.000 \\ {[0.001]} \end{gathered}$ | $\begin{aligned} & 0.033 \\ & {[1.076]} \end{aligned}$ | $\begin{aligned} & 0.090 \\ & {[2.146]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & 0.034 \\ & {[3.000]} \end{aligned}$ | $\begin{aligned} & 0.097 \\ & {[4.861]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.008]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.005 \\ & {[0.178]} \end{aligned}$ | $\begin{aligned} & 0.028 \\ & {[0.152]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[1.492]} \end{aligned}$ | $\begin{aligned} & 0.038 \\ & {[1.682]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.006]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & \lceil 3.542\rceil \end{aligned}$ | $\begin{aligned} & 0.036 \\ & {[3.860]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \\ & \hline 0.0081 \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 1.977 \\ & {[22.299]} \end{aligned}$ | $\begin{aligned} & 0.013 \\ & {[2.101]} \end{aligned}$ | $\begin{aligned} & 0.991 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 1.115 \\ & {[22.355]} \end{aligned}$ | $\begin{aligned} & 0.005 \\ & {[2.104]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 0.885 \\ & {[22.282]} \end{aligned}$ | $\begin{aligned} & 0.006 \\ & {[2.156]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.012]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[0.253]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.255]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[0.253]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.461]} \end{aligned}$ |  |  | $\begin{gathered} \approx 1.000 \\ {[0.447]} \end{gathered}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[0.447]} \end{aligned}$ |
| 2000 | True | [3.133] | [116.241] | [0.032] | [39.723] | [121.320] | [0.031] | [50.680] | [127.814] | [0.031] |
|  | AMBKM | $\begin{aligned} & 0.262 \\ & {[0.627]} \end{aligned}$ | $\begin{aligned} & 0.851 \\ & {[0.521]} \end{aligned}$ | $\begin{aligned} & 0.998 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 0.235 \\ & {[0.905]} \end{aligned}$ | $\begin{aligned} & 0.704 \\ & {[0.520]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 0.202 \\ & {[1.308]} \end{aligned}$ | $\begin{aligned} & 0.541 \\ & {[0.532]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.012]} \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.034 \\ & {[0.278]} \end{aligned}$ | $\begin{aligned} & 0.088 \\ & {[0.659]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.033 \\ & {[7.169]} \end{aligned}$ | $\begin{aligned} & 0.089 \\ & {[13.616]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.025]} \end{aligned}$ | $\begin{aligned} & 0.034 \\ & {[21.948]} \end{aligned}$ | $\begin{aligned} & 0.096 \\ & {[36.176]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.031]} \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.005 \\ & {[0.522]} \end{aligned}$ | $\begin{aligned} & 0.035 \\ & {[0.605]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[8.836]} \end{aligned}$ | $\begin{aligned} & 0.039 \\ & {[9.995]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.025]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[23.965]} \end{aligned}$ | $\begin{aligned} & 0.037 \\ & {[25.363]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & {[0.031]} \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 2.631 \\ & {[165.227]} \end{aligned}$ | $\begin{aligned} & 0.011 \\ & {[16.518]} \end{aligned}$ | $\begin{aligned} & 0.994 \\ & {[0.045]} \end{aligned}$ | $\begin{aligned} & 1.269 \\ & \text { [164.365] } \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[16.474]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.045]} \end{aligned}$ | $\begin{aligned} & 1.002 \\ & {[164.075]} \end{aligned}$ | $\begin{aligned} & 0.003 \\ & {[16.475]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & {[0.046]} \end{aligned}$ |
|  | LU |  |  | $\begin{aligned} & 1.000 \\ & {[1.699]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.760]} \end{aligned}$ |  |  | $\begin{aligned} & 1.000 \\ & {[1.722]} \end{aligned}$ |
|  | CGrad |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.168]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.265]} \end{aligned}$ |  |  | $\begin{aligned} & \approx 1.000 \\ & {[3.136]} \end{aligned}$ |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag $(\Upsilon)$ are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Computational times in seconds. Averages based on 1000 replications.

Table A.1.8
Simulation results for the approximated spatial lag operator inverse and related matrix functions, considering the new approximation method based on known matrices (AMBKM), fourth-order Taylor series approximation (Taylor4), fourth-order Chebyshev approximation (Cheb4), the Eigendecomposition (Eigen), the LU decomposition (LU) and the Conjugate Gradient method (CGrad), with $\alpha=0.8$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ | $\mathbf{S}^{-1}$ | $\operatorname{diag}(\Upsilon)$ | $\mathbf{S}^{-1} \mathbf{X}$ |
| 100 | True | [0.012] | [0.002] | $\approx[0.000]$ | [0.015] | [0.017] | [0.001] | [0.016] | [0.017] | [0.001] |
|  | AMBKM | $\begin{aligned} & 2.551 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.955 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & 0.887 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.873 \\ & {[0.026]} \end{aligned}$ | $\begin{aligned} & 0.661 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & 0.936 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.748 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.376 \\ & {[0.008]} \end{aligned}$ | $\begin{aligned} & 0.984 \\ & \approx[0.000] \end{aligned}$ |
|  | Taylor4 | $\begin{aligned} & 0.665 \\ & {[0.019]} \end{aligned}$ | $\begin{aligned} & 0.781 \\ & {[0.016]} \end{aligned}$ | $\begin{aligned} & 0.987 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.373 \\ & {[0.022]} \end{aligned}$ | $\begin{aligned} & 0.677 \\ & {[0.026]} \end{aligned}$ | $\begin{aligned} & 0.989 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.358 \\ & {[0.027]} \end{aligned}$ | $\begin{aligned} & 0.675 \\ & {[0.033]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & \approx[0.000] \end{aligned}$ |
|  | Cheb4 | $\begin{aligned} & 0.863 \\ & {[0.042]} \end{aligned}$ | $\begin{aligned} & 0.241 \\ & {[0.043]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.119 \\ & {[0.050]} \end{aligned}$ | $\begin{aligned} & 0.074 \\ & {[0.052]} \end{aligned}$ | $\begin{aligned} & 0.999 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.088 \\ & {[0.054]} \end{aligned}$ | $\begin{aligned} & 0.069 \\ & {[0.060]} \end{aligned}$ | $\begin{aligned} & \approx 1.000 \\ & \approx[0.000] \end{aligned}$ |
|  | Eigen | $\begin{aligned} & 3.641 \\ & {[0.012]} \end{aligned}$ | $\begin{aligned} & 0.136 \\ & {[0.002]} \end{aligned}$ | $\begin{aligned} & 0.970 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.865 \\ & {[0.043]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.995 \\ & \approx[0.000] \end{aligned}$ | $\begin{aligned} & 0.822 \\ & {[0.043]} \end{aligned}$ | $\begin{aligned} & 0.004 \\ & {[0.004]} \end{aligned}$ | $\begin{aligned} & 0.992 \\ & \approx[0.000] \end{aligned}$ |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.005] |  |  | [0.005] |  |  | [0.005] |
|  | CGrad |  |  | 0.603 |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.016] |  |  | [0.010] |  |  | [0.010] |
| 1000 | True | [0.375] | [14.218] | [0.008] | [2.381] | [14.871] | [0.008] | [5.800] | [15.617] | [0.008] |
|  | AMBKM | 0.735 | 0.943 | 0.939 | 0.612 | 0.628 | 0.994 | 0.680 | 0.344 | 0.998 |
|  |  | [0.263] | [0.125] | [0.004] | [0.284] | [0.128] | [0.004] | [0.323] | [0.129] | [0.004] |
|  | Taylor4 | 0.377 | 0.651 | 0.990 | 0.346 | 0.631 | 0.999 | 0.356 | 0.659 | $\approx 1.000$ |
|  |  | [0.066] | [0.128] | [0.001] | [1.188] | [2.096] | [0.006] | [2.963] | [4.872] | [0.008] |
|  | Cheb4 | 0.129 | 0.094 | 0.999 | 0.088 | 0.082 | $\approx 1.000$ | 0.090 | 0.064 | $\approx 1.000$ |
|  |  | [0.180] | [0.150] | [0.001] | [1.437] | [1.686] | [0.006] | [3.604] | [3.818] | [0.008] |
|  | Eigen | $1.840$ | 0.003 | 0.995 | 0.982 | 0.001 | 0.999 | 1.056 | 0.001 | 0.999 |
|  |  | [22.331] | [2.102] | [0.012] | [22.302] | [2.102] | [0.012] | [22.282] | [2.161] | [0.012] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [0.252] |  |  | [0.256] |  |  | [0.256] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [0.498] |  |  | [0.475] |  |  | [0.498] |
| 2000 | True | [3.090] | [116.212] | [0.031] | [39.872] | [121.396] | [0.031] | [50.982] | [127.827] | [0.031] |
|  | AMBKM | 0.671 | 0.937 | 0.957 | 0.605 | 0.621 | 0.997 | $0.682$ | $0.343$ | 0.999 |
|  |  | [0.560] | [0.580] | [0.012] | [0.976] | [0.524] | [0.012] | [1.429] | [0.594] | [0.013] |
|  | Taylor4 | 0.350 | 0.616 | 0.993 | 0.345 | 0.627 | $\approx 1.000$ | 0.354 | 0.658 | $\approx 1.000$ |
|  |  | [0.277] | [0.652] | [0.004] | [7.097] | [13.523] | [0.025] | [21.872] | [36.160] | [0.031] |
|  | Cheb4 | 0.099 | 0.110 | 0.999 | 0.088 | 0.084 | $\approx 1.000$ | 0.086 | 0.064 | $\approx 1.000$ |
|  |  | [0.470] | [0.610] | [0.004] | [8.781] | [9.921] | [0.025] | [24.093] | [25.557] | [0.031] |
|  | Eigen | 2.170 | 0.002 | 0.998 | 1.304 | $\approx 0.000$ | 0.999 | 1.128 | $\approx 0.000$ | 0.999 |
|  |  | [165.791] | [16.481] | [0.046] | [164.499] | [16.476] | [0.046] | [164.210] | [16.478] | [0.046] |
|  | LU |  |  | 1.000 |  |  | 1.000 |  |  | 1.000 |
|  |  |  |  | [1.716] |  |  | [1.721] |  |  | [1.705] |
|  | CGrad |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |  |  | $\approx 1.000$ |
|  |  |  |  | [3.299] |  |  | [3.244] |  |  | [3.261] |

NOTE: The matrix $\mathbf{S}=\mathbf{I}-\alpha \mathbf{W}$. The values for the column $\mathbf{S}^{-1}$ are the average norm differences w.r.t. the identity matrix. The values for the column diag ( $\Upsilon$ ) are the average absolute deviations w.r.t. the true values. The values for the column $\mathbf{S}^{-1} \mathbf{X}$ are the average correlation coefficient between the approximated and the true operation. Numbers in brackets are average computational times. Averages are based on 1000 replications.

## Appendix A.2. GMM estimation

Table A.2.1
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0$ and $\mathbf{W}$ based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.074 \\ & (0.377) \end{aligned}$ | $\begin{aligned} & -0.033 \\ & (0.429) \end{aligned}$ | $\begin{aligned} & \hline-0.006 \\ & (0.576) \end{aligned}$ | $\begin{aligned} & 0.295 \\ & (0.720) \end{aligned}$ | $\begin{aligned} & -0.498 \\ & (1.295) \end{aligned}$ | $\begin{aligned} & -0.020 \\ & (1.319) \end{aligned}$ | $\begin{aligned} & 0.672 \\ & (2.168) \end{aligned}$ | $\begin{aligned} & -0.894 \\ & (3.360) \end{aligned}$ | $\begin{aligned} & -0.098 \\ & (5.309) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.005 \\ & (0.141) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.172) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.159) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.149) \end{aligned}$ | $\begin{aligned} & 0.023 \\ & (0.352) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.241) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.274) \end{aligned}$ | $\begin{aligned} & 0.072 \\ & (0.754) \end{aligned}$ | $\begin{aligned} & -0.039 \\ & (0.944) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.084 \\ & (0.263) \end{aligned}$ | $\begin{aligned} & 1.097 \\ & (0.268) \end{aligned}$ | $\begin{aligned} & 1.024 \\ & (0.256) \end{aligned}$ | $\begin{aligned} & 1.094 \\ & (0.272) \end{aligned}$ | $\begin{aligned} & 1.145 \\ & (0.367) \end{aligned}$ | $\begin{aligned} & 1.019 \\ & (0.250) \end{aligned}$ | $\begin{aligned} & 1.092 \\ & (0.247) \end{aligned}$ | $\begin{aligned} & 1.143 \\ & (0.316) \end{aligned}$ | $\begin{aligned} & 1.020 \\ & (0.267) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.062 | 0.034 |  | 0.066 | 0.035 |  | 0.069 | 0.042 |  |
|  | \# Iterations | 4 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 0.305 | 0.201 | 0.068 | 0.371 | 0.233 | 0.064 | 0.418 | 0.288 | 0.076 |
|  | \# Neighbors | 6 | 6 | 6 | 21 | 21 | 21 | 60 | 60 | 60 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.005 \\ & (0.201) \end{aligned}$ | $\begin{aligned} & -0.014 \\ & (0.202) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.203) \end{aligned}$ | $\begin{aligned} & 0.056 \\ & (0.351) \end{aligned}$ | $\begin{aligned} & -0.057 \\ & (0.435) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.418) \end{aligned}$ | $\begin{aligned} & 0.188 \\ & (0.572) \end{aligned}$ | $\begin{aligned} & -0.336 \\ & (1.154) \end{aligned}$ | $\begin{aligned} & -0.055 \\ & (0.906) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.001 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.047) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.073) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.057) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.002 \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.074) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 1.012 \\ & (0.081) \end{aligned}$ | $\begin{aligned} & 1.030 \\ & (0.142) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.076) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.867 | 0.504 |  | 2.115 | 1.091 |  | 1.953 | 3.989 |  |
|  | \# Iterations | 3 | 4 |  | 4 | 4 |  | 5 | 5 |  |
|  | Total | 6.819 | 2.517 | 0.824 | 9.517 | 5.697 | 0.881 | 10.572 | 21.991 | 1.447 |
|  | \# Neighbors | 9 | 9 | 9 | 33 | 33 | 33 | 118 | 118 | 118 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.000 \\ & (0.148) \end{aligned}$ | $\begin{aligned} & -0.010 \\ & (0.147) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.148) \end{aligned}$ | $\begin{aligned} & 0.017 \\ & (0.285) \end{aligned}$ | $\begin{aligned} & -0.044 \\ & (0.326) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.306) \end{aligned}$ | $\begin{aligned} & 0.129 \\ & (0.462) \end{aligned}$ | $\begin{aligned} & -0.129 \\ & (0.698) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.601) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.031) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.034) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.035) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.003 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.083) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.055) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 6.935 | 2.651 |  | 7.304 | 7.372 |  | 6.839 | 20.889 |  |
|  | \# Iterations | 3 | 3 |  | 4 | 4 |  | 4 | 5 |  |
|  | Total | 23.064 | 11.109 | 2.464 | 30.193 | 33.943 | 2.489 | 34.917 | 107.516 | 4.050 |
|  | \# Neighbors | 9 | 9 | 9 | 37 | 37 | 37 | 134 | 134 | 134 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.2
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.2$ and $\mathbf{W}$ based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.189 \\ & (0.388) \end{aligned}$ | $\begin{aligned} & \hline 0.132 \\ & (0.389) \end{aligned}$ | $\begin{aligned} & \hline 0.228 \\ & (0.589) \end{aligned}$ | $\begin{aligned} & \hline 0.279 \\ & (0.655) \end{aligned}$ | $\begin{aligned} & -0.147 \\ & (1.184) \end{aligned}$ | $\begin{aligned} & 0.221 \\ & (1.370) \end{aligned}$ | $\begin{aligned} & 0.827 \\ & (1.866) \end{aligned}$ | $\begin{aligned} & -0.099 \\ & (3.875) \end{aligned}$ | $\begin{aligned} & 0.143 \\ & (5.414) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.006 \\ & (0.132) \end{aligned}$ | $\begin{aligned} & 0.009 \\ & (0.142) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.148) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.141) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.246) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.224) \end{aligned}$ | $\begin{aligned} & 0.011 \\ & (0.254) \end{aligned}$ | $\begin{aligned} & -0.064 \\ & (0.689) \end{aligned}$ | $\begin{aligned} & 0.020 \\ & (0.778) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.083 \\ & (0.275) \end{aligned}$ | $\begin{aligned} & 1.109 \\ & (0.278) \end{aligned}$ | $\begin{aligned} & 1.022 \\ & (0.254) \end{aligned}$ | $\begin{aligned} & 1.105 \\ & (0.272) \end{aligned}$ | $\begin{aligned} & 1.104 \\ & (0.349) \end{aligned}$ | $\begin{aligned} & 1.017 \\ & (0.259) \end{aligned}$ | $\begin{aligned} & 1.135 \\ & (0.301) \end{aligned}$ | $\begin{aligned} & 1.144 \\ & (0.343) \end{aligned}$ | $\begin{aligned} & 1.020 \\ & (0.263) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.063 | 0.033 |  | 0.065 | 0.036 |  | 0.070 | 0.041 |  |
|  | \# Iterations | 4 | 5 |  | 5 | 5 |  | 5 | 6 |  |
|  | Total | 0.319 | 0.198 | 0.063 | 0.361 | 0.230 | 0.067 | 0.439 | 0.283 | 0.077 |
|  | \# Neighbors | 6 | 6 | 6 | 20 | 20 | 20 | 58 | 58 | 58 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.225 \\ & (0.205) \end{aligned}$ | $\begin{aligned} & 0.186 \\ & (0.165) \end{aligned}$ | $\begin{aligned} & 0.223 \\ & (0.202) \end{aligned}$ | $\begin{aligned} & 0.238 \\ & (0.380) \end{aligned}$ | $\begin{aligned} & 0.130 \\ & (0.355) \end{aligned}$ | $\begin{aligned} & 0.237 \\ & (0.428) \end{aligned}$ | $\begin{aligned} & 0.284 \\ & (0.518) \end{aligned}$ | $\begin{aligned} & -0.028 \\ & (1.070) \end{aligned}$ | $\begin{aligned} & 0.218 \\ & (0.889) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.001 \\ & (0.033) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.037) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.036) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.072) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.053) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.001 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 1.011 \\ & (0.084) \end{aligned}$ | $\begin{aligned} & 1.010 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 1.004 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 1.011 \\ & (0.083) \end{aligned}$ | $\begin{aligned} & 1.033 \\ & (0.139) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.078) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.489 | 0.441 |  | 1.596 | 0.933 |  | 1.670 | 3.549 |  |
|  | \# Iterations | 3 | 4 |  | 4 | 5 |  | 5 | 5 |  |
|  | Total | 5.708 | 2.185 | 0.629 | 7.547 | 4.965 | 0.684 | 9.273 | 19.786 | 1.311 |
|  | \# Neighbors | 9 | 9 | 9 | 33 | 33 | 33 | 119 | 119 | 119 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.222 \\ & (0.156) \end{aligned}$ | $\begin{aligned} & 0.189 \\ & (0.125) \end{aligned}$ | $\begin{aligned} & 0.220 \\ & (0.153) \end{aligned}$ | $\begin{aligned} & 0.234 \\ & (0.292) \end{aligned}$ | $\begin{aligned} & 0.166 \\ & (0.251) \end{aligned}$ | $\begin{aligned} & 0.232 \\ & (0.300) \end{aligned}$ | $\begin{aligned} & 0.270 \\ & (0.463) \end{aligned}$ | $\begin{aligned} & 0.064 \\ & (0.610) \end{aligned}$ | $\begin{aligned} & 0.243 \\ & (0.628) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.026) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.026) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.037) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.031) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.997 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 0.996 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.021 \\ & (0.156) \end{aligned}$ | $\begin{aligned} & 0.998 \\ & (0.054) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 6.381 | 2.596 |  | 5.949 | 6.381 |  | 6.356 | 21.036 |  |
|  | \# Iterations | 3 | 4 |  | 4 | 4 |  | 5 | 5 |  |
|  | Total | 22.786 | 11.184 | 2.015 | 25.671 | 29.407 | 2.021 | 33.666 | 108.958 | 3.964 |
|  | \# Neighbors | 9 | 9 | 9 | 37 | 37 | 37 | 133 | 133 | 133 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.3
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.5$ and $\mathbf{W}$ based on the radial distance criterion.

| $\begin{aligned} & \frac{\delta_{R}}{N} \end{aligned}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.409 \\ & (0.451) \end{aligned}$ | $\begin{aligned} & 0.328 \\ & (0.389) \end{aligned}$ | $\begin{aligned} & 0.684 \\ & (0.686) \end{aligned}$ | $\begin{aligned} & 0.496 \\ & (0.733) \end{aligned}$ | $\begin{aligned} & -0.110 \\ & (1.330) \end{aligned}$ | $\begin{aligned} & 0.627 \\ & (1.528) \end{aligned}$ | $\begin{aligned} & 0.837 \\ & (1.773) \end{aligned}$ | $\begin{aligned} & -0.620 \\ & (4.238) \end{aligned}$ | $\begin{aligned} & 0.739 \\ & (4.292) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.002 \\ & (0.110) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.118) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.007 \\ & (0.160) \end{aligned}$ | $\begin{aligned} & -0.010 \\ & (0.509) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.282) \end{aligned}$ | $\begin{aligned} & -0.030 \\ & (0.300) \end{aligned}$ | $\begin{aligned} & -0.031 \\ & (1.054) \end{aligned}$ | $\begin{aligned} & -0.049 \\ & (0.738) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.051 \\ & (0.265) \end{aligned}$ | $\begin{aligned} & 1.082 \\ & (0.268) \end{aligned}$ | $\begin{aligned} & 0.947 \\ & (0.250) \end{aligned}$ | $\begin{aligned} & 1.121 \\ & (0.318) \end{aligned}$ | $\begin{aligned} & 1.109 \\ & (0.326) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.259) \end{aligned}$ | $\begin{aligned} & 1.066 \\ & (0.268) \end{aligned}$ | $\begin{aligned} & 1.139 \\ & (0.371) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.264) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.063 | 0.033 |  | 0.066 | 0.035 |  | 0.069 | 0.042 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 6 |  |
|  | Total | 0.335 | 0.203 | 0.064 | 0.379 | 0.223 | 0.067 | 0.436 | 0.300 | 0.078 |
|  | \# Neighbors | 6 | 6 | 6 | 20 | 20 | 20 | 59 | 59 | 59 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.669 \\ & (0.267) \end{aligned}$ | $\begin{aligned} & 0.477 \\ & (0.106) \end{aligned}$ | $\begin{aligned} & 0.678 \\ & (0.279) \end{aligned}$ | $\begin{aligned} & 0.615 \\ & (0.414) \end{aligned}$ | $\begin{aligned} & 0.376 \\ & (0.247) \end{aligned}$ | $\begin{aligned} & 0.718 \\ & (0.483) \end{aligned}$ | $\begin{aligned} & 0.474 \\ & (0.554) \end{aligned}$ | $\begin{aligned} & 0.274 \\ & (1.010) \end{aligned}$ | $\begin{aligned} & 0.696 \\ & (0.944) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.027) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.054) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.985 \\ & (0.093) \end{aligned}$ | $\begin{aligned} & 1.004 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.961 \\ & (0.084) \end{aligned}$ | $\begin{aligned} & 1.009 \\ & (0.105) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.990 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 1.020 \\ & (0.105) \end{aligned}$ | $\begin{aligned} & 1.075 \\ & (0.296) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.078) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.557 | 0.457 |  | 1.635 | 0.959 |  | 1.645 | 3.483 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 8.076 | 2.621 | 0.561 | 8.765 | 5.337 | 0.674 | 9.473 | 19.264 | 1.302 |
|  | \# Neighbors | 9 | 9 | 9 | 34 | 34 | 34 | 120 | 120 | 120 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.705 \\ & (0.256) \end{aligned}$ | $\begin{aligned} & 0.492 \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.688 \\ & (0.245) \end{aligned}$ | $\begin{aligned} & 0.698 \\ & (0.357) \end{aligned}$ | $\begin{aligned} & 0.443 \\ & (0.141) \end{aligned}$ | $\begin{aligned} & 0.738 \\ & (0.386) \end{aligned}$ | $\begin{aligned} & 0.553 \\ & (0.494) \end{aligned}$ | $\begin{aligned} & 0.422 \\ & (0.544) \end{aligned}$ | $\begin{aligned} & 0.721 \\ & (0.670) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.026) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.979 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & 1.004 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.966 \\ & (0.064) \end{aligned}$ | $\begin{aligned} & 1.008 \\ & (0.062) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.993 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 1.050 \\ & (0.209) \end{aligned}$ | $\begin{aligned} & 0.997 \\ & (0.056) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 8.178 | 3.004 |  | 7.848 | 7.641 |  | 6.861 | 21.501 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 42.737 | 16.435 | 2.237 | 42.574 | 41.329 | 2.379 | 39.126 | 116.620 | 4.037 |
|  | \# Neighbors | 10 | 10 | 10 | 36 | 36 | 36 | 136 | 136 | 136 |

Table A.2.4
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.8$ and W based on the radial distance criterion.

| $\delta_{R}$ |  | 1 |  |  | 2 |  |  | 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & \hline 0.797 \\ & (0.589) \end{aligned}$ | $\begin{aligned} & \hline 0.575 \\ & (0.509) \end{aligned}$ | $\begin{aligned} & 1.582 \\ & (1.418) \end{aligned}$ | $\begin{aligned} & 0.852 \\ & (0.985) \end{aligned}$ | $\begin{aligned} & 0.397 \\ & (1.460) \end{aligned}$ | $\begin{aligned} & 1.732 \\ & (2.137) \end{aligned}$ | $\begin{aligned} & 1.392 \\ & (2.318) \end{aligned}$ | $\begin{aligned} & \hline 0.004 \\ & (4.172) \end{aligned}$ | $\begin{aligned} & \hline 1.160 \\ & (5.572) \end{aligned}$ |
|  | $\widehat{\beta_{0}}$ | $\begin{aligned} & -0.002 \\ & (0.123) \end{aligned}$ | $\begin{aligned} & -0.010 \\ & (0.140) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.305) \end{aligned}$ | $\begin{aligned} & 0.016 \\ & (0.285) \end{aligned}$ | $\begin{aligned} & 0.024 \\ & (0.484) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.604) \end{aligned}$ | $\begin{aligned} & -0.032 \\ & (0.696) \end{aligned}$ | $\begin{aligned} & -0.124 \\ & (1.847) \end{aligned}$ | $\begin{aligned} & 0.113 \\ & (2.455) \end{aligned}$ |
|  | $\widehat{\beta_{1}}$ | $\begin{aligned} & 0.933 \\ & (0.274) \end{aligned}$ | $\begin{aligned} & 0.995 \\ & (0.338) \end{aligned}$ | $\begin{aligned} & 0.748 \\ & (0.349) \end{aligned}$ | $\begin{aligned} & 0.969 \\ & (0.277) \end{aligned}$ | $\begin{aligned} & 1.000 \\ & (0.272) \end{aligned}$ | $\begin{aligned} & 0.873 \\ & (0.284) \end{aligned}$ | $\begin{aligned} & 1.013 \\ & (0.260) \end{aligned}$ | $\begin{aligned} & 1.040 \\ & (0.284) \end{aligned}$ | $\begin{aligned} & 0.912 \\ & (0.275) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.066 | 0.032 |  | 0.067 | 0.036 |  | 0.071 | 0.042 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 6 | 6 |  |
|  | Total | 0.389 | 0.211 | 0.062 | 0.410 | 0.242 | 0.068 | 0.467 | 0.291 | 0.076 |
|  | \# Neighbors | 6 | 6 | 6 | 21 | 21 | 21 | 60 | 60 | 60 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 1.403 \\ & (0.641) \end{aligned}$ | $\begin{aligned} & 0.690 \\ & (0.117) \end{aligned}$ | $\begin{aligned} & 1.584 \\ & (0.836) \end{aligned}$ | $\begin{aligned} & 1.418 \\ & (0.796) \end{aligned}$ | $\begin{aligned} & 1.009 \\ & (0.711) \end{aligned}$ | $\begin{aligned} & 1.853 \\ & (1.157) \end{aligned}$ | $\begin{aligned} & 1.173 \\ & (0.991) \end{aligned}$ | $\begin{aligned} & 1.330 \\ & (1.257) \end{aligned}$ | $\begin{aligned} & 1.824 \\ & (1.398) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.002 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.063) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.060) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.096) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.100) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.113) \end{aligned}$ | $\begin{aligned} & -0.018 \\ & (0.163) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.131) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.880 \\ & (0.171) \end{aligned}$ | $\begin{aligned} & 0.956 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.799 \\ & (0.215) \end{aligned}$ | $\begin{aligned} & 0.941 \\ & (0.109) \end{aligned}$ | $\begin{aligned} & 1.114 \\ & (0.350) \end{aligned}$ | $\begin{aligned} & 0.916 \\ & (0.114) \end{aligned}$ | $\begin{aligned} & 0.988 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 1.110 \\ & (0.258) \end{aligned}$ | $\begin{aligned} & 0.973 \\ & (0.081) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.673 | 0.449 |  | 1.581 | 1.046 |  | 1.653 | 3.683 |  |
|  | \# Iterations | 6 | 6 |  | 6 | 6 |  | 5 | 6 |  |
|  | Total | 11.297 | 3.034 | 0.521 | 10.185 | 6.592 | 0.569 | 10.449 | 22.218 | 1.276 |
|  | \# Neighbors | 8 | 8 | 8 | 39 | 39 | 39 | 125 | 125 | 125 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 1.255 \\ & (0.455) \end{aligned}$ | $\begin{aligned} & 0.650 \\ & (0.150) \end{aligned}$ | $\begin{aligned} & 1.616 \\ & (0.844) \end{aligned}$ | $\begin{aligned} & 1.522 \\ & (0.798) \end{aligned}$ | $\begin{aligned} & 0.825 \\ & (0.363) \end{aligned}$ | $\begin{aligned} & 1.880 \\ & (1.141) \end{aligned}$ | $\begin{aligned} & 1.795 \\ & (1.159) \end{aligned}$ | $\begin{aligned} & 1.491 \\ & (1.087) \end{aligned}$ | $\begin{aligned} & 1.876 \\ & (1.283) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.007 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.019 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.060) \end{aligned}$ | $\begin{aligned} & 0.009 \\ & (0.040) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.071) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.079) \end{aligned}$ | $\begin{aligned} & 0.007 \\ & (0.115) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.086) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.890 \\ & (0.110) \end{aligned}$ | $\begin{aligned} & 0.986 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.813 \\ & (0.196) \end{aligned}$ | $\begin{aligned} & 0.953 \\ & (0.091) \end{aligned}$ | $\begin{aligned} & 1.129 \\ & (0.272) \end{aligned}$ | $\begin{aligned} & 0.926 \\ & (0.091) \end{aligned}$ | $\begin{aligned} & 0.983 \\ & (0.060) \end{aligned}$ | $\begin{aligned} & 1.264 \\ & (0.420) \end{aligned}$ | $\begin{aligned} & 0.975 \\ & (0.060) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 6.707 | 2.594 |  | 5.965 | 7.410 |  | 5.962 | 22.797 |  |
|  | \# Iterations | 7 | 5 |  | 6 | 6 |  | 5 |  |  |
|  | Total | 48.554 | 14.623 | 1.728 | 37.195 | 47.109 | 1.916 | 35.994 | 135.114 | 3.671 |
|  | \# Neighbors | 8 | 8 | 8 | 44 | 44 | 44 | 143 | 143 | 143 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.5
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & \hline-0.005 \\ & (0.225) \end{aligned}$ | $\begin{aligned} & \hline-0.001 \\ & (0.215) \end{aligned}$ | $\begin{aligned} & \hline 0.004 \\ & (0.250) \end{aligned}$ | $\begin{aligned} & \hline 0.198 \\ & (0.570) \end{aligned}$ | $\begin{aligned} & -0.215 \\ & (0.847) \end{aligned}$ | $\begin{aligned} & 0.017 \\ & (0.953) \end{aligned}$ | $\begin{aligned} & 0.249 \\ & (0.776) \end{aligned}$ | $\begin{aligned} & -0.499 \\ & (1.401) \end{aligned}$ | $\begin{aligned} & -0.024 \\ & (1.445) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.003 \\ & (0.142) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.152) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.141) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.132) \end{aligned}$ | $\begin{aligned} & 0.019 \\ & (0.246) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.183) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.146) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.377) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.266) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.050 \\ & (0.256) \end{aligned}$ | $\begin{aligned} & 1.083 \\ & (0.267) \end{aligned}$ | $\begin{aligned} & 1.024 \\ & (0.257) \end{aligned}$ | $\begin{aligned} & 1.106 \\ & (0.295) \end{aligned}$ | $\begin{aligned} & 1.097 \\ & (0.279) \end{aligned}$ | $\begin{aligned} & 1.018 \\ & (0.257) \end{aligned}$ | $\begin{aligned} & 1.133 \\ & (0.289) \end{aligned}$ | $\begin{aligned} & 1.140 \\ & (0.305) \end{aligned}$ | $\begin{aligned} & 1.033 \\ & (0.260) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.061 | 0.032 |  | 0.063 | 0.035 |  | 0.066 | 0.037 |  |
|  | \# Iterations | 4 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 0.288 | 0.181 | 0.061 | 0.353 | 0.224 | 0.066 | 0.376 | 0.242 | 0.064 |
|  | \%Asymmetry | 0.274 | 0.274 | 0.274 | 0.151 | 0.151 | 0.151 | 0.146 | 0.146 | 0.146 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.012 \\ & (0.227) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.229) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.230) \end{aligned}$ | $\begin{aligned} & 0.184 \\ & (0.561) \end{aligned}$ | $\begin{aligned} & -0.260 \\ & (1.102) \end{aligned}$ | $\begin{aligned} & 0.028 \\ & (0.812) \end{aligned}$ | $\begin{aligned} & 0.264 \\ & (0.645) \end{aligned}$ | $\begin{aligned} & -0.654 \\ & (1.959) \end{aligned}$ | $\begin{aligned} & -0.025 \\ & (1.345) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.001 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.044) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.127) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.074) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.003 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 1.016 \\ & (0.082) \end{aligned}$ | $\begin{aligned} & 1.028 \\ & (0.174) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 1.015 \\ & (0.087) \end{aligned}$ | $\begin{aligned} & 1.031 \\ & (0.138) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.078) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.382 | 0.495 |  | 1.568 | 2.324 |  | 1.575 | 5.631 |  |
|  | \# Iterations | 3 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 5.420 | 2.430 | 0.549 | 8.526 | 12.931 | 0.969 | 9.796 | 31.838 | 1.970 |
|  | \% Asymmetry | 0.130 | 0.130 | 0.130 | 0.106 | 0.106 | 0.106 | 0.125 | 0.125 | 0.125 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.006 \\ & (0.232) \end{aligned}$ | $\begin{aligned} & -0.021 \\ & (0.242) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.232) \end{aligned}$ | $\begin{aligned} & 0.176 \\ & (0.583) \end{aligned}$ | $\begin{aligned} & -0.309 \\ & (1.104) \end{aligned}$ | $\begin{aligned} & -0.030 \\ & (0.838) \end{aligned}$ | $\begin{aligned} & 0.303 \\ & (0.708) \end{aligned}$ | $\begin{aligned} & -0.426 \\ & (1.903) \end{aligned}$ | $\begin{aligned} & 0.032 \\ & (1.258) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.001 \\ & (0.029) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.031) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.028) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.049) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.000 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.005 \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 1.019 \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 1.000 \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 1.020 \\ & (0.113) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.055) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 6.846 | 4.995 |  | 6.435 | 38.929 |  | 6.486 | 49.120 |  |
|  | \# Iterations | 3 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 26.624 | 21.849 | 2.248 | 36.496 | 205.426 | 5.626 | 47.796 | 279.975 | 14.784 |
|  | \% Asymmetry | 0.102 | 0.102 | 0.102 | 0.101 | 0.101 | 0.101 | 0.123 | 0.123 | 0.123 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.6
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.2$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.164 \\ & (0.214) \end{aligned}$ | $\begin{aligned} & \hline 0.163 \\ & (0.218) \end{aligned}$ | $\begin{aligned} & 0.214 \\ & (0.268) \end{aligned}$ | $\begin{aligned} & 0.325 \\ & (0.556) \end{aligned}$ | $\begin{aligned} & -0.121 \\ & (0.828) \end{aligned}$ | $\begin{aligned} & 0.250 \\ & (0.900) \end{aligned}$ | $\begin{aligned} & 0.293 \\ & (0.702) \end{aligned}$ | $\begin{aligned} & -0.380 \\ & (1.394) \end{aligned}$ | $\begin{aligned} & 0.203 \\ & (1.440) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.002 \\ & (0.119) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.131) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.115) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.137) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.273) \end{aligned}$ | $\begin{aligned} & 0.006 \\ & (0.184) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.142) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.305) \end{aligned}$ | $\begin{aligned} & 0.014 \\ & (0.231) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.026 \\ & (0.251) \end{aligned}$ | $\begin{aligned} & 1.071 \\ & (0.271) \end{aligned}$ | $\begin{aligned} & 0.990 \\ & (0.254) \end{aligned}$ | $\begin{aligned} & 1.100 \\ & (0.291) \end{aligned}$ | $\begin{aligned} & 1.103 \\ & (0.270) \end{aligned}$ | $\begin{aligned} & 1.010 \\ & (0.258) \end{aligned}$ | $\begin{aligned} & 1.098 \\ & (0.274) \end{aligned}$ | $\begin{aligned} & 1.148 \\ & (0.392) \end{aligned}$ | $\begin{aligned} & 1.013 \\ & (0.258) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.062 | 0.033 |  | 0.064 | 0.035 |  | 0.064 | 0.037 |  |
|  | \# Iterations | 4 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 0.303 | 0.189 | 0.061 | 0.346 | 0.221 | 0.064 | 0.365 | 0.242 | 0.067 |
|  | \%Asymmetry | 0.273 | 0.273 | 0.273 | 0.152 | 0.152 | 0.152 | 0.147 | 0.147 | 0.147 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.237 \\ & (0.241) \end{aligned}$ | $\begin{aligned} & 0.185 \\ & (0.188) \end{aligned}$ | $\begin{aligned} & 0.236 \\ & (0.239) \end{aligned}$ | $\begin{aligned} & 0.257 \\ & (0.518) \end{aligned}$ | $\begin{aligned} & -0.087 \\ & (0.933) \end{aligned}$ | $\begin{aligned} & 0.226 \\ & (0.814) \end{aligned}$ | $\begin{aligned} & 0.366 \\ & (0.614) \end{aligned}$ | $\begin{aligned} & -0.344 \\ & (1.827) \end{aligned}$ | $\begin{aligned} & 0.196 \\ & (1.333) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.035) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.038) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.050) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.105) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.074) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.002 \\ & (0.082) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 1.010 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 1.036 \\ & (0.164) \end{aligned}$ | $\begin{aligned} & 1.001 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & 1.016 \\ & (0.085) \end{aligned}$ | $\begin{aligned} & 1.033 \\ & (0.135) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.079) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.300 | 0.488 |  | 1.474 | 2.163 |  | 1.546 | 5.685 |  |
|  | \# Iterations | 4 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 5.288 | 2.398 | 0.502 | 7.908 | 11.903 | 0.943 | 9.723 | 32.795 | 1.964 |
|  | \% Asymmetry | 0.130 | 0.130 | 0.130 | 0.106 | 0.106 | 0.106 | 0.125 | 0.125 | 0.125 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.227 \\ & (0.238) \end{aligned}$ | $\begin{aligned} & 0.174 \\ & (0.194) \end{aligned}$ | $\begin{aligned} & 0.224 \\ & (0.237) \end{aligned}$ | $\begin{aligned} & 0.300 \\ & (0.538) \end{aligned}$ | $\begin{aligned} & -0.081 \\ & (0.992) \end{aligned}$ | $\begin{aligned} & 0.221 \\ & (0.831) \end{aligned}$ | $\begin{aligned} & 0.386 \\ & (0.647) \end{aligned}$ | $\begin{gathered} -0.340 \\ (1.730) \end{gathered}$ | $\begin{aligned} & 0.190 \\ & (1.249) \end{aligned}$ |
|  | $\widehat{\beta_{0}}$ | $\begin{aligned} & -0.001 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.024) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.026) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.072) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.047) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.000 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.009 \\ & (0.067) \end{aligned}$ | $\begin{aligned} & 1.029 \\ & (0.125) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 1.007 \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 1.022 \\ & (0.098) \end{aligned}$ | $\begin{aligned} & 1.000 \\ & (0.056) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 5.646 | 4.368 |  | 6.266 | 38.941 |  | 6.251 | 48.360 |  |
|  | \# Iterations | 4 | 4 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 22.771 | 19.424 | 1.836 | 36.008 | 203.903 | 5.603 | 46.456 | 271.254 | 14.558 |
|  | \% Asymmetry | 0.103 | 0.103 | 0.103 | 0.101 | 0.101 | 0.101 | 0.123 | 0.123 | 0.123 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.7
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.5$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.375 \\ & (0.260) \end{aligned}$ | $\begin{aligned} & 0.393 \\ & (0.238) \end{aligned}$ | $\begin{aligned} & 0.581 \\ & (0.397) \end{aligned}$ | $\begin{aligned} & \hline 0.528 \\ & (0.595) \end{aligned}$ | $\begin{aligned} & 0.132 \\ & (0.852) \end{aligned}$ | $\begin{aligned} & 0.795 \\ & (1.233) \end{aligned}$ | $\begin{aligned} & 0.537 \\ & (0.660) \end{aligned}$ | $\begin{aligned} & -0.091 \\ & (1.539) \end{aligned}$ | $\begin{aligned} & \hline 0.739 \\ & (1.476) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.004 \\ & (0.090) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.106) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.083) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.124) \end{aligned}$ | $\begin{aligned} & 0.032 \\ & (0.264) \end{aligned}$ | $\begin{aligned} & 0.007 \\ & (0.282) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.124) \end{aligned}$ | $\begin{aligned} & -0.015 \\ & (0.456) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.295) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 1.006 \\ & (0.241) \end{aligned}$ | $\begin{aligned} & 1.092 \\ & (0.301) \end{aligned}$ | $\begin{aligned} & 0.870 \\ & (0.285) \end{aligned}$ | $\begin{aligned} & 1.099 \\ & (0.305) \end{aligned}$ | $\begin{aligned} & 1.114 \\ & (0.324) \end{aligned}$ | $\begin{aligned} & 0.990 \\ & (0.253) \end{aligned}$ | $\begin{aligned} & 1.109 \\ & (0.314) \end{aligned}$ | $\begin{aligned} & 1.162 \\ & (0.407) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.265) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.064 | 0.033 |  | 0.065 | 0.035 |  | 0.066 | 0.037 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 0.354 | 0.206 | 0.062 | 0.375 | 0.227 | 0.063 | 0.385 | 0.246 | 0.066 |
|  | \%Asymmetry | 0.274 | 0.274 | 0.274 | 0.151 | 0.151 | 0.151 | 0.147 | 0.147 | 0.147 |
| 1000 | $\hat{\alpha}$ | $\begin{aligned} & 0.683 \\ & (0.294) \end{aligned}$ | $\begin{aligned} & 0.459 \\ & (0.111) \end{aligned}$ | $\begin{aligned} & 0.706 \\ & (0.315) \end{aligned}$ | $\begin{aligned} & 0.509 \\ & (0.569) \end{aligned}$ | $\begin{aligned} & 0.316 \\ & (0.855) \end{aligned}$ | $\begin{aligned} & 0.721 \\ & (0.853) \end{aligned}$ | $\begin{aligned} & 0.463 \\ & (0.672) \end{aligned}$ | $\begin{aligned} & 0.073 \\ & (1.682) \end{aligned}$ | $\begin{aligned} & 0.744 \\ & (1.274) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.000 \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.037) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.066) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.048) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.114) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.072) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.999 \\ & (0.093) \end{aligned}$ | $\begin{aligned} & 1.006 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & 0.972 \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 1.010 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 1.060 \\ & (0.199) \end{aligned}$ | $\begin{aligned} & 1.000 \\ & (0.075) \end{aligned}$ | $\begin{aligned} & 1.018 \\ & (0.099) \end{aligned}$ | $\begin{aligned} & 1.053 \\ & (0.211) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.082) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.469 | 0.521 |  | 1.499 | 2.183 |  | 1.562 | 5.623 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 7.873 | 2.937 | 0.517 | 8.560 | 12.478 | 0.938 | 10.004 | 32.083 | 1.964 |
|  | \% Asymmetry | 0.131 | 0.131 | 0.131 | 0.106 | 0.106 | 0.106 | 0.126 | 0.126 | 0.126 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 0.702 \\ & (0.301) \end{aligned}$ | $\begin{aligned} & 0.462 \\ & (0.104) \end{aligned}$ | $\begin{aligned} & 0.721 \\ & (0.321) \end{aligned}$ | $\begin{aligned} & 0.547 \\ & (0.557) \end{aligned}$ | $\begin{aligned} & 0.390 \\ & (0.814) \end{aligned}$ | $\begin{aligned} & 0.731 \\ & (0.832) \end{aligned}$ | $\begin{aligned} & 0.485 \\ & (0.692) \end{aligned}$ | $\begin{aligned} & 0.293 \\ & (1.647) \end{aligned}$ | $\begin{aligned} & 0.698 \\ & (1.338) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.001 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.032) \end{aligned}$ | $\begin{aligned} & 0.001 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.056) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.998 \\ & (0.057) \end{aligned}$ | $\begin{aligned} & 1.003 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.984 \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 1.009 \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 1.058 \\ & (0.190) \end{aligned}$ | $\begin{aligned} & 1.000 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 1.011 \\ & (0.067) \end{aligned}$ | $\begin{aligned} & 1.033 \\ & (0.176) \end{aligned}$ | $\begin{aligned} & 0.999 \\ & (0.052) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 7.442 | 5.147 |  | 6.422 | 38.466 |  | 6.764 | 48.674 |  |
|  | \# Iterations | 5 | 5 |  | 5 | 5 |  | 5 | 5 |  |
|  | Total | 40.022 | 27.738 | 1.980 | 38.652 | 208.172 | 5.454 | 48.511 | 274.855 | 14.525 |
|  | \% Asymmetry | 0.102 | 0.102 | 0.102 | 0.101 | 0.101 | 0.101 | 0.123 | 0.123 | 0.123 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

Table A.2.8
Simulation results for the Spatial Probit model considering the iterative GMM estimator with approximated gradients (iGMMa), the iterative GMM estimator (iGMM) and the GMM estimator for the linearized model (LGMM), with $\alpha=0.8$ and $\mathbf{W}$ based on the nearest neighbors criterion.

| $\delta_{N N}$ |  | 0.01 |  |  | 0.1 |  |  | 0.2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ |  | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM | iGMMa | iGMM | LGMM |
| 100 | $\widehat{\alpha}$ | $\begin{aligned} & 0.377 \\ & (0.472) \end{aligned}$ | $\begin{aligned} & 0.637 \\ & (0.249) \end{aligned}$ | $\begin{aligned} & 1.609 \\ & (15.527) \end{aligned}$ | $\begin{aligned} & 0.839 \\ & (0.699) \end{aligned}$ | $\begin{aligned} & \hline 0.411 \\ & (0.698) \end{aligned}$ | $\begin{aligned} & 1.928 \\ & (1.920) \end{aligned}$ | $\begin{aligned} & 0.767 \\ & (0.885) \end{aligned}$ | $\begin{aligned} & 0.166 \\ & (1.562) \end{aligned}$ | $\begin{aligned} & 1.897 \\ & (2.322) \end{aligned}$ |
|  | $\hat{\beta}_{0}$ | $\begin{aligned} & 0.012 \\ & (0.079) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.171 \\ & (5.020) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.174) \end{aligned}$ | $\begin{aligned} & -0.004 \\ & (0.197) \end{aligned}$ | $\begin{aligned} & -0.008 \\ & (0.442) \end{aligned}$ | $\begin{aligned} & 0.023 \\ & (0.238) \end{aligned}$ | $\begin{aligned} & 0.070 \\ & (0.633) \end{aligned}$ | $\begin{aligned} & 0.031 \\ & (0.730) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.805 \\ & (0.296) \end{aligned}$ | $\begin{aligned} & 0.984 \\ & (0.359) \end{aligned}$ | $\begin{aligned} & 0.577 \\ & (0.478) \end{aligned}$ | $\begin{aligned} & 0.954 \\ & (0.255) \end{aligned}$ | $\begin{aligned} & 0.998 \\ & (0.255) \end{aligned}$ | $\begin{aligned} & 0.798 \\ & (0.310) \end{aligned}$ | $\begin{aligned} & 1.002 \\ & (0.279) \end{aligned}$ | $\begin{aligned} & 1.048 \\ & (0.341) \end{aligned}$ | $\begin{aligned} & 0.860 \\ & (0.284) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 0.064 | 0.033 |  | 0.065 | 0.034 |  | 0.065 | 0.037 |  |
|  | \# Iterations | 5 | 6 |  | 6 | 5 |  | 6 | 5 |  |
|  | Total | 0.356 | 0.234 | 0.065 | 0.409 | 0.221 | 0.063 | 0.422 | 0.252 | 0.066 |
|  | \%Asymmetry | 0.272 | 0.272 | 0.272 | 0.152 | 0.152 | 0.152 | 0.145 | 0.145 | 0.145 |
| 1000 | $\widehat{\alpha}$ | $\begin{aligned} & 1.523 \\ & (0.792) \end{aligned}$ | $\begin{aligned} & 0.627 \\ & (0.176) \end{aligned}$ | $\begin{aligned} & 1.773 \\ & (1.028) \end{aligned}$ | $\begin{aligned} & 1.049 \\ & (0.824) \end{aligned}$ | $\begin{aligned} & 1.329 \\ & (1.283) \end{aligned}$ | $\begin{aligned} & 1.942 \\ & (1.461) \end{aligned}$ | $\begin{aligned} & 0.877 \\ & (0.854) \end{aligned}$ | $\begin{aligned} & 1.190 \\ & (1.752) \end{aligned}$ | $\begin{aligned} & 1.720 \\ & (1.618) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & 0.016 \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.000 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.176) \end{aligned}$ | $\begin{aligned} & 0.003 \\ & (0.139) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.066) \end{aligned}$ | $\begin{aligned} & 0.008 \\ & (0.192) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.172) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.881 \\ & (0.139) \end{aligned}$ | $\begin{aligned} & 0.979 \\ & (0.090) \end{aligned}$ | $\begin{aligned} & 0.817 \\ & (0.197) \end{aligned}$ | $\begin{aligned} & 0.997 \\ & (0.107) \end{aligned}$ | $\begin{aligned} & 1.150 \\ & (0.307) \end{aligned}$ | $\begin{aligned} & 0.968 \\ & (0.085) \end{aligned}$ | $\begin{aligned} & 0.994 \\ & (0.086) \end{aligned}$ | $\begin{aligned} & 1.074 \\ & (0.270) \end{aligned}$ | $\begin{aligned} & 0.980 \\ & (0.080) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 1.464 | 0.541 |  | 1.456 | 2.188 |  | 1.512 | 5.654 |  |
|  | \# Iterations | 6 | 6 |  | 6 | 6 |  | 5 | 6 |  |
|  | Total | 9.445 | 3.432 | 0.421 | 8.984 | 13.301 | 0.860 | 10.190 | 33.624 | 1.894 |
|  | \% Asymmetry | 0.128 | 0.128 | 0.128 | 0.105 | 0.105 | 0.105 | 0.125 | 0.125 | 0.125 |
| 2000 | $\widehat{\alpha}$ | $\begin{aligned} & 1.786 \\ & (1.034) \end{aligned}$ | $\begin{aligned} & 0.621 \\ & (0.179) \end{aligned}$ | $\begin{aligned} & 1.850 \\ & \text { (1.089) } \end{aligned}$ | $\begin{aligned} & 1.759 \\ & (1.236) \end{aligned}$ | $\begin{aligned} & 1.477 \\ & (1.190) \end{aligned}$ | $\begin{aligned} & 1.900 \\ & (1.391) \end{aligned}$ | $\begin{aligned} & 1.462 \\ & (1.227) \end{aligned}$ | $\begin{aligned} & 1.130 \\ & (1.747) \end{aligned}$ | $\begin{aligned} & 1.701 \\ & (1.590) \end{aligned}$ |
|  | $\widehat{\beta}_{0}$ | $\begin{aligned} & -0.001 \\ & (0.031) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.133) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.096) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.065) \end{aligned}$ | $\begin{aligned} & -0.018 \\ & (0.139) \end{aligned}$ | $\begin{aligned} & -0.007 \\ & (0.119) \end{aligned}$ |
|  | $\widehat{\beta}_{1}$ | $\begin{aligned} & 0.859 \\ & (0.150) \end{aligned}$ | $\begin{aligned} & 0.975 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.886 \\ & (0.125) \end{aligned}$ | $\begin{aligned} & 0.994 \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 1.176 \\ & (0.348) \end{aligned}$ | $\begin{aligned} & 0.987 \\ & (0.057) \end{aligned}$ | $\begin{aligned} & 0.998 \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 1.056 \\ & (0.190) \end{aligned}$ | $\begin{aligned} & 0.990 \\ & (0.054) \end{aligned}$ |
|  | Time: |  |  |  |  |  |  |  |  |  |
|  | Loop | 6.170 | 4.801 |  | 5.842 | 39.105 |  | 5.834 | 47.706 |  |
|  | \# Iterations | 6 | 6 |  | 5 | 6 |  | 5 | 6 |  |
|  | Total | 38.760 | 30.506 | 1.885 | 36.167 | 227.035 | 5.528 | 43.368 | 282.436 | 14.560 |
|  | \% Asymmetry | 0.100 | 0.100 | 0.100 | 0.101 | 0.101 | 0.101 | 0.123 | 0.123 | 0.123 |

NOTE: Simulations based on 1000 replications. Numbers are mean values and numbers in parentheses are root mean square errors (RMSEs). Computational times in seconds. True values of the regressions parameters fixed at $\beta_{0}=0$ and $\beta_{1}=1$.

## Appendix B. Empirical application

Table B. 1
Descriptive statistics for the variables included in the empirical application on the competitiveness in the U.S. Metropolitan Statistical Areas.

|  | Mean | Std. Dev. | Min | $Q_{1}$ | Median | $Q_{3}$ | Max | N |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| BCI | 0.147 | 0.354 | 0.000 | 0.000 | 0.000 | 0.000 | 1.000 | 4848 |
| $\mathrm{AQI}_{\text {min }}$ | 0.131 | 0.086 | 0.000 | 0.060 | 0.120 | 0.190 | 0.430 | 4848 |
| $\mathrm{AQI}_{\text {max }}$ | 1.514 | 0.931 | 0.380 | 1.120 | 1.430 | 1.710 | 22.120 | 4848 |
| \% days $\mathrm{O}_{3}$ | 0.480 | 0.276 | 0.000 | 0.312 | 0.468 | 0.682 | 1.000 | 4848 |
| \% days $\mathrm{PM}_{2.5}$ | 0.406 | 0.273 | 0.000 | 0.192 | 0.386 | 0.584 | 1.000 | 4848 |
| \% days $\mathrm{PM}_{10}$ | 0.030 | 0.101 | 0.000 | 0.000 | 0.000 | 0.011 | 1.000 | 4848 |
| \% days CO | 0.008 | 0.048 | 0.000 | 0.000 | 0.000 | 0.000 | 0.738 | 4848 |
| \% days $\mathrm{SO}_{2}$ | 0.052 | 0.126 | 0.000 | 0.000 | 0.000 | 0.019 | 0.962 | 4848 |
| \% days $\mathrm{NO}_{2}$ | 0.024 | 0.056 | 0.000 | 0.000 | 0.000 | 0.019 | 0.499 | 4848 |
| \% days $\mathrm{Above} \mathrm{Moderate}_{\text {\% days Exceptional Events }}$ | 0.370 | 0.213 | 0.000 | 0.202 | 0.344 | 0.504 | 0.966 | 4848 |
| \% | 0.024 | 0.092 | 0.000 | 0.000 | 0.000 | 0.000 | 0.940 | 4848 |



Fig. B. 1 Centroids of the U.S. Metropolitan Statistical Areas included in the empirical application.

Table B. 2
Spatial lag Probit estimation results for the empirical application on the competitiveness in the U.S. Metropolitan Statistical Areas.

|  | Dependent variable: BCI |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | UNRESTRICTED MODEL |  |  | RESTRICTED MODEL |  |  |
|  | (iGMMa) | (iGMM) | (LGMM) | (iGMMa) | (iGMM) | (LGMM) |
| Intercept | $\begin{aligned} & \hline 0.046 \\ & (0.806) \end{aligned}$ | $\begin{aligned} & \hline 0.178 \\ & (0.932) \end{aligned}$ | $\begin{aligned} & \hline-0.423 \\ & (1.136) \end{aligned}$ | $\begin{aligned} & \hline-0.059 \\ & (0.796) \end{aligned}$ | $\begin{aligned} & \hline 0.194 \\ & (0.900) \end{aligned}$ | $\begin{aligned} & \hline-0.328 \\ & (1.144) \end{aligned}$ |
| $\mathrm{AQI}_{\text {min }}$ | $\begin{aligned} & -2.370^{* *} \\ & (1.039) \end{aligned}$ | $\begin{aligned} & -2.589^{* *} \\ & (1.061) \end{aligned}$ | $\begin{aligned} & -3.022^{* * *} \\ & (0.990) \end{aligned}$ | $\begin{aligned} & -2.154^{* *} \\ & (1.025) \end{aligned}$ | $\begin{aligned} & -2.339^{* *} \\ & (1.047) \end{aligned}$ | $\begin{aligned} & -2.749 * * \\ & (0.989) \end{aligned}$ |
| AQI $\mathrm{I}_{\text {min }}$ | $\begin{aligned} & 6.630^{* *} \\ & (3.354) \end{aligned}$ | $\begin{aligned} & 8.078^{* *} \\ & (3.319) \end{aligned}$ | $\begin{aligned} & 8.850^{* * *} \\ & (3.261) \end{aligned}$ | $\begin{aligned} & 6.213^{*} \\ & (3.336) \end{aligned}$ | $\begin{aligned} & 7.423^{* *} \\ & (3.299) \end{aligned}$ | $\begin{aligned} & 8.419^{* *} \\ & (3.280) \end{aligned}$ |
| $\mathrm{AQI}_{\text {max }}$ | $\begin{aligned} & -0.022 \\ & (0.085) \end{aligned}$ | $\begin{aligned} & -0.033 \\ & (0.090) \end{aligned}$ | $\begin{aligned} & 0.024 \\ & (0.094) \end{aligned}$ |  |  |  |
| $\mathrm{AQI}_{\text {max }}^{2}$ | $\begin{aligned} & 0.004 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.004 \\ & (0.006) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.008) \end{aligned}$ |  |  |  |
| $\%$ days $\mathrm{O}_{3}$ | $\begin{aligned} & 0.776 \\ & (0.589) \end{aligned}$ | $\begin{aligned} & 0.780 \\ & (0.622) \end{aligned}$ | $\begin{aligned} & 0.674 \\ & (0.553) \end{aligned}$ | $\begin{aligned} & 0.703^{* * *} \\ & (0.247) \end{aligned}$ | $\begin{aligned} & 0.640^{* *} \\ & (0.250) \end{aligned}$ | $\begin{aligned} & 0.643^{* * *} \\ & (0.236) \end{aligned}$ |
| \% days $\mathrm{PM}_{2.5}$ | $\begin{aligned} & 0.396 \\ & (0.586) \end{aligned}$ | $\begin{aligned} & 0.366 \\ & (0.611) \end{aligned}$ | $\begin{aligned} & 0.349 \\ & (0.573) \end{aligned}$ | $\begin{aligned} & 0.445^{*} \\ & (0.232) \end{aligned}$ | $\begin{aligned} & 0.325 \\ & (0.231) \end{aligned}$ | $\begin{aligned} & 0.435^{* *} \\ & (0.215) \end{aligned}$ |
| \% days $\mathrm{PM}_{10}$ | $\begin{aligned} & 0.965 \\ & (0.717) \end{aligned}$ | $\begin{aligned} & 0.967 \\ & (0.750) \end{aligned}$ | $\begin{aligned} & 0.884 \\ & (0.632) \end{aligned}$ |  |  |  |
| $\%$ days $\mathrm{SO}_{2}$ | $\begin{aligned} & -0.717 \\ & (0.676) \end{aligned}$ | $\begin{aligned} & -0.524 \\ & (0.698) \end{aligned}$ | $\begin{aligned} & -0.917 \\ & (0.662) \end{aligned}$ |  |  |  |
| \% days $\mathrm{NO}_{2}$ | $\begin{aligned} & 0.400 \\ & (0.942) \end{aligned}$ | $\begin{aligned} & 0.395 \\ & (0.964) \end{aligned}$ | $\begin{aligned} & 0.626 \\ & (0.897) \end{aligned}$ |  |  |  |
| \% days Above Moderate | $\begin{aligned} & 0.334 \\ & (0.352) \end{aligned}$ | $\begin{aligned} & 0.231 \\ & (0.375) \end{aligned}$ | $\begin{aligned} & 0.421 \\ & (0.327) \end{aligned}$ |  |  |  |
| \% days Exceptional Events | $\begin{aligned} & 0.116 \\ & (0.359) \end{aligned}$ | $\begin{aligned} & 0.241 \\ & (0.371) \end{aligned}$ | $\begin{aligned} & 0.056 \\ & (0.373) \end{aligned}$ |  |  |  |
| Spatial Lag ( $\alpha$ ) | $\begin{aligned} & 0.771^{* * *} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.686^{* * *} \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.954^{* *} \\ & (0.375) \end{aligned}$ | $\begin{aligned} & 0.768^{* * *} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.711^{* * *} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 1.051^{* * *} \\ & (0.388) \end{aligned}$ |
| Observations | 4848 | 4848 | 4848 | 4848 | 4848 | 4848 |
| \# Neighbors (average) | 16 | 16 | 16 | 16 | 16 | 16 |
| \# Iterations | 11 | 14 | - | 15 | 18 | - |
| Total Time (in seconds) | 33.999 | 123.689 | 7.102 | 34.928 | 154.002 | 6.891 |
| \# Instruments | 141 | 141 | 141 | 113 | 113 | 113 |
| Wald test (overall sig.) ( $p$-value) | $\begin{aligned} & 24.155 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 23.004 \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 30.584 \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 11.123 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 12.490 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 15.435 \\ & (0.004) \end{aligned}$ |
| Wald test (excl. restr.) ${ }^{1}$ ( $p$-value) | $\overline{(-)}$ | $(-)$ | $(-)$ | $\begin{aligned} & 12.783 \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 9.999 \\ & (0.189) \end{aligned}$ | $\begin{aligned} & 15.781 \\ & (0.027) \end{aligned}$ |
| Hansen's J test ( $p$-value) | $\begin{aligned} & 85.178 \\ & (0.911) \end{aligned}$ | $\begin{aligned} & 49.565 \\ & \approx(1.000) \end{aligned}$ | $\begin{aligned} & 1124.975 \\ & \approx(0.000) \end{aligned}$ | $\begin{aligned} & 77.899 \\ & (0.638) \end{aligned}$ | $\begin{aligned} & 44.497 \\ & \approx(1.000) \end{aligned}$ | $\begin{aligned} & 1530.180 \\ & \approx(0.000) \end{aligned}$ |
| McFadden $R^{2}$ | 0.038 | 0.061 | -0.428 | 0.037 | 0.058 | -0.662 |
| $\rho^{2}(\widehat{Y}, Y)$ | 0.056 | 0.061 | 0.033 | 0.055 | 0.059 | 0.003 |
| $\%(\hat{Y}=Y)$ | 0.861 | 0.856 | 0.679 | 0.859 | 0.856 | 0.559 |

NOTE: Robust standard errors in parentheses, based on Kelejian and Prucha (2007). Time effects and Mundlak variables were added. Significance at the $1 \%, 5 \%$ and $10 \%$ levels indicated by ${ }^{* * *}$, ** and ${ }^{*}$, respectively. Wald test for exclusion restrictions. Under the null hypothesis, the coefficients for the variables $A Q I_{\text {max }}, ~ A Q I_{\text {max }}^{2}$, \% days $\mathrm{PM}_{10}, \%$ days $\mathrm{SO}_{2}, \%$ days $\mathrm{NO}_{2}, \%$ days Above Moderate and \% days Exceptional Events are jointly equal to zero.
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[^1]:    ${ }^{1}$ Generally the link function, $G(\eta)$, is unknown and can be estimated using nonparametric and semiparametric methods. See Härdle et al. (2004) and Horowitz (2009) for details.
    ${ }^{2}$ See, for example, the complementary log-log link or the Weibull link.

[^2]:    ${ }^{3}$ If $\mathbf{W}_{0}$ is symmetric, then $\mathbf{W}_{0}=\mathbf{W}_{0}^{\top}$. Replacing $\mathbf{W}_{0}$ by $\mathbf{D}_{R}^{-1 / 2} \mathbf{W}_{0} \mathbf{D}_{R}^{-1 / 2}$ yields $\mathbf{W}_{\text {sim }}=\mathbf{W}_{\text {sim }}^{\top}$.

[^3]:    ${ }^{4}$ Note that if (38) is multiplied by a matrix or vector with zero mean, the proposed approximation gives the same result as the linear transformation $\mathbf{I}+\alpha \mathbf{W}$.

[^4]:    ${ }^{5}$ Under the nearest neighbor criterion and using the AMBKM, $\mathbf{W}$ is based on a symmetrized version of an initial spatial weighting matrix, which implies that the number of neighbors for each spatial unit necessarily increases.

[^5]:    ${ }^{6}$ Available upon request.

