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#### Abstract

Quantum field theory (QFT) in curved spacetime is a study of quantum fields under the influence of the relativistic motion of particles or spacetime curvature. The famous outcomes of this subject are the Unruh and Hawking effects. The Unruh effect claims that a uniformly accelerating atom (people in the community tend to use a model called the Unruh-DeWitt (UDW) particle detector, which is a two-level quantum system coupled to a quantum field) thermalizes even though an inertial observer sees no particles. That is, an acceleration motion excites the internal degree of freedom of the atom in such a way that the atom experiences as if it is immersed in a thermal bath. The Hawking effect is a phenomenon where a black hole radiates thermal quanta. If one puts a UDW detector outside an event horizon, then it also perceives thermality. Both the Unruh and Hawking effects show thermality, which is the core theme of this thesis.

In recent years, a protocol called entanglement harvesting has attracted great interest. Entanglement harvesting utilizes multiple UDW detectors to extract (or 'harvest') entanglement pre-existed in a quantum field. The extracted entanglement is influenced by the geometry of spacetime and the trajectories of UDW detectors. One can also extract other types of correlations, and so we collectively call this the correlation harvesting protocol.

In this thesis, we examine how thermal effects influence the ability of correlation harvesting. In a previous study [1], the case of two inertial UDW detectors coupled to a thermal quantum field was investigated. It was shown that as the temperature of the field increases, the extracted entanglement between the detectors decreases while the quantum mutual information (the total correlations including classical and quantum correlations) increases. Since a single detector in uniform acceleration motion or hovering near a black hole experiences thermality as if it is immersed in a thermal quantum field, it is natural to ask if harvested correlations also behave in the same manner.

In contrast, we show that (i) the Unruh temperature of uniformly accelerating detectors prevents the detectors from extracting any correlations at the high temperatures, i.e., even the quantum mutual information vanishes at the extreme Unruh temperatures; (ii) high black hole temperatures also prevent the detectors from harvesting correlations, and this is no exception even for tripartite entanglement; and (iii) freely falling detectors in a black hole spacetime are less affected by this, and they have no trouble extracting correlations from the field even when detectors are causally disconnected by an event horizon.
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## Chapter 1

## Introduction

The groundbreaking theories in theoretical physics in the twentieth century are undoubtedly quantum theory and the general theory of relativity (GR). Quantum theory describes the nature of microscopic particles such as electrons and photons, whereas GR is a theory of gravitational fields. Although these two pillars of modern theoretical physics are compatible with experimental observations, physicists do not know how to unify these two theories in a consistent manner to this date.

One attempt to describe gravitation within the quantum theory uses quantum field theory (QFT) in curved spacetime, which defines quantum fields (such as vector fields representing photons) on a classical curved spacetime [2]. Among the seminal works in this framework is a paper by Hawking, who showed that a classical black hole can emit particles (known as Hawking radiation) as a result of the presence of a quantum field [3]. Moreover, this phenomenon turns out to reduce the mass of the black hole, leading to the shrinkage (or "evaporation") of the hole. While it remains uncertain whether black holes vanish at the end of this evaporation process, if they do, it would lead to the so-called black hole information problem, which states that the principle of unitarity in quantum theory is incompatible with gravitational theory.

In recent years, people have realized that the tools developed in quantum information theory are valuable assets to deal with quantum information in black hole spacetimes. Examples include the Hayden-Preskill protocol [4] and von Neumann entropy in gauge/gravity duality [5, 6]. The importance of quantum information theory is recognized not only for the study of black holes but also in condensed matter physics [7], quantum gravity [8], and thermodynamics [9].

Similarly, the field of relativistic quantum information (RQI) has gained significant at-
tention in recent years. RQI has two main focuses. The first is to describe physical systems in which relativistic effects are important using the tools developed in quantum information theory. The second is to generalize quantum information protocols to a relativistic setting. One example of a branch of RQI is relativistic quantum communication (RQC). In everyday life, we use electromagnetic fields to send and receive information, and these fields are fundamentally relativistic quantum fields. RQC aims to understand how information can be transmitted from one point to another through a quantum field, and this can be analyzed by computing the channel capacity $[10,11,12,13,14]$.

Another branch of RQI is the so-called entanglement harvesting protocol, which is a procedure that extracts entanglement from a quantum field by using multiple atoms. In the literature, people typically employ two Unruh-DeWitt (UDW) particle detectors [15, 16, 17] interacting with a quantum scalar field. Here, a UDW detector is a particular model for a qubit (i.e., a two-level quantum system), which travels in spacetime. The protocol is described as follows.
(i) Prepare two or multiple UDW detectors. Typically, we assume that the detectors are initially uncorrelated and that the quantum field is in a specific state, such as the vacuum state. Additionally, we assume that the detectors and the field are uncorrelated as well.
(ii) We let the detectors travel through spacetime and at some point they start to interact with the quantum field until the interaction is turned off. Thus, the detector-field coupling is time-dependent.
(iii) After the interaction, we collect the detectors and observe that they are entangled with each other. Entanglement is "harvested" from the field if the detectors are entangled at the end of the process.

One might ask where this entanglement comes from. The answer is from the quantum field since it is known that a quantum field is already in an entangled state even if it is a vacuum state $[18,19]$. Hence, the entanglement pre-existent in the field is transferred to the detectors through interaction, and in this sense entanglement is "harvested" (or extracted) from the field. Moreover, the detectors can be entangled even when they are causally disconnected.

Such a harvesting process was first examined by Valentini in 1991 [20] and subsequently Reznik et al. in the early 2000s [21, 22]. Valentini considered two atoms coupled to an electric field (i.e., the light-matter interaction), which is perhaps a more realistic scenario. However, it was pointed out that the essential features in the light-matter interaction are captured in the UDW model so long as the detectors do not exchange angular momenta with


Figure 1.1: A list of articles on the correlation harvesting protocol.
the field [23, 24]. This fact reinforces the decision to use the UDW detector model, which is much easier to handle than the full light-matter interaction. For entanglement harvesting in the light-matter interaction, see [25] (also [26, 27] for the light-matter interaction and UDW detectors).

After these pioneering papers, people investigated the entanglement harvesting protocol extensively. The simplest case for this protocol is when two UDW detectors are at rest in Minkowski spacetime [28]. Additionally, the harvested entanglement shows a distinct property depending on the trajectories of the detectors and the geometry of spacetime. For example, uniformly accelerating detectors in the Minkowski vacuum will be influenced by the Unruh effect. Thus, the harvested entanglement tells us about the trajectories and the background geometry of spacetime. Furthermore, one can think of not only harvesting entanglement but also other types of correlations such as classical correlations or quantum discord, and so we can refer to the protocol as the correlation harvesting protocol in general. Figure 1.1 lists some papers on correlation harvesting.

|  | thermal bath | black hole | acceleration |
| :---: | :---: | :---: | :---: |
| entanglement | $T_{\text {bath }}$ |  |  |
| mutual information |  |  |  |

Figure 1.2: Temperature dependence of entanglement and mutual information in different scenarios.

This thesis primarily focuses on the influence of Unruh and Hawking effects on correlation harvesting. As mentioned above, the Unruh effect [15] refers to the phenomenon that a uniformly accelerating UDW detector experiences thermal equilibrium at the Unruh temperature $T_{\mathrm{U}}=\hbar a / 2 \pi k_{\mathrm{B}} c$ in the Minkowski vacuum, whereas the Hawking effect [3] claims that a black hole surrounded by a quantum field radiates Hawking quanta, which in turn thermalizes a stationary UDW detector hovering outside of the black hole. It was pointed out by Cliche and Kempf in 2011 [56] that high Hawking temperature would act as noise that prevents the detectors from harvesting entanglement near a black hole. Indeed, it was numerically shown by Henderson et al. in 2018 [41] that this is the case for two stationary detectors in the Bañados-Teitelboim-Zanelli (BTZ) black hole spacetime. In particular, they showed that there is a region in the vicinity of a black hole called the entanglement shadow where detectors cannot extract entanglement at all once one of them enters it. Uniformly accelerating detectors also behave in a similar way in the sense that high Unruh temperature $T_{\mathrm{U}}$ prevents them from harvesting entanglement [38].

However, the impact of thermal effects resulting from the Unruh and Hawking effects on correlation harvesting differs from that of a thermal state in a quantum field. It was shown $[57,1]$ that two detectors at rest in Minkowski spacetime interacting with a thermal quantum field monotonically decreases the amount of entanglement with temperature whereas the total correlation (quantum mutual information) monotonically increases. This result suggests that thermality in a thermal quantum field actually enhances total correlation at high temperatures, contrary to our intuition that thermality acts as noise. See Fig. 1.2 for the comparison.

In this thesis, we investigate the temperature dependence of harvested correlations by
filling out the missing pieces in Fig. 1.2. We first consider quantum mutual information (i.e., the total correlation) harvested by two uniformly accelerating UDW detectors in Minkowski spacetime in Ch. 3. We obtain the temperature dependence of quantum mutual information and show that the detectors are unable to harvest any correlation at $T_{\mathrm{U}} \rightarrow \infty$ as opposed to the thermal bath case in [57, 1]. In fact, entanglement harvested by uniformly accelerating detectors behaves in a similar manner [38], though it cannot be extracted at a finite Unruh temperature. Hence, in the high Unruh temperature regime, either classical correlation or non-distillable entanglement can be extracted.

Chapter 4 examines quantum mutual information harvested by two stationary detectors situated outside a BTZ black hole. Since Unruh and Hawking effects show a similar property, we expect that correlation harvesting is prohibited at infinite local temperatures observed by a detector as in Ch. 3. We show that this is the case; the total correlation vanishes at infinite temperatures while entanglement becomes zero with a finite temperature. This suggests that a "quantum mutual information shadow" does not exist. Furthermore, we reveal that only Hawking temperature is responsible for prohibiting correlation harvesting and gravitational redshift does not contribute to it.

As an extension of Ch. 4, we introduce a third UDW detector to the BTZ black hole spacetime and consider tripartite entanglement harvesting in Ch. 5. We place the three detectors around the black hole in an equilateral triangular configuration so that each detector feels the same gravitational redshift and local temperature, which simplifies the calculation. Here, we employ a tripartite entanglement measure called $\pi$-tangle. Although the $\pi$-tangle of a mixed state does not reflect the true amount of tripartite entanglement, it provides a lower bound. We demonstrate that harvesting tripartite entanglement is easier than harvesting bipartite entanglement and thereby, detectors can extract tripartite entanglement even from the bipartite entanglement shadow. Since bipartite entanglement is absent, the harvested tripartite entanglement is of the GHZ type.

Until now, the detectors in BTZ spacetime are stationary, namely, they are hovering at a constant proper distance from an event horizon. It is then intriguing to see how freely falling detectors extract correlations from the field. We uncover this in Ch. 6 by carrying out the (bipartite) correlation harvesting protocol in $(1+1)$-dimensional Schwarzschild spacetime. Here, three kinds of detector motions are considered: two static detectors as in the previous chapters, one detector is freely falling into a black hole from infinity while the other detector is stationary, and both detectors are free-falling. As expected, the entanglement shadow is present for the two static-detectors case. One would expect that if one of the detectors is in free fall, then the entanglement shadow is absent since the free-faller will not encounter the infinite temperature when crossing the horizon. However, this is not the case since the relative velocity of the free-faller with respect to the static
detector causes degradation of entanglement extraction. Nevertheless, quantum mutual information is less affected by this effect, especially near the horizon, and the free-faller and static detectors can extract correlations across the horizon. Finally, two free-fallers can always harvest correlations due to the fact that their local temperatures remain finite throughout their journey to the singularity.

All the basic ingredients needed in this thesis are provided in Ch. 2. The detailed description of QFT in BTZ spacetime is given in Appendix B. Throughout this thesis, we use the natural units, $\hbar=c=k_{\mathrm{B}}=1$, where $c$ and $k_{\mathrm{B}}$ are the speed of light and the Boltzmann constant. We also use the most-plus convention for metric and a point in spacetime is denoted by $x$.

## Chapter 2

## Quantum fields and particle detectors in curved spacetime

In this chapter, we introduce the concept of quantum field theory (QFT) in curved spacetime, which is based on $[2,58]$.

### 2.1 Quantum fields in curved spacetime

### 2.1.1 Classical field on a manifold

Let $(\mathcal{M}, g)$ be a pseudo-Riemannian manifold, where $g$ is a pseudo-Riemannian metric. For example, $\left(\mathbb{R}^{4}, \eta\right)$ can be regarded as a $(3+1)$-dimensional Minkowski spacetime with $\eta=\operatorname{diag}(-1,1,1,1)$. In QFT in curved spacetime, the manifold $(\mathcal{M}, g)$ is treated classically and the fields are defined on this manifold.

Before quantizing a field, consider a classical real scalar field (i.e., Klein-Gordon field), $\phi(\mathrm{x})$, which is defined on a point in a manifold: $\mathrm{x} \in \mathcal{M} .{ }^{1}$ The action $S_{\phi}[\phi, g]$, for this classical scalar field is given by

$$
\begin{equation*}
S_{\phi}[\phi, g]=\frac{1}{2} \int_{\mathcal{M}} \operatorname{dvol}_{g}\left[g^{\mu \nu} \partial_{\mu} \phi(\mathrm{x}) \partial_{\nu} \phi(\mathrm{x})-\left(m^{2}+\xi R(\mathrm{x})\right) \phi^{2}(\mathrm{x})\right], \tag{2.1}
\end{equation*}
$$

[^0]where $\mathrm{dvol}_{g}$ is a volume element, $m \geq 0$ is the mass of the field, $\xi \in \mathbb{R}$ is a constant describing a coupling between the field and the Ricci curvature scalar $R(\mathrm{x})$. In ( $n+1$ )-dimensions, the volume element dvol ${ }_{g}$ is expressed as $\operatorname{dvol}_{g}=\mathrm{d}^{n+1} x \sqrt{-g}$, where $g:=\operatorname{diag} g_{\mu \nu}$ is the metric determinant. The action $S_{\phi}$ is manifestly covariant, i.e., it is independent of coordinate transformations.

From the action principle, $\delta S_{\phi}[\phi, g]=0$, one can obtain the Euler-Lagrange equation:

$$
\begin{equation*}
\left(\square-m^{2}-\xi R\right) \phi(\mathrm{x})=0, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\square:=\frac{1}{\sqrt{-g}} \partial_{\mu}\left(g^{\mu \nu} \sqrt{-g} \partial_{\nu}\right) \tag{2.3}
\end{equation*}
$$

is the d'Alembert operator. Equation (2.2) is known as the Klein-Gordon equation. Note that the Klein-Gordon equation depends on the background geometry (i.e., the curved spacetime on which the field is defined) even when $\xi=0$ since the d'Alembert operator (2.3) contains $g_{\mu \nu}$, which has the information of the geometry.

The final task is to solve (2.2) and obtain an explicit form for $\phi(\mathrm{x})$. Since the d'Alembert operator (2.3) is a second-order, hyperbolic partial differential operator, the Klein-Gordon equation (2.2) is a second-order differential equation. This means that one can solve the equation once two initial conditions are specified. However, the existence of the solution $\phi(\mathrm{x})$ to the Klein-Gordon equation depends on the causal structure of the manifold $(\mathcal{M}, g)$. Specifically, the solution $\phi(\mathrm{x})$ is well-defined everywhere in a manifold if $(\mathcal{M}, g)$ is globally hyperbolic (namely, there exists a Cauchy slice). In this section, we will assume that the manifold is globally hyperbolic, so the solutions to the Klein-Gordon equation are welldefined.

### 2.1.2 Quantum field in curved spacetime

## Formulation

So far, we have considered a classical Klein-Gordon field in curved spacetime. We now proceed to quantize this field and obtain a quantum field defined on curved spacetime.

Typically, the quantization of a field is done in the canonical quantization scheme, which promotes $\phi(\mathrm{x})$ and its canonical conjugate $\pi(\mathrm{x})$ to operator-valued quantities $\hat{\phi}(\mathrm{x})$ and $\hat{\pi}(\mathrm{x})$, respectively, and imposes canonical commutation relations (CCRs). That is,
$\hat{\phi}(x)$ and $\hat{\pi}(x)$ must obey the following three conditions.
(1) Hermiticity: $\hat{\phi}^{\dagger}(x)=\hat{\phi}(x)$.
(2) CCR: $[\hat{\phi}(t, \boldsymbol{x}), \hat{\pi}(t, \boldsymbol{y})]=\mathrm{i} \delta^{(n)}(\boldsymbol{x}-\boldsymbol{y})$ in $(n+1)$-dimensions. ${ }^{2}$
(3) Heisenberg equations of motion:

$$
\begin{align*}
\mathrm{i} \partial_{t} \hat{\phi}(t, \boldsymbol{x}) & =[\hat{\phi}(t, \boldsymbol{x}), \hat{H}],  \tag{2.4}\\
\mathrm{i} \partial_{t} \hat{\pi}(t, \boldsymbol{x}) & =[\hat{\pi}(t, \boldsymbol{x}), \hat{H}], \tag{2.5}
\end{align*}
$$

or equivalently,

$$
\begin{align*}
& \left(\square-m^{2}-\xi R\right) \hat{\phi}(\mathrm{x})=0  \tag{2.6}\\
& \hat{\pi}(\mathrm{x})=\sqrt{-g} g^{0 \nu} \partial_{\nu} \hat{\phi}(\mathrm{x}) \tag{2.7}
\end{align*}
$$

Hence, the goal is to find a solution $\hat{\phi}(\mathrm{x})$ that satisfies these conditions.
To do this, let us assume that spacetime possesses a timelike Killing vector field (which we will introduce later). Then, one can perform a mode-decomposition of $\hat{\phi}$ as

$$
\begin{equation*}
\hat{\phi}(\mathrm{x})=\int_{\mathbb{R}^{n}} \mathrm{~d}^{n} k\left(\hat{a}_{\boldsymbol{k}} u_{\boldsymbol{k}}(\mathrm{x})+\hat{a}_{\boldsymbol{k}}^{\dagger} u_{k}^{*}(\mathrm{x})\right) \tag{2.8}
\end{equation*}
$$

Here, $u_{\boldsymbol{k}}(\mathrm{x}) \in \mathbb{C}$ is the mode function, and $\hat{a}_{\boldsymbol{k}}$ and $\hat{a}_{\boldsymbol{k}}^{\dagger}$ are annihilation and creation operators, respectively. The vacuum state $|0\rangle$ is defined as $\hat{a}_{\boldsymbol{k}}|0\rangle=0$ for all $\boldsymbol{k}$ (we will explain this later). The three conditions for $\hat{\phi}$ are now translated as follows. The Hermiticity condition (1) is manifest in this expression. The CCR condition (2) is obeyed if the following two conditions are satisfied:

$$
\begin{align*}
& {\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=\delta^{(n)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)}  \tag{2.9}\\
& \sqrt{-g} g^{0 \nu} \int_{\mathbb{R}^{n}} \mathrm{~d}^{n} k\left[u_{\boldsymbol{k}}(t, \boldsymbol{x}) \partial_{\nu} u_{\boldsymbol{k}}^{*}(t, \boldsymbol{y})-u_{\boldsymbol{k}}^{*}(t, \boldsymbol{x}) \partial_{\nu} u_{\boldsymbol{k}}(t, \boldsymbol{y})\right]=\mathrm{i} \delta^{(n)}(\boldsymbol{x}-\boldsymbol{y}) \tag{2.10}
\end{align*}
$$

The second equation (2.10) is known as the Wronskian condition. Finally, the equation of motion is satisfied if $u_{\boldsymbol{k}}(\mathrm{x})$ obeys the Klein-Gordon equation,

$$
\begin{equation*}
\left(\square-m^{2}-\xi R\right) u_{k}(\mathrm{x})=0 \tag{2.11}
\end{equation*}
$$

[^1]since if this is the case, $u_{k}^{*}(\mathrm{x})$ is a solution to the Klein-Gordon equation, and a linear combination $\hat{a}_{\boldsymbol{k}} u_{\boldsymbol{k}}(\mathrm{x})+\hat{a}_{\boldsymbol{k}}^{\dagger} u_{k}^{*}(\mathrm{x})$ is also a solution to the Klein-Gordon equation due to its linearity, and thus $\hat{\phi}(\mathrm{x})$ expressed in (2.8) can be a solution to the equation of motion. As mentioned in the previous subsection, globally hyperbolic spacetimes are useful. This is due to the fact that if $(\mathcal{M}, g)$ is globally hyperbolic, then there exist solutions $\left\{u_{\boldsymbol{k}}(\mathrm{x})\right\}$ to the Klein-Gordon equations satisfying the Wronskian condition (2.10).

We now introduce the Klein-Gordon product. Let $f, g \in \mathbb{R}$ be real-valued solutions to the Klein-Gordon equations (2.11), and denote $\operatorname{Sol}_{\mathbb{R}}(\mathcal{M})$ the solution space (a vector space), that is, $f, g \in \operatorname{Sol}_{\mathbb{R}}(\mathcal{M})$. We then $\operatorname{promote}^{\operatorname{Sol}} \mathbb{R}_{\mathbb{R}}(\mathcal{M})$ to a symplectic vector space $\left(\operatorname{Sol}_{\mathbb{R}}(\mathcal{M}),(\cdot, \cdot)\right)$ by introducing a bi-linear symplectic form,

$$
\begin{align*}
& (\cdot, \cdot): \operatorname{Sol}_{\mathbb{R}}(\mathcal{M}) \times \operatorname{Sol}_{\mathbb{R}}(\mathcal{M}) \rightarrow \mathbb{R} \\
& (\cdot, \cdot): f_{1}, f_{2} \mapsto\left(f_{1}, f_{2}\right):=\int_{\Sigma} \mathrm{d} \Sigma^{\mu}\left(f_{1} \partial_{\mu} f_{2}-f_{2} \partial_{\mu} f_{1}\right) \tag{2.12}
\end{align*}
$$

where $\Sigma$ is any Cauchy hypersurface in the manifold $\mathcal{M}$ and $\mathrm{d} \Sigma_{\mu}=\mathrm{d} \Sigma n_{\mu}$ with $n_{\mu}$ being a unit normal vector to $\Sigma$ and $\mathrm{d} \Sigma$ is the volume element on that hypersurface. It is known that such a bi-linear form is independent of the choice of $\Sigma$, and is non-degenerate (i.e., non-zero if $f_{1}, f_{2} \neq 0$ ). Moreover, one can easily check that it is anti-symmetric: $\left(f_{1}, f_{2}\right)=-\left(f_{2}, f_{1}\right)$.

We now extend this to $\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$, the solution space of the Klein-Gordon equation over $\mathbb{C}$. We define the Klein-Gordon product as

$$
\begin{align*}
& (\cdot, \cdot)_{\mathrm{KG}}: \operatorname{Sol}_{\mathbb{C}}(\mathcal{M}) \times \operatorname{Sol}_{\mathbb{C}}(\mathcal{M}) \rightarrow \mathbb{R} \\
& (\cdot, \cdot)_{\mathrm{KG}}: f_{1}, f_{2} \mapsto\left(f_{1}, f_{2}\right)_{\mathrm{KG}}:=\mathrm{i}\left(f_{1}^{*}, f_{2}\right)=\mathrm{i} \int_{\Sigma} \mathrm{d} \Sigma^{\mu}\left[f_{1}^{*} \partial_{\mu} f_{2}-\left(\partial_{\mu} f_{1}^{*}\right) f_{2}\right] \tag{2.13}
\end{align*}
$$

Here, the symplectic form $(\cdot, \cdot)$ is extended to the complex-valued solutions, $\mathrm{Sol}_{\mathbb{C}}(\mathcal{M})$. Then, by using the properties of the bi-linear symplectic form of the symplectic bases, the Klein-Gordon product of $u_{k}(\mathrm{x}) \in \operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$ satisfies the following.

$$
\begin{align*}
\left(u_{\boldsymbol{k}}(\mathrm{x}), u_{\boldsymbol{k}^{\prime}}(\mathrm{x})\right)_{\mathrm{KG}} & =\delta^{(n)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)  \tag{2.14a}\\
\left(u_{\boldsymbol{k}}^{*}(\mathrm{x}), u_{\boldsymbol{k}^{\prime}}^{*}(\mathrm{x})\right)_{\mathrm{KG}} & =-\delta^{(n)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)  \tag{2.14b}\\
\left(u_{\boldsymbol{k}}(\mathrm{x}), u_{\boldsymbol{k}^{\prime}}^{*}(\mathrm{x})\right)_{\mathrm{KG}} & =0 \tag{2.14c}
\end{align*}
$$

Note that the Klein-Gordon product is not an inner product since it is not positive semidefinite. However, it becomes an inner product if we divide the solution space $\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$ into the subspaces of positive and negative frequency modes, which we will define in the following.

The interesting part of QFT in curved spacetime is that the expression for $\hat{\phi}(\mathrm{x})$ is not unique. That is, one can find more than two sets of mode functions $\left\{u_{\boldsymbol{k}}(\mathrm{x})\right\}$ that satisfy all the conditions for a scalar field, and these can be unitarily inequivalent. So how can we find a vacuum state that is physically reasonable? One way is to use the symmetries of a background spacetime. If spacetime does not change its geometry with time, an observer would not see particle creation so long as the observer is stationary with the spacetime.

Let $K \in T_{x} \mathcal{M}$ be a timelike Killing vector field. Then $u_{k}(\mathrm{x})$ is called the positive frequency mode with respect to $K$ if it satisfies

$$
\begin{equation*}
\mathcal{L}_{K} u_{k}(\mathrm{x})=-\mathrm{i} \omega_{k} u_{k}(\mathrm{x}), \quad \omega_{k}>0 \tag{2.15}
\end{equation*}
$$

where $\mathcal{L}_{K}$ is the Lie derivative associated to $K$. The negative frequency modes, on the other hand, are the complex conjugates, $u_{\boldsymbol{k}}^{*}(\mathrm{x})$, since they satisfy

$$
\begin{equation*}
\mathcal{L}_{K} u_{k}^{*}(\mathrm{x})=\mathrm{i} \omega_{k} u_{k}^{*}(\mathrm{x}), \quad \omega_{k}>0 \tag{2.16}
\end{equation*}
$$

One can then use $u_{k}(\mathrm{x})$ and $u_{\boldsymbol{k}}^{*}(\mathrm{x})$ to decompose the field operator $\hat{\phi}$ as in (2.8). Moreover, the solution space $\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$ can be decomposed into the subspaces of positive and negative frequency solutions, denoted by $\mathcal{H}_{\text {sol }}$ and $\mathcal{H}_{\text {sol }}^{*}$, respectively, as

$$
\begin{equation*}
\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})=\mathcal{H}_{\mathrm{sol}} \oplus \mathcal{H}_{\mathrm{sol}}^{*} \tag{2.17}
\end{equation*}
$$

Since the Klein-Gordon product, $(\cdot, \cdot)_{\mathrm{KG}}$, becomes positive semi-definite in the subspace $\mathcal{H}_{\text {sol }}$, a space $\left(\mathcal{H}_{\text {sol }},(\cdot, \cdot)_{\mathrm{KG}}\right)$ turns out to be a Hilbert space of solutions to the Klein-Gordon equation. ${ }^{3}$ The nice thing about the positive/negative frequency modes with respect to the timelike Killing vector field $K$ is that the decomposition (2.17) remains the same under the flow generated by $K$. That is, the mode functions $\left\{u_{k}(\mathrm{x}), u_{k}^{*}(\mathrm{x})\right\}$ on a Cauchy surface $\Sigma_{0}$ will not be mixed on another surface $\Sigma_{1}$ after some time and therefore, the vacuum state defined by $\hat{a}_{\boldsymbol{k}}|0\rangle=0$ will not change along the flow generated by $K$.

As a side note, the definition of positive/negative frequency modes given above is applicable only if timelike Killing vector fields exist. In a generic curved spacetime, there is no guarantee that such vector fields exist. Nevertheless, we can collect all possible elements in $\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$ that give a positive semi-definite Klein-Gordon product $(\cdot, \cdot)_{\mathrm{KG}}$ and claim such a subspace of $\operatorname{Sol}_{\mathbb{C}}(\mathcal{M})$ as $\mathcal{H}_{\text {sol }}$. In QFT, the choice of $\mathcal{H}_{\text {sol }}$ is not unique and thereby, the choice of vacuum is not unique.

States like $|0\rangle$ and $|1\rangle$, which we typically use in QFT, can be defined as states in the symmetric Fock space $\mathcal{F}_{\mathrm{s}}\left(\mathcal{H}_{\text {sol }}\right)$ of the Hilbert space $\left(\mathcal{H}_{\mathrm{sol}},(\cdot, \cdot)_{\mathrm{KG}}\right)$. The symmetric Fock

[^2]space is also a Hilbert space constructed as
\[

$$
\begin{equation*}
\mathcal{F}_{\mathrm{s}}\left(\mathcal{H}_{\mathrm{sol}}\right):=\bigoplus_{n=0}^{\infty} \mathcal{H}_{\mathrm{sol}}^{\otimes_{\mathrm{s}} n}=\mathbb{C} \oplus \mathcal{H}_{\mathrm{sol}} \oplus\left(\mathcal{H}_{\mathrm{sol}} \otimes_{\mathrm{s}} \mathcal{H}_{\mathrm{sol}}\right) \oplus \cdots, \tag{2.18}
\end{equation*}
$$

\]

where $\otimes_{\mathrm{s}}$ is the symmetric part of the tensor product $\otimes$ (symmetric because $\hat{\phi}$ is bosonic). Then, $|0\rangle \in \mathbb{C}$ (one-dimensional subspace), $|1\rangle \in \mathcal{H}_{\text {sol }}$, and so on.

A simple example of a positive frequency mode can be seen in the scalar field in Minkowski spacetime. In the Minkowski coordinates $(t, x, y, z), \partial_{t}$ is a Killing vector field. One can then consider positive frequency mode functions

$$
\begin{equation*}
u_{k}(\mathrm{x})=\frac{1}{\sqrt{(2 \pi)^{3} 2 \omega_{k}}} e^{-\mathrm{i} \omega_{k} t+i k \cdot x} \tag{2.19}
\end{equation*}
$$

where $\omega_{\boldsymbol{k}}=\sqrt{|\boldsymbol{k}|^{2}+m^{2}}$ with $m$ being the mass of the scalar field. Therefore, the mode decomposition (2.8) reads

$$
\begin{equation*}
\hat{\phi}(\mathrm{x})=\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{3} k}{\sqrt{(2 \pi)^{3} 2 \omega_{\boldsymbol{k}}}}\left(\hat{a}_{\boldsymbol{k}} e^{-\mathrm{i} \omega_{\boldsymbol{k}} t+\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}+\hat{a}_{\boldsymbol{k}}^{\dagger} e^{\mathrm{i} \omega_{\boldsymbol{k}} t-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}\right) \tag{2.20}
\end{equation*}
$$

and the Minkowski vacuum $\left|0_{\mathrm{M}}\right\rangle$ is defined as $\hat{a}_{\boldsymbol{k}}\left|0_{\mathrm{M}}\right\rangle=0$ for all $\boldsymbol{k}$. One can easily check that $u_{k}(\mathrm{x})$ is a positive frequency mode with respect to a timelike Killing vector field $\partial_{t}$.

## Conformal vacuum

In certain cases, it is useful to introduce a different type of vacuum state called the conformal vacuum. This state applies when our spacetime is conformally related to another spacetime.

Let $(\mathcal{M}, g)$ and $(\tilde{\mathcal{M}}, \tilde{g})$ be two manifolds. These two are said to be conformally equivalent if the metrics are related by

$$
\begin{equation*}
\tilde{g}_{\mu \nu}=\Omega^{2}(\mathrm{x}) g_{\mu \nu} \tag{2.21}
\end{equation*}
$$

where $\Omega(\mathrm{x})>0$ is a smooth function. In particular, if $g_{\mu \nu}$ in above definition is flat (e.g., Minkowski metric $\eta_{\mu \nu}$ ) then $\tilde{g}_{\mu \nu}$ is said to be conformally flat, and any $(1+1)$-dimensional (pseudo-)Riemannian manifold is locally conformally flat, namely, one can always find $\Omega(\mathrm{x})$ such that $\tilde{g}_{\mu \nu}=\Omega^{2}(\mathrm{x}) \eta_{\mu \nu}$ at each point in the spacetime. Note that the causal structures
of conformally related spacetimes are the same in the sense that if a vector $v^{\mu}$ on $g_{\mu \nu}$ is timelike (spacelike) then it is also timelike (spacelike) in $\tilde{g}_{\mu \nu}$.

Conformally related spacetimes are of particular interest in QFT in curved spacetime if the behavior of quantum fields is well-known in one of the two manifolds. For example, if $\tilde{g}$ is a conformally flat spacetime, then the behavior of a quantum field in $(\tilde{\mathcal{M}}, \tilde{g})$ can be approximately understood by considering QFT in Minkowski spacetime, since the two cases share some similarities due to the conformal flatness of $(\tilde{\mathcal{M}}, \tilde{g})$.

Consider two conformally related spacetimes in (2.21). Let $S_{\phi}[\hat{\phi}, g]$ be a quantized version of the action given by (2.1), and $S_{\tilde{\phi}}[\hat{\tilde{\phi}}, \tilde{g}]$ the action of another scalar field $\hat{\tilde{\phi}}$ on $\tilde{g}$. Then $S_{\tilde{\phi}}[\hat{\tilde{\phi}}, \tilde{g}]$ is said to be conformally invariant to $S_{\phi}[\hat{\phi}, g]$ if $S_{\tilde{\phi}}[\hat{\tilde{\phi}}, \tilde{g}]=S_{\phi}[\hat{\phi}, g]$. This means that the behavior of $\hat{\phi}$ on $\tilde{g}$ is the same as $\hat{\phi}$ on $g$. However, this does not always hold. One particular case in which two scalar field theories are conformally invariant is when we choose $m=0$ and $\xi=(n-1) / 4 n$ in $(n+1)$-dimensional spacetime in (2.1). Such a coupling $\xi$ is known as a conformal coupling. A massless, conformally coupled scalar field theory $S_{\tilde{\phi}}[\hat{\tilde{\phi}}, \tilde{g}]$ is conformally invariant to $S_{\phi}[\hat{\phi}, g]$ if $\hat{\tilde{\phi}}$ transforms as

$$
\begin{equation*}
\hat{\tilde{\phi}}(\mathrm{x})=\Omega^{\frac{1-n}{2}}(\mathrm{x}) \hat{\phi}(\mathrm{x}) \cdot \quad(n+1) \text {-dimension } \tag{2.22}
\end{equation*}
$$

If we understand $\hat{\phi}$ in $g$ to have a vacuum state $|0\rangle$, then the conformally invariant theory in $\tilde{g}$ can be obtained simply by multiplying $\Omega^{\frac{1-n}{2}}(\mathrm{x})$. The vacuum state $|\tilde{0}\rangle$ in $\tilde{g}$ can be obtained from $|0\rangle$ and this new vacuum $|\tilde{0}\rangle$ is called a conformal vacuum.

## Correlation functions

One of the important quantities in entanglement harvesting is the Wightman function. Let $\rho_{\phi}$ be a quantum state of the field. Then the Wightman function (or two-point correlation function) $W\left(\mathrm{x}, \mathrm{x}^{\prime}\right) \in \mathbb{C}$ is defined as

$$
\begin{equation*}
W\left(\mathrm{x}, \mathrm{x}^{\prime}\right):=\left\langle\hat{\phi}(\mathrm{x}) \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right\rangle_{\rho_{\phi}} \tag{2.23}
\end{equation*}
$$

In particular, if the field is in the vacuum state $\rho_{\phi}=|0\rangle\langle 0|$ then $W\left(x, x^{\prime}\right)=\langle 0| \hat{\phi}(x) \hat{\phi}\left(x^{\prime}\right)|0\rangle$, which is sometimes referred to the vacuum two-point correlation function.

The Wightman function has three important properties:
(1) $W^{*}\left(x, x^{\prime}\right)=W\left(x^{\prime}, x\right)$,
(2) $\operatorname{Im}\left[W\left(x, x^{\prime}\right)\right]=\frac{1}{2 i}\left\langle\left[\hat{\phi}(x), \hat{\phi}\left(x^{\prime}\right)\right]\right\rangle_{\rho_{\phi}}$,
(3) $\operatorname{Re}\left[W\left(x, x^{\prime}\right)\right]=\frac{1}{2}\left\langle\left\{\hat{\phi}(\mathrm{x}), \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right\}\right\rangle_{\rho_{\phi}}$.

The properties (2) and (3) are related to the causal relationship between two points $x$ and $x^{\prime}$. Micro-causality tells us that if $x$ and $x^{\prime}$ are spacelike separated, then $\left[\hat{\phi}(x), \hat{\phi}\left(x^{\prime}\right)\right]=$ 0 . On the other hand, the anti-commutator $\left\{\hat{\phi}(x), \hat{\phi}\left(x^{\prime}\right)\right\}$ is non-zero in general. Therefore, the causal relations of $x$ and $x^{\prime}$ are relevant to the value of the Wightman function, and it is useful to decompose it into the following form.

$$
\begin{equation*}
W\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\frac{1}{2} W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+\frac{\mathrm{i}}{2} W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right), \tag{2.24}
\end{equation*}
$$

where $W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ and $W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ are Hadamard and Pauli-Jordan functions, respectively, defined as

$$
\begin{align*}
W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & :=2 \operatorname{Re}\left[W\left(\mathrm{x}, \mathrm{x}^{\prime}\right)\right]=\left\langle\left\{\hat{\phi}(\mathrm{x}), \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right\}\right\rangle_{\rho_{\phi}}  \tag{2.25}\\
W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & :=2 \operatorname{Im}\left[W\left(\mathrm{x}, \mathrm{x}^{\prime}\right)\right]=\frac{1}{\mathrm{i}}\left\langle\left[\hat{\phi}(\mathrm{x}), \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right]\right\rangle_{\rho_{\phi}} \tag{2.26}
\end{align*}
$$

We will use these functions in Sec. 2.3.

## KMS state

The Kubo-Martin-Schwinger (KMS) state [59, 60, 61] is a generalized version of a thermal state (Gibbs state) that can be used in QFT. The rationale for defining this state is as follows. In quantum mechanics, the Gibbs state is given by

$$
\begin{equation*}
\rho_{\mathrm{th}}=\frac{1}{Z} e^{-\beta \hat{H}}, \tag{2.27}
\end{equation*}
$$

where $Z:=\operatorname{Tr}\left[e^{-\beta \hat{H}}\right]$ is the partition function, $\beta:=1 / T$ is the inverse temperature of the bath, and $\hat{H}$ is the Hamiltonian of the bath. This is well-defined as long as the trace, $\operatorname{Tr}[\cdot]$, is well-defined. If the Hamiltonian allows eigenbases $\{|n\rangle\}$, then the trace can be concretely evaluated by $\operatorname{Tr}[\hat{A}]=\sum_{n}\langle n| \hat{A}|n\rangle$. However, this is tricky when it comes to the thermal state of a quantum field due to the fact that the Hilbert space of a field is, in general, non-separable (i.e., the basis is uncountable), and therefore a trace is ill-defined. In other words, $\operatorname{Tr}[\cdot]<\infty$ is not guaranteed.

One can generalize the notion of thermality to non-separable Hilbert spaces by extracting the essential features of the thermal state $\rho_{\mathrm{th}}$ in quantum mechanics. For any (bounded) operator $\hat{A}(t), \hat{B}(t)$ in the Heisenberg picture, the Gibbs state $\rho_{\text {th }}$ always satisfies

$$
\begin{equation*}
\langle\hat{A}(0) \hat{B}(t+\mathrm{i} \beta)\rangle_{\rho_{\mathrm{th}}}=\langle\hat{B}(t) \hat{A}(0)\rangle_{\rho_{\mathrm{th}}} \tag{2.28}
\end{equation*}
$$

where $\hat{B}(t)=\hat{U}^{\dagger}(t) \hat{B} \hat{U}(t)$ is a time-evolved operator. Here, we used the definition $\langle\hat{A}\rangle_{\rho}:=$ $\operatorname{Tr}[\hat{A} \rho]$ and its cyclic property $\operatorname{Tr}[\hat{A} \hat{B} \hat{C}]=\operatorname{Tr}[\hat{B} \hat{C} \hat{A}]=\operatorname{Tr}[\hat{C} \hat{A} \hat{B}]$. In a nutshell, we employ the equality (2.28) as an axiom for thermality and call this the KMS condition. ${ }^{4}$

More specifically, let $\hat{H}$ be a Hamiltonian that is a generator of time-translation parametrized by $t . \rho$ is a KMS state with respect to time $t$ if the following conditions are satisfied.
(i) The expectation values $\langle\hat{A} \hat{B}(z)\rangle_{\rho}$ and $\langle\hat{B}(z) \hat{A}\rangle_{\rho}$, where $z \in \mathbb{C}$, are holomorphic (i.e., no poles) in $0<\operatorname{Im}[z]<\beta$ and $-\beta<\operatorname{Im}[z]<0$, respectively.
(ii) Eq. (2.28) is satisfied for $\beta>0$.

The basic idea of condition (i) is to make both sides of (2.28) well-defined quantities (i.e., they converge in the respective regions) in the complex plane. Then, condition (ii) just states that we adopt (2.28) as the definition of thermality in a generic system.

It is crucial that the KMS condition is compatible with the Gibbs state in quantum mechanics [63]. That is, if the Hilbert space of a system is separable, then the KMS condition uniquely recovers the Gibbs state $\rho_{\text {th }}$.

In this thesis, we are particularly interested in the Wightman function, $W_{\rho}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=$ $\left\langle\hat{\phi}(\mathrm{x}) \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right\rangle_{\rho}$. Let $W_{\rho}\left(\tau, \tau^{\prime}\right) \equiv\left\langle\hat{\phi}(\mathrm{x}(\tau)) \hat{\phi}\left(\mathrm{x}^{\prime}\left(\tau^{\prime}\right)\right)\right\rangle_{\rho}$ be the pullback of the Wightman function along a trajectory $\mathrm{x}(\tau)=(t(\tau), \boldsymbol{x}(\tau))$. If $\rho$ is a KMS state with respect to $\tau$ then $W_{\rho}\left(\tau, \tau^{\prime}\right)$ satisfies [64]:

- Time-translational invariance with respect to $\tau$ : $W_{\rho}\left(\tau, \tau^{\prime}\right)=W_{\rho}(\Delta \tau)$;
- $W_{\rho}(\Delta \tau+\mathrm{i} \beta)=W_{\rho}(-\Delta \tau)$.

[^3]
### 2.2 Unruh-DeWitt particle detector model

We are interested in the scenario where quantum-mechanical atoms interact with a quantum field. As a realistic example, one can think of an atom (such as a Hydrogen atom) coupled to photons. In relativistic quantum information (RQI), such systems are commonly modeled by the so-called Unruh-DeWitt (UDW) particle detector model coupled to a quantum scalar field $[15,16]$. In the literature, people use two types of UDW detectors: monopole and harmonic-oscillator type detectors. The monopole-type UDW detector consists of ground and excited states, $|g\rangle$ and $|e\rangle$ respectively, so it can be thought of as a qubit interacting with a quantum field. On the other hand, the harmonic oscillator-type UDW detector is described by the Hamiltonian for a harmonic oscillator and it can be thought of as a multi-level atom interacting with a quantum field. The benefit of using harmonic oscillator-type detectors is that one can solve the Heisenberg equation of motion and examine the back-reaction effect of the detectors on the field (see for example [65]).

Here, we will employ the monopole-type UDW detectors. We denote the ground and excited states for detector- $j$ (say, detector-A, B, C) by $\left|g_{j}\right\rangle$ and $\left|e_{j}\right\rangle$, respectively, with the energy gap $\Omega_{j}$ between them in each detector's reference frame.

### 2.2.1 Single detector

Consider a single UDW detector linearly coupled to the scalar quantum field. In the Schrödinger picture, the total Hamiltonian, $\hat{H}_{\text {S,tot }}$ is given by [66, 67]

$$
\begin{equation*}
\hat{H}_{\mathrm{S}, \text { tot }}=\hat{H}_{\mathrm{S}, \mathrm{~d} 0}+\hat{H}_{\mathrm{S}, \phi 0}+\hat{H}_{\mathrm{S}, \text { int }} \tag{2.29}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{H}_{\mathrm{S}, \mathrm{~d} 0}=\Omega \hat{\sigma}^{+} \hat{\sigma}^{-} \otimes \mathbb{1}_{\phi}  \tag{2.30a}\\
& \hat{H}_{\mathrm{S}, \mathrm{int}}=\lambda \chi(\tau)\left(\hat{\sigma}^{+}+\hat{\sigma}^{-}\right) \otimes \hat{\phi}(\boldsymbol{x}(\tau)) \tag{2.30b}
\end{align*}
$$

with $\hat{\sigma}^{+} \equiv|e\rangle\langle g|$ and $\hat{\sigma}^{-} \equiv|g\rangle\langle e|$ being the raising and lowering operators, respectively, acting on the Hilbert space of the UDW detector, $\mathcal{H}_{\mathrm{d}}$.

Let us now transform the Hamiltonians from the Schrödinger picture to the interaction picture. In general, given that $\hat{H}_{\mathrm{S}, \text { tot }}=\hat{H}_{\mathrm{S}, 0}+\hat{H}_{\mathrm{S}, \text { int }}$, an operator $\hat{A}_{\mathrm{S}}$ in the Schrödinger picture can be transformed into an operator $\hat{A}_{\mathrm{I}}$ in the interaction picture by

$$
\begin{equation*}
\hat{A}_{\mathrm{I}}(t)=\hat{U}_{0}^{\dagger} \hat{A}_{\mathrm{S}} \hat{U}_{0} \tag{2.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{U}_{0}=\mathcal{T}_{t} \exp \left(-\mathrm{i} \int_{\mathbb{R}} \mathrm{d} t \hat{H}_{\mathrm{S}, 0}\right) \tag{2.32}
\end{equation*}
$$

with $\mathcal{T}_{t}$ being a time-ordering symbol with respect to $t$. In our case, $\hat{H}_{\mathrm{S}, 0}$ corresponds to $\hat{H}_{\mathrm{S}, \mathrm{d} 0}+\hat{H}_{\mathrm{S}, \phi 0}$ and therefore, the interaction Hamiltonian in the interaction picture, $\hat{H}_{\mathrm{I}}$ can be obtained by

$$
\begin{align*}
\hat{H}_{\mathrm{I}}^{\tau}(\tau) & =\hat{U}_{0}^{\dagger} \hat{H}_{\mathrm{S}, \mathrm{int}} \hat{U}_{0}  \tag{2.33}\\
& =\lambda \chi(\tau) e^{\mathrm{i} \hat{H}_{\mathrm{S}, \mathrm{~d} 0} t}\left(\hat{\sigma}^{+}+\hat{\sigma}^{-}\right) e^{-\mathrm{i} \hat{H}_{\mathrm{S}, \mathrm{~d} 0} t} \otimes e^{\mathrm{i} \hat{H}_{\mathrm{S}, \phi 0} t} \hat{\phi}(\boldsymbol{x}) e^{-\mathrm{i} \hat{H}_{\mathrm{S}, \phi 0} t}  \tag{2.34}\\
& =\lambda \chi(\tau) \hat{m}(\tau) \otimes \hat{\phi}(\mathrm{x}(\tau)) \tag{2.35}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{m}(\tau) \equiv e^{i \Omega \tau} \hat{\sigma}^{+}+e^{-i \Omega \tau} \hat{\sigma}^{-} \tag{2.36}
\end{equation*}
$$

is the monopole moment in the interaction picture. The superscript $\tau$ in $\hat{H}_{\mathrm{I}}^{\tau}(\tau)$ indicates that it is a generator of time-translation with respect to $\tau$. The field operator $\hat{\phi}$ is defined along a trajectory of the detector $x(\tau)$ (i.e., it is a pullback of the field operator along the trajectory). Therefore, the detector is locally interacting with the field at its location.

Before proceeding to a perturbative analysis, let us comment on modified versions of UDW detectors. The qubit-type UDW detector model we have introduced so far has no size, and it is often called a pointlike UDW detector. One may think of a UDW detector with a finite size. This can be implemented in the formulation by introducing a smearing function, which specifies the size and shape of the detector. Although we will use only pointlike detectors in this thesis, readers who are interested can refer to [66, 67, 68]

### 2.2.2 Two detectors

Let us now consider two pointlike UDW detectors A and B. In this case, the whole Hilbert space can be written as $\mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}} \otimes \mathcal{H}_{\phi}$. The interaction Hamiltonian describing both detectors is given by

$$
\begin{equation*}
\hat{H}_{\mathrm{I}}^{t}(t)=\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t} \hat{H}_{\mathrm{A}}^{\tau_{\mathrm{A}}}\left(\tau_{\mathrm{A}}(t)\right) \otimes \mathbb{1}_{\mathrm{B}}+\mathbb{1}_{\mathrm{A}} \otimes \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t} \hat{H}_{\mathrm{B}}^{\tau_{\mathrm{B}}}\left(\tau_{\mathrm{B}}(t)\right) \tag{2.37}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{H}_{j}^{\tau_{j}}\left(\tau_{j}\right)=\lambda_{j} \chi_{j}\left(\tau_{j}\right) \hat{m}_{j}\left(\tau_{j}\right) \otimes \hat{\phi}\left(\mathrm{x}_{j}\left(\tau_{j}\right)\right) \cdot j \in\{\mathrm{~A}, \mathrm{~B}\} \tag{2.38}
\end{equation*}
$$

Notice that we have three variables representing time: $\tau_{\mathrm{A}}, \tau_{\mathrm{B}}$, and $t$. Since the proper time $\tau_{j}$ only parametrizes detector- $j$ 's trajectory, we used a common time $t$ to write the total interaction Hamiltonian, $\hat{H}_{\mathrm{I}}^{t}(t)$. In what follows, we assume that the coupling constant $\lambda_{j}$ and the energy gap $\Omega_{j}$ for the both detectors are the same: $\lambda \equiv \lambda_{\mathrm{A}}=\lambda_{\mathrm{B}}, \Omega \equiv \Omega_{\mathrm{A}}=\Omega_{\mathrm{B}}$.

The time-evolution operator $\hat{U}_{\mathrm{I}}$ in the interaction picture is known to be

$$
\begin{equation*}
\hat{U}_{\mathrm{I}}=\mathcal{T}_{t} \exp \left(-\mathrm{i} \int_{\mathbb{R}} \mathrm{d} t \hat{H}_{\mathrm{I}}^{t}(t)\right) \tag{2.39}
\end{equation*}
$$

where $\mathcal{T}_{t}$ is a time-ordering symbol with respect to $t$ [66, 67]. We emphasize that this time-ordering is performed in terms of the common time $t$, rather than proper times $\tau_{j}$ since $t$ specifies both the detectors' time. One can perform the Dyson series expansion by assuming the coupling constant $\lambda$ is small: ${ }^{5}$

$$
\begin{align*}
\hat{U}_{\mathrm{I}} & =\mathbb{1}+\hat{U}_{\mathrm{I}}^{(1)}+\hat{U}_{\mathrm{I}}^{(2)}+\mathcal{O}\left(\lambda^{3}\right),  \tag{2.40a}\\
\hat{U}_{\mathrm{I}}^{(1)} & =-\mathrm{i} \int_{-\infty}^{\infty} \mathrm{d} t \hat{H}_{\mathrm{I}}^{t}(t),  \tag{2.40b}\\
\hat{U}_{\mathrm{I}}^{(2)} & =-\int_{-\infty}^{\infty} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \hat{H}_{\mathrm{I}}^{t}\left(t_{1}\right) \hat{H}_{\mathrm{I}}^{t}\left(t_{2}\right) . \tag{2.40c}
\end{align*}
$$

Let $\rho_{0}$ be the initial state of the whole system (i.e., two UDW detectors and the field). The final state $\rho_{\text {tot }}$ for the total system is then

$$
\begin{align*}
\rho_{\mathrm{tot}} & =\hat{U}_{\mathrm{I}} \rho_{0} \hat{U}_{\mathrm{I}}^{\dagger} \\
& =\rho_{0}+\rho^{(0,1)}+\rho^{(1,0)}+\rho^{(1,1)}+\rho^{(2,0)}+\rho^{(0,2)}+\mathcal{O}\left(\lambda^{3}\right), \tag{2.41}
\end{align*}
$$

where $\rho^{(i, j)}=\hat{U}_{\mathrm{I}}^{(i)} \rho_{0} \hat{U}_{\mathrm{I}}^{(j) \dagger}$. Since $\hat{U}_{\mathrm{I}}^{(j)}$ contains $\lambda^{j}, \rho^{(i, j)}$ is a $\lambda^{i+j}$ term in the expansion. In particular, if one chooses the initial state to be $\rho_{0}=\rho_{\mathrm{AB}, 0} \otimes|0\rangle\langle 0|$, where $|0\rangle$ is a vacuum state of the quantum field, then the odd-power terms of $\lambda$ vanish in $\rho_{\text {tot }}$ [28]:

$$
\begin{equation*}
\rho_{\mathrm{tot}}=\rho_{0}+\rho^{(1,1)}+\rho^{(2,0)}+\rho^{(0,2)}+\mathcal{O}\left(\lambda^{4}\right) . \tag{2.42}
\end{equation*}
$$

Let us further assume that the detectors are both initially in their ground state: $\rho_{\mathrm{AB}, 0}=$ $\left|g_{\mathrm{A}}\right\rangle\left\langle g_{\mathrm{A}}\right| \otimes\left|g_{\mathrm{B}}\right\rangle\left\langle g_{\mathrm{B}}\right|$. One can then explicitly calculate each $\rho^{(i, j)}$ and obtains the final density matrix of the detectors, $\rho_{\mathrm{AB}}$, by tracing out the field degree of freedom: $\rho_{\mathrm{AB}}=$

[^4]$\operatorname{Tr}_{\phi}\left[\rho_{\text {tot }}\right]$. In the basis $\left\{\left|g_{\mathrm{A}} g_{\mathrm{B}}\right\rangle,\left|g_{\mathrm{A}} e_{\mathrm{B}}\right\rangle,\left|e_{\mathrm{A}} g_{\mathrm{B}}\right\rangle,\left|e_{\mathrm{A}} e_{\mathrm{B}}\right\rangle\right\}$, namely, $\left|g_{\mathrm{A}}, g_{\mathrm{B}}\right\rangle=[1,0,0,0]^{\top}$, $\left|g_{\mathrm{A}}, e_{\mathrm{B}}\right\rangle=[0,1,0,0]^{\top},\left|e_{\mathrm{A}}, g_{\mathrm{B}}\right\rangle=[0,0,1,0]^{\top}$, and $\left|e_{\mathrm{A}}, e_{\mathrm{B}}\right\rangle=[0,0,0,1]^{\top}$, the final density matrix for the detectors, $\rho_{\mathrm{AB}}$, reads (see Appendix A)
\[

\rho_{\mathrm{AB}}=\left[$$
\begin{array}{cccc}
1-P_{\mathrm{A}}-P_{\mathrm{B}} & 0 & 0 & X_{\mathrm{AB}}^{*}  \tag{2.43}\\
0 & P_{\mathrm{B}} & C_{\mathrm{AB}}^{*} & 0 \\
0 & C_{\mathrm{AB}} & P_{\mathrm{A}} & 0 \\
X_{\mathrm{AB}} & 0 & 0 & 0
\end{array}
$$\right]+\mathcal{O}\left(\lambda^{4}\right)
\]

where

$$
\begin{align*}
P_{j}= & \lambda^{2} \int_{\mathbb{R}} \mathrm{d} \tau_{j} \int_{\mathbb{R}} \mathrm{d} \tau_{j}^{\prime} \chi_{j}\left(\tau_{j}\right) \chi_{j}\left(\tau_{j}^{\prime}\right) e^{-\mathrm{i} \Omega\left(\tau_{j}-\tau_{j}^{\prime}\right)} W\left(\mathrm{x}_{j}\left(\tau_{j}\right), \mathrm{x}_{j}\left(\tau_{j}^{\prime}\right)\right)  \tag{2.44a}\\
C_{\mathrm{AB}}= & \lambda^{2} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) e^{-\mathrm{i} \Omega\left(\tau_{\mathrm{A}}-\tau_{\mathrm{B}}\right)} W\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right),  \tag{2.44b}\\
X_{\mathrm{AB}}= & -\lambda^{2} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) e^{\mathrm{i} \Omega\left(\tau_{\mathrm{A}}+\tau_{\mathrm{B}}\right)} \\
& \times\left[\Theta\left(t\left(\tau_{\mathrm{A}}\right)-t\left(\tau_{\mathrm{B}}\right)\right) W\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)+\Theta\left(t\left(\tau_{\mathrm{B}}\right)-t\left(\tau_{\mathrm{A}}\right)\right) W\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right), \mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right)\right] \tag{2.44c}
\end{align*}
$$

where $\Theta(t)$ is the Heaviside step function and the quantity $W(\mathrm{x}, \mathrm{y}):=\langle 0| \hat{\phi}(\mathrm{x}) \hat{\phi}(\mathrm{y})|0\rangle$ is the Wightman function (i.e., vacuum two-point correlation function). The elements $P_{j}, j \in\{\mathrm{~A}, \mathrm{~B}\}$ are known as transition probabilities (or response functions) from the ground $\left|g_{j}\right\rangle$ to excited $\left|e_{j}\right\rangle$ states. The off-diagonal elements $X_{\mathrm{AB}}$ and $C_{\mathrm{AB}}$ contribute to bipartite entanglement and quantum mutual information, respectively.

We point out that one has to pay sufficient attention to the Heaviside step functions in $X_{\mathrm{AB}}$. Notice that the integrals are defined in terms of the proper times $\tau_{j}$, but the argument of the Heaviside step function is of the form $t(\tau)$. This means that one needs to know the relationship between the common time $t$ and the proper times: $t=t(\tau)$. One simple example is when the trajectory of each detector is given by $\mathrm{x}_{\mathrm{A}}=\left(\gamma_{\mathrm{A}} \tau_{\mathrm{A}}, \boldsymbol{x}_{\mathrm{A}}\right)$ and $\mathrm{x}_{\mathrm{B}}=\left(\gamma_{\mathrm{B}} \tau_{\mathrm{B}}, \boldsymbol{x}_{\mathrm{B}}\right)$, where $\gamma_{j}$ is the redshift factor. In this case,

$$
\begin{equation*}
\Theta\left(t\left(\tau_{\mathrm{A}}\right)-t\left(\tau_{\mathrm{B}}\right)\right)=\Theta\left(\gamma_{\mathrm{A}} \tau_{\mathrm{A}}-\gamma_{\mathrm{B}} \tau_{\mathrm{B}}\right) \tag{2.45}
\end{equation*}
$$

and so the double integral containing this particular Heaviside step function reads

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \Theta\left(t\left(\tau_{\mathrm{A}}\right)-t\left(\tau_{\mathrm{B}}\right)\right)=\int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{-\infty}^{\left(\gamma_{\mathrm{A}} / \gamma_{\mathrm{B}}\right) \tau_{\mathrm{A}}} \mathrm{~d} \tau_{\mathrm{B}} \tag{2.46}
\end{equation*}
$$

Of course, in general, the argument of the Heaviside step function could be very complicated. In this thesis, this will be the case when we deal with detectors freely falling into a black hole.

In summary, the calculations provided above state as follows. First, we initially $(t \rightarrow$ $-\infty)$ prepare two UDW detectors in the ground state and assume that the field is in a vacuum state. At this stage, there is no correlation at all. Then the detectors are turned on according to their switching functions $\chi_{j}\left(\tau_{j}\right)$ so that they locally interact with the quantum field. At some point the interaction is turned off, and we obtain the final state of the detectors $\rho_{\mathrm{AB}}$, which may be entangled with each other.

### 2.2.3 Three detectors

Finally, consider three UDW detectors, A, B, and C. One can obtain the final density matrix $\rho_{\mathrm{ABC}}$ of the detectors in the same way as before. The interaction Hamiltonian $\hat{H}_{\mathrm{I}}^{t}(t)$ for the three detectors is

$$
\begin{align*}
& \hat{H}_{\mathrm{I}}^{t}(t) \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t} \hat{H}_{\mathrm{A}}^{\tau_{\mathrm{A}}}\left(\tau_{\mathrm{A}}(t)\right) \otimes \mathbb{1}_{\mathrm{B}} \otimes \mathbb{1}_{\mathrm{C}}+\mathbb{1}_{\mathrm{A}} \otimes \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t} \hat{H}_{\mathrm{B}}^{\tau_{\mathrm{B}}}\left(\tau_{\mathrm{B}}(t)\right) \otimes \mathbb{1}_{\mathrm{C}}+\mathbb{1}_{\mathrm{A}} \otimes \mathbb{1}_{\mathrm{B}} \otimes \frac{\mathrm{~d} \tau_{\mathrm{C}}}{\mathrm{~d} t} \hat{H}_{\mathrm{C}}^{\tau_{\mathrm{C}}}\left(\tau_{\mathrm{C}}(t)\right) \tag{2.47}
\end{align*}
$$

Assume that the detectors are all initially in their ground states and the field is in the vacuum $|0\rangle$. The initial density operator is

$$
\begin{equation*}
\rho_{0}=|g\rangle_{\mathrm{A}}\langle g| \otimes|g\rangle_{\mathrm{B}}\langle g| \otimes|g\rangle_{\mathrm{C}}\langle g| \otimes|0\rangle\langle 0|, \tag{2.48}
\end{equation*}
$$

and the time-evolution operator $\hat{U}_{\mathrm{I}}(2.39)$ gives us the final density operator:

$$
\begin{equation*}
\rho_{\mathrm{ABC}}=\operatorname{Tr}_{\phi}\left[\rho_{\mathrm{tot}}\right]=\operatorname{Tr}_{\phi}\left[\hat{U}_{\mathrm{I}} \rho_{0} \hat{U}_{\mathrm{I}}^{\dagger}\right] . \tag{2.49}
\end{equation*}
$$

Introducing the basis $\left\{\left|g_{\mathrm{A}} g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle,\left|g_{\mathrm{A}} g_{\mathrm{B}} e_{\mathrm{C}}\right\rangle,\left|g_{\mathrm{A}} e_{\mathrm{B}} g_{\mathrm{C}}\right\rangle,\left|e_{\mathrm{A}} g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle,\left|g_{\mathrm{A}} e_{\mathrm{B}} e_{\mathrm{C}}\right\rangle,\left|e_{\mathrm{A}} g_{\mathrm{B}} e_{\mathrm{C}}\right\rangle,\left|e_{\mathrm{A}} e_{\mathrm{B}} g_{\mathrm{C}}\right\rangle\right.$, $\left.\left|e_{\mathrm{A}} e_{\mathrm{B}} e_{\mathrm{C}}\right\rangle\right\}$, namely, $\left|g_{\mathrm{A}} g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle=[1,0,0,0,0,0,0,0]^{\top},\left|g_{\mathrm{A}} g_{\mathrm{B}} e_{\mathrm{C}}\right\rangle=[0,1,0,0,0,0,0,0]^{\top}, \cdots$, $\rho_{\mathrm{ABC}}$ takes the form [32]

$$
\rho_{\mathrm{ABC}}=\left[\begin{array}{cccccccc}
r_{11} & 0 & 0 & 0 & r_{51}^{*} & r_{61}^{*} & r_{71}^{*} & 0  \tag{2.50}\\
0 & r_{22} & r_{32}^{*} & r_{42}^{*} & 0 & 0 & 0 & r_{82}^{*} \\
0 & r_{32} & r_{33} & r_{43}^{*} & 0 & 0 & 0 & r_{83}^{*} \\
0 & r_{42} & r_{43} & r_{44} & 0 & 0 & 0 & r_{84}^{*} \\
r_{51} & 0 & 0 & 0 & r_{55} & r_{65}^{*} & r_{75}^{*} & 0 \\
r_{61} & 0 & 0 & 0 & r_{65} & r_{66} & r_{76}^{*} & 0 \\
r_{71} & 0 & 0 & 0 & r_{75} & r_{76} & r_{77} & 0 \\
0 & r_{82} & r_{83} & r_{84} & 0 & 0 & 0 & r_{88}
\end{array}\right],
$$

with a constraint $\sum_{i} r_{i i}=1$. Here, $r_{i j}^{*}$ is a complex conjugate of $r_{i j} \in \mathbb{C}$ and $r_{i i} \in \mathbb{R}$. Note that $\rho_{\mathrm{ABC}}$ takes this form even before applying the perturbative expansion. For our perturbative analysis, $\rho_{\mathrm{ABC}}$ to the leading order in $\lambda$ reads

$$
\rho_{\mathrm{ABC}}=\left[\begin{array}{cccccccc}
1-\left(P_{\mathrm{A}}+P_{\mathrm{B}}+P_{\mathrm{C}}\right) & 0 & 0 & 0 & X_{\mathrm{BC}}^{*} & X_{\mathrm{AC}}^{*} & X_{\mathrm{AB}}^{*} & 0  \tag{2.51}\\
0 & P_{\mathrm{C}} & C_{\mathrm{BC}}^{*} & C_{\mathrm{AC}}^{*} & 0 & 0 & 0 & 0 \\
0 & C_{\mathrm{BC}} & P_{\mathrm{B}} & C_{\mathrm{AB}}^{*} & 0 & 0 & 0 & 0 \\
0 & C_{\mathrm{AC}} & C_{\mathrm{AB}} & P_{\mathrm{A}} & 0 & 0 & 0 & 0 \\
X_{\mathrm{BC}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
X_{\mathrm{AC}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
X_{\mathrm{AB}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]+\mathcal{O}\left(\lambda^{4}\right),
$$

where $P_{j}, C_{j k}$, and $X_{j k}$ are the same as (2.44).
One can obtain the reduced bipartite density matrices $\rho_{\mathrm{AB}}, \rho_{\mathrm{BC}}$, and $\rho_{\mathrm{CA}}$, by tracing out one of the detectors:

$$
\rho_{j k}=\left[\begin{array}{cccc}
1-P_{j}-P_{k} & 0 & 0 & X_{j k}^{*}  \tag{2.52}\\
0 & P_{k} & C_{j k}^{*} & 0 \\
0 & C_{j k} & P_{j} & 0 \\
X_{j k} & 0 & 0 & 0
\end{array}\right]+\mathcal{O}\left(\lambda^{4}\right)
$$

To make sure that the density matrix $\rho_{\mathrm{ABC}}$ given by (2.51) is an actual density matrix, one needs to impose some conditions. That is, a density matrix has to be hermitian with $\operatorname{Tr}\left[\rho_{\mathrm{AB}}\right]=1$, and all the eigenvalues of $\rho_{\mathrm{ABC}}$ are positive. The first two conditions are already satisfied by construction, though the positivity of eigenvalues is yet to be imposed. However, some of the eigenvalues of $\rho_{\mathrm{ABC}}$ cannot be analytically obtained. Instead, if we simplify this density matrix by setting

$$
\begin{align*}
& C_{\mathrm{AB}}=C_{\mathrm{BC}}=C_{\mathrm{CA}} \equiv C  \tag{2.53a}\\
& X_{\mathrm{AB}}=X_{\mathrm{BC}}=X_{\mathrm{CA}} \equiv X  \tag{2.53b}\\
& P_{\mathrm{A}}=P_{\mathrm{B}}=P_{\mathrm{C}} \equiv P \tag{2.53c}
\end{align*}
$$

and assuming $C \in \mathbb{R}$, the positivity conditions read

$$
\begin{align*}
& P \geq C  \tag{2.54a}\\
& 2 C+P \geq 0  \tag{2.54b}\\
& \frac{1}{2}\left(1-3 P \pm \sqrt{(1-3 P)^{2}+12|X|^{2}}\right) \geq 0 \tag{2.54c}
\end{align*}
$$

We will use these conditions in Sec. 2.4.2.
We point out that the calculations provided above are all within perturbation theory. However, one can carry out non-perturbative approaches by sacrificing some aspects of UDW detectors. As an example, the delta-switching approach [69] employs smeared UDW detectors with $\chi_{j}\left(\tau_{j}\right)=\delta\left(\tau_{j} / \eta_{j}\right)$, where $\eta_{j}$ is a constant with a dimension of time. Physically, such a switching function corresponds to an instantaneous interaction, i.e., the detectors interact with the field just for a moment. Such treatment allows us to use a nonperturbative analysis since it removes the time-ordering symbol, $\mathcal{T}_{t}$, in the time-evolution operator $\hat{U}_{\mathrm{I}}$ in (2.39). However, unlike other kinds of switching, two delta-switched detectors are unable to extract entanglement from the field if each of them switches once [69, 70, 71] (but other types of correlation can be extracted [72]). Here are other references using the delta-switching approach: [73, 74, 75, 76, 77, 13, 78].

Another non-perturbative approach is the gapless detector approach (also known as the degenerate detector approach), which sets the energy of a UDW detector to be $\Omega=0$. If one instead uses the Magnus expansion of (2.39), the higher-order terms will all vanish because of this. Note that this approach uses a pointlike UDW detector with an arbitrary switching function $\chi(\tau)$. As in the delta-switching approach, the gapless detectors also cannot extract entanglement from the field $[70,71]$. See other references such as [11, 12, 79].

### 2.3 Entanglement harvesting in a nutshell

As mentioned earlier, entanglement harvesting (or broadly, correlation harvesting) is a protocol, where one employs multiple UDW detectors and extracts entanglement from a quantum field. Specifically, initially uncorrelated UDW detectors become entangled at the end of the operation. This is due to the fact that a quantum field is already an entangled state even in its vacuum. Although the harvesting protocol primarily considers a relativistic quantum field, a quantum mechanical system such as a chain of coupled harmonic oscillators allows probes to be entangled. Here, we first show how entanglement harvesting works by looking at a chain of harmonic oscillators, and then extend this to a relativistic quantum field theory.

Consider a chain of coupled harmonic oscillators in one dimension, in which the system is governed by a Hamiltonian,

$$
\begin{equation*}
\hat{H}_{\mathrm{tot}}=\hat{H}_{0}+\hat{H}_{\mathrm{int}} \tag{2.55}
\end{equation*}
$$

where $\hat{H}_{0}$ is the free Hamiltonian and $\hat{H}_{\text {int }}$ is the interaction Hamiltonian of the form

$$
\begin{gather*}
\hat{H}_{0}=\sum_{i} \hat{H}_{0}^{(i)} \equiv \sum_{i} \frac{\hat{p}_{i}^{2}}{2 m}  \tag{2.56}\\
\hat{H}_{\mathrm{int}}=\frac{1}{2} \sum_{i} k_{\mathrm{s}}\left(\hat{x}_{i+1}-\hat{x}_{i}\right)^{2} \tag{2.57}
\end{gather*}
$$

where $m$ and $k_{\mathrm{s}}$ are the mass and spring constant of a harmonic oscillator. One notices that the free and the interaction Hamiltonians do not commute, $\left[\hat{H}_{0}, \hat{H}_{\text {int }}\right] \neq 0$, which leads to $\left[\hat{H}_{\text {tot }}, \hat{H}_{0}\right] \neq 0$, and so they cannot be simultaneously diagonalized. Consequently, the harmonic chain is in an entangled state, even in its vacuum. To see this, let $\left|0_{i}\right\rangle$ be a vacuum state of the $i$-th harmonic oscillator, $\hat{H}_{0}^{(i)}$. Assuming each harmonic oscillator is in the vacuum state, the fact $\left[\hat{H}_{\text {tot }}, \hat{H}_{0}\right] \neq 0$ leads to

$$
\begin{equation*}
|0\rangle \neq \bigotimes_{k}\left|0_{k}\right\rangle \tag{2.58}
\end{equation*}
$$

where $|0\rangle$ is the vacuum state of the total Hamiltonian. Then, the density matrix of a joint system of the $i$-th and $j$-th sites, $\rho_{i, j}$ is a non-separable state:

$$
\begin{align*}
\rho_{i, j} & =\operatorname{Tr}_{k \neq i, j}[|0\rangle\langle 0|]  \tag{2.59}\\
& \neq \operatorname{Tr}_{k \neq i, j}\left[\left|0_{1}, 0_{2}, \cdots\right\rangle\left\langle 0_{1}, 0_{2}, \cdots\right|\right]  \tag{2.60}\\
& =\left|0_{i}\right\rangle\left\langle 0_{i}\right| \otimes\left|0_{j}\right\rangle\left\langle 0_{j}\right| \tag{2.61}
\end{align*}
$$

Since this is true for any other sites, we say the chain is entangled even in a vacuum state due to $\left[\hat{H}_{\text {tot }}, \hat{H}_{0}\right] \neq 0$. Therefore, if one brings a probe (such as a UDW detector) and lets it interact with one of the sites, the probe and the chain become entangled. Subsequently, if another probe interacts with a different site, the second probe entangles with the chain and hence, the two probes entangle with each other. Note that this is due to the pre-existent entanglement in the chain.

This argument can be extended to quantum fields since a quantum field can be thought of as a continuum limit of a harmonic chain [80]. In addition, the fact that QFT is compatible with Relativity allows us to examine how causality affects entanglement harvesting. For example, two causally disconnected UDW detectors still can be entangled, thanks to the pre-existed entanglement in the field. One can mathematically see this from the Wightman function [30]. Recall that the Wightman function $W\left(x, x^{\prime}\right)$ can be decomposed into the Pauli-Jordan and the Hadamard functions [see (2.24)]:

$$
\begin{equation*}
W\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\frac{1}{2} W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+\frac{\mathrm{i}}{2} W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) . \tag{2.62}
\end{equation*}
$$

The Pauli-Jordan function, $W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$, is the commutator part in the Wightman function (i.e., $\left.W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) \sim\left\langle\left[\hat{\phi}(\mathrm{x}), \hat{\phi}\left(\mathrm{x}^{\prime}\right)\right]\right\rangle_{\rho}\right)$. Therefore, if two points x and $\mathrm{x}^{\prime}$ are spacelike then micro-causality tells you that $W_{\mathrm{PJ}}\left(x, x^{\prime}\right)=0$. In the context of entanglement harvesting, this tells you that if two UDW detectors cannot communicate at all, then $W_{\mathrm{PJ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ does not contribute at all. However, the Hadamard function, $W_{H}\left(x, x^{\prime}\right)$, is non-vanishing even if $x, x^{\prime}$ are spacelike, and so two causally disconnected detectors are able to be entangled. Of course, if detectors can communicate through a quantum field then the Pauli-Jordan function also contributes to $P_{j}, X_{\mathrm{AB}}$, and $C_{\mathrm{AB}}$ in (2.43).

We now comment on the term 'harvesting' in the literature. Some papers implicitly claim that entanglement is 'harvested' if two detectors entangle at the end of a procedure, regardless of how much of the entanglement is coming from $W_{\mathrm{H}}$ and $W_{\mathrm{PJ}}$. In this sense, their claim can be summarized as 'entanglement is said to be harvested if it comes from the Wightman function $W\left(x, x^{\prime}\right)$ '. On the other hand, Ref. [30] claims that 'entanglement is said to be harvested if it comes purely from the Hadamard function $W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)^{\prime}$. This is due to the fact that the Pauli-Jordan function is state-independent; Since it does not depend on the state of the field $\rho_{\phi}$, detectors still can be entangled even if $\rho_{\phi}$ does not contain any entanglement, which defeats the idea of 'extraction of the pre-existing entanglement from a quantum field'. In contrast, the Hadamard function is state-dependent, so the only way to acquire entanglement from the entanglement pre-existing in the field is through this function.

For this reason, it is important to know where the correlation comes from. First, let us define the term 'communication' or 'signaling' as follows (see also [81]).

## Terminology: communication and signaling

We say detector-A is communicating or signaling to detector-B if the Pauli-Jordan contribution in $C_{\mathrm{AB}}$ and $X_{\mathrm{AB}}$ in the density matrix $\rho_{\mathrm{AB}}$ is non-zero. As a physical interpretation, detectors can communicate by exchanging field quanta.

Then, we define 'harvesting' as follows.

## Terminology: harvesting

We say that a correlation such as entanglement is harvested or extracted from a quantum field if the resulting entanglement between two detectors has the non-zero Hadamard contribution in $C_{\mathrm{AB}}$ and $X_{\mathrm{AB}}$. That is, entanglement can be harvested even with the help of communication as long as the Hadamard contribution is non-vanishing. In particular, if two detectors cannot signal to each other (i.e., zero Pauli-Jordan contribution) then we say the correlation is genuinely harvested. Moreover, we say that the harvested entanglement is assisted by communication to emphasize that the Pauli-Jordan function is contributing to the entanglement harvesting, and if the Hadamard contribution is zero then the obtained
entanglement is not harvested.
The rationale for the terminology for 'harvesting' is as follows. The Hadamard function contributes to the entanglement between two detectors most of the time. If the detectors cannot communicate at all then only the Hadamard function gives rise to the extracted entanglement; otherwise, both functions could contribute to the entanglement. It "could" be so since it is possible to find a case where only the Pauli-Jordan part contributes to the entanglement [30]. However, this is not always the case. This indicates that the Hadamard and Pauli-Jordan contributions are not mutually exclusive in general. Therefore, it is reasonable to give the name 'harvesting' to the phenomenon in which particle detectors become entangled whenever the Hadamard contribution in $X_{\mathrm{AB}}$ is non-zero, and particularly call 'genuine harvesting' when entanglement is purely coming from the Hadamard function. ${ }^{6}$

To illustrate this point, consider two detectors A and B in (3+1)-dimensional Minkowski spacetime as depicted in Fig. 2.1. We fix detector-A's timing of interaction with the field (red curve) and consider three cases for detector-B's interaction (blue curves). Assuming a massless scalar field, it is known that the Pauli-Jordan function is non-vanishing if two points $\mathrm{x}, \mathrm{x}^{\prime}$ are lightlike-separated. Moreover, the Hadamard contribution becomes zero (at least for a Gaussian switching) when the detectors are exactly lightlike separated for a large detector separation [30]. Note that quantum mutual information behaves in a slightly different way. One can numerically check that both Hadamard and Pauli-Jordan parts almost equally contribute to the mutual information when detectors are lightlike separated, and so the region in which the Hadamard contribution vanishes (the grey region in Fig. 2.1) does not exist.

If detector-B interacts with the field during the case (i), there is no way that two detectors exchange quanta, in which case the Wightman function only depends on the Hadamard part. This is also true for case (iii), and we say that the detectors genuinely harvest entanglement. On the other hand, case (ii) indicates that detector-B receives quanta emitted from detector-A. Mathematically, this can be seen from the fact that $W_{\mathrm{PJ}} \neq$ 0 . The harvested entanglement comes from both the Hadamard and the Pauli-Jordan functions. In this case, we say the harvested entanglement is assisted by communication.

[^5]

Figure 2.1: A spacetime diagram representing an entanglement harvesting protocol performed by detector-A (red) and B (blue). The red and blue stripes indicate the interaction of the detectors with the field. Based on [30], the green region suggests the domain of communication, i.e., if detector-B enters this region during the interaction, it receives a signal from detector-A [scenario (ii)]. The grey region, on the other hand, is dominated by the Pauli-Jordan function and the Hadamard contribution is zero if the center of B's switching is in this region. Outside of these regions there is no Pauli-Jordan contribution [e.g., cases (i) and (iii)].

### 2.4 Correlation among UDW detectors

We are particularly interested in the correlation between two or three detectors extracted from the field. We will focus on two correlations: quantum mutual information (the total correlation including classical and quantum) and entanglement, which is contained in the quantum mutual information.

For bipartite qubit systems in a mixed state, entanglement between the two qubits can be quantified by using the so-called concurrence or negativity of entanglement. In addition, entanglement in tripartite qubit systems in a pure state can be examined by the $\pi$-tangle, which is defined by using the negativity of entanglement. See [82] for a review.

### 2.4.1 Correlations between two qubits

## Quantum mutual information

Quantum mutual information is the total correlation including both classical and quantum. Therefore, entanglement is part of quantum mutual information.

Let $S_{\mathrm{AB}}$ be the von Neumann entropy of the systems A and B, which is defined by [83]

$$
\begin{equation*}
S_{\mathrm{AB}}:=-\operatorname{Tr}\left[\rho_{\mathrm{AB}} \ln \rho_{\mathrm{AB}}\right] . \tag{2.63}
\end{equation*}
$$

One can also introduce the von Neumann entropy of the subsystems by $S_{\mathrm{A}}:=-\operatorname{Tr}\left[\rho_{\mathrm{A}} \ln \rho_{\mathrm{A}}\right]$, where $\rho_{\mathrm{A}}=\operatorname{Tr}_{\mathrm{B}}\left[\rho_{\mathrm{AB}}\right]$. The quantum mutual information between systems A and B , denoted by $I_{\mathrm{AB}}$, is then defined as [83]

$$
\begin{equation*}
I_{\mathrm{AB}}:=S_{\mathrm{A}}+S_{\mathrm{B}}-S_{\mathrm{AB}} . \tag{2.64}
\end{equation*}
$$

Quantum mutual information is non-negative, $I_{\mathrm{AB}} \geq 0$, with equality if and only if $S_{\mathrm{A}}+$ $S_{\mathrm{B}}=S_{\mathrm{AB}}$. Quantum mutual information is said to be the total correlation since it is the upper bound of a correlation function and so if $I_{\mathrm{AB}}=0$ then it is guaranteed that no correlations exist between A and B [84].

In our particular case where the density matrix $\rho_{\mathrm{AB}}$ is given by (2.43), $I_{\mathrm{AB}}$ up to second order in $\lambda$ is known to be [28]

$$
\begin{equation*}
I_{\mathrm{AB}}=\mathcal{L}_{+} \ln \mathcal{L}_{+}+\mathcal{L}_{-} \ln \mathcal{L}_{-}-P_{\mathrm{A}} \ln P_{\mathrm{A}}-P_{\mathrm{B}} \ln P_{\mathrm{B}}+\mathcal{O}\left(\lambda^{4}\right), \tag{2.65}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{L}_{ \pm}:=\frac{1}{2}\left(P_{\mathrm{A}}+P_{\mathrm{B}} \pm \sqrt{\left(P_{\mathrm{A}}-P_{\mathrm{B}}\right)^{2}+4\left|C_{\mathrm{AB}}\right|^{2}}\right) . \tag{2.66}
\end{equation*}
$$

One can easily check that mutual information vanishes when $\left|C_{\mathrm{AB}}\right|=0$. In addition, from the condition $P_{\mathrm{A}} P_{\mathrm{B}} \geq\left|C_{\mathrm{AB}}\right|^{2}$ [29], if one of the transition probabilities are $P_{j}=0$ then $\left|C_{\mathrm{AB}}\right|=0$, thereby $I_{\mathrm{AB}}=0$.

It is also instructive when two detectors have identical transition probabilities. Let us consider the case when $P \equiv P_{\mathrm{A}}=P_{\mathrm{B}}$, which leads us to $\mathcal{L}_{ \pm}=P \pm\left|C_{\mathrm{AB}}\right|$. In the case where the transition probability $P$ is large, $P \gg\left|C_{\mathrm{AB}}\right|$, mutual information becomes negligible $I_{\mathrm{AB}} \approx 0$ since $\mathcal{L}_{ \pm} \approx P$. This observation will be useful when we examine the quantum mutual information of detectors near an event horizon since their transition probabilities become large.

## Concurrence

Concurrence $[85,86]$ is a measure of bipartite entanglement based on the entanglement of formation [87] and its minimization. Here, we present the basic idea behind concurrence.

Suppose we have a density matrix $\rho_{\mathrm{AB}}$ of a joint system $\mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}}$. We can perform a pure-state decomposition of $\rho_{\mathrm{AB}}$ as $\rho_{\mathrm{AB}}=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$. Then, the entanglement of formation $E\left(\rho_{\mathrm{AB}}\right)$ is defined as

$$
\begin{equation*}
E\left(\rho_{\mathrm{AB}}\right):=\min _{\left\{p_{i},\left|\psi_{i}\right\rangle\right\}} \sum_{i} p_{i} S\left(\psi_{i}\right), \tag{2.67}
\end{equation*}
$$

where $S\left(\psi_{i}\right)$ is the von Neumann entropy of the reduced density matrix of $\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, i.e., $\operatorname{Tr}_{\mathrm{A}}\left[\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right]$ or equivalently $\operatorname{Tr}_{\mathrm{B}}\left[\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right]$. The entanglement of formation (2.67) is thus the minimization of the average of all possible pure-state decompositions of $\rho_{\mathrm{AB}}$.

Although this is not so practical in general since one has to find all possible decompositions and then minimize their average, the expression for $E\left(\rho_{\mathrm{AB}}\right)$ can be found if $\operatorname{dim}\left(\mathcal{H}_{\mathrm{A}}\right) \times \operatorname{dim}\left(\mathcal{H}_{\mathrm{B}}\right)=2 \times 2$ (i.e., a two-qubit system). To see how this works, consider a pure state $|\psi\rangle \in \mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}}$. People tend to use a basis $\{|00\rangle,|01\rangle,|10\rangle,|11\rangle\}$, which is constructed from the eigenvectors of $\hat{\sigma}_{z}$, but it is known that the so-called magic basis $\left\{\left|e_{1}\right\rangle,\left|e_{2}\right\rangle,\left|e_{3}\right\rangle,\left|e_{4}\right\rangle\right\}$ is useful in this case. The magic basis is defined by

$$
\begin{equation*}
\left|e_{1}\right\rangle=\frac{1}{2}(|00\rangle+|11\rangle),\left|e_{2}\right\rangle=\frac{\mathrm{i}}{2}(|00\rangle-|11\rangle),\left|e_{3}\right\rangle=\frac{\mathrm{i}}{2}(|01\rangle+|10\rangle),\left|e_{4}\right\rangle=\frac{1}{2}(|01\rangle-|10\rangle), \tag{2.68}
\end{equation*}
$$

and they are orthonormal to each other. We then change the basis to the magic basis and write $|\psi\rangle$ as

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{4} \alpha_{i}\left|e_{i}\right\rangle \tag{2.69}
\end{equation*}
$$

The entanglement of formation can be written as

$$
\begin{equation*}
E(|\psi\rangle)=H_{\mathrm{bin}}\left(\frac{1}{2}+\frac{1}{2} \sqrt{1-\mathcal{C}^{2}(|\psi\rangle)}\right) \tag{2.70}
\end{equation*}
$$

where $H_{\mathrm{bin}}(x):=-x \log _{2} x-(1-x) \log _{2}(1-x)$ is the binary Shannon entropy [83], and $\mathcal{C}(|\psi\rangle) \in[0,1]$ is the concurrence defined by

$$
\begin{equation*}
\mathcal{C}(|\psi\rangle):=\left|\sum_{i=1}^{4} \alpha_{i}^{2}\right| \tag{2.71}
\end{equation*}
$$

The concurrence can be thought of as an entanglement measure since the entanglement of formation monotonically increases with $\mathcal{C}$.

The point one should be aware of is that the concurrence is written as a sum of the squares of coefficients of $|\psi\rangle$ in the magic basis. Therefore, once $\rho_{\mathrm{AB}}$ is given in the $\hat{\sigma}_{z}$-basis, one should change the basis to the magic basis and compute the concurrence. It turns out that one can make use of $\hat{\sigma}_{y}$ to compute $\mathcal{C}$ easily in the $\hat{\sigma}_{z}$-basis. To see this, we use the fact that the concurrence can be written as $\mathcal{C}(|\psi\rangle)=\left|\left\langle\psi^{*} \mid \psi\right\rangle\right|$, where $\left|\psi^{*}\right\rangle=\sum_{i} \alpha_{i}^{*}\left|e_{i}\right\rangle .{ }^{7}$

Suppose $|\psi\rangle$ is given in the $\hat{\sigma}_{z}$-basis, such as $|\psi\rangle=c_{00}|00\rangle+c_{01}|01\rangle+c_{10}|10\rangle+c_{11}|11\rangle$. We then change the basis to $\left\{\left|e_{i}\right\rangle\right\}$ and then take a complex conjugate, $\left|\psi^{*}\right\rangle$. One can check that the resulting concurrence, $\mathcal{C}(|\psi\rangle)=\left|\left\langle\psi^{*} \mid \psi\right\rangle\right|$ is equivalent to the expression $|\langle\psi \mid \tilde{\psi}\rangle|$, where $|\tilde{\psi}\rangle$ is constructed as follows. Instead of changing the basis to the magic basis, take a complex conjugate so that $\left|\psi^{*}\right\rangle=c_{00}^{*}|00\rangle+c_{01}^{*}|01\rangle+c_{10}^{*}|10\rangle+c_{11}^{*}|11\rangle$, and then apply $\hat{\sigma}_{y} \otimes \hat{\sigma}_{y}:$

$$
\begin{equation*}
|\tilde{\psi}\rangle:=\left(\hat{\sigma}_{y} \otimes \hat{\sigma}_{y}\right)\left|\psi^{*}\right\rangle \tag{2.72}
\end{equation*}
$$

The nice thing about the equality, $\mathcal{C}(|\psi\rangle)=|\langle\psi \mid \tilde{\psi}\rangle|$, is that applying $\hat{\sigma}_{y}$ allows us to compute $\mathcal{C}$ in the $\hat{\sigma}_{z}$-basis, and this is much easier than changing the basis to the magic basis.

[^6]This expression allows us to generalize the concurrence to that of mixed states: $\mathcal{C}\left(\rho_{\mathrm{AB}}\right)$. Define (in the $\hat{\sigma}_{z}$-basis)

$$
\begin{equation*}
\tilde{\rho}_{\mathrm{AB}}:=\left(\hat{\sigma}_{y} \otimes \hat{\sigma}_{y}\right) \rho_{\mathrm{AB}}^{*}\left(\hat{\sigma}_{y} \otimes \hat{\sigma}_{y}\right), \tag{2.73}
\end{equation*}
$$

which is the mixed-state generalization of $|\tilde{\psi}\rangle$. Since $\mathcal{C}(|\psi\rangle)=|\langle\psi \mid \tilde{\psi}\rangle|$ can be seen as a fidelity [83] between $|\psi\rangle$ and $|\tilde{\psi}\rangle$, we introduce a Hermitian operator $\sqrt{\sqrt{\rho_{\mathrm{AB}}} \tilde{\rho}_{\mathrm{AB}} \sqrt{\rho_{\mathrm{AB}}}}$. The concurrence of $\rho_{\mathrm{AB}}$ is found to be [86]

$$
\begin{equation*}
\mathcal{C}\left(\rho_{\mathrm{AB}}\right):=\max \left\{0, w_{1}-w_{2}-w_{3}-w_{4}\right\}, \quad\left(w_{1} \geq w_{2} \geq w_{3} \geq w_{4}\right) \tag{2.74}
\end{equation*}
$$

where $w_{i}$ are the eigenvalues of the aforementioned Hermitian operator, (or equivalently, the square roots of the eigenvalues of $\left.\rho_{\mathrm{AB}} \tilde{\rho}_{\mathrm{AB}}\right)$.

For a density matrix of the form

$$
\rho_{\mathrm{AB}}=\left[\begin{array}{cccc}
r_{11} & 0 & 0 & r_{14}  \tag{2.75}\\
0 & r_{22} & r_{23} & 0 \\
0 & r_{23}^{*} & r_{33} & 0 \\
r_{14}^{*} & 0 & 0 & r_{44}
\end{array}\right]
$$

which is known as the X -state, $w_{i}$ read

$$
\begin{equation*}
w_{i} \in\left\{\sqrt{r_{11} r_{44}} \pm\left|r_{14}\right|, \sqrt{r_{22} r_{33}} \pm\left|r_{23}\right|\right\} \tag{2.76}
\end{equation*}
$$

and so the concurrence is either

$$
\begin{array}{ll}
\mathcal{C}\left(\rho_{\mathrm{AB}}\right)=2 \max \left\{0,\left|r_{14}\right|-\sqrt{r_{22} r_{33}}\right\}, & \left(\text { when } w_{1}=\sqrt{r_{11} r_{44}}+\left|r_{14}\right|\right) \\
\mathcal{C}\left(\rho_{\mathrm{AB}}\right)=2 \max \left\{0,\left|r_{23}\right|-\sqrt{r_{11} r_{44}}\right\} . & \left(\text { when } w_{1}=\sqrt{r_{22} r_{33}}+\left|r_{23}\right|\right) \tag{2.78}
\end{array}
$$

It turns out that our density matrix (2.43) always satisfies (2.77) and so

$$
\begin{equation*}
\mathcal{C}_{\mathrm{AB}} \equiv \mathcal{C}\left(\rho_{\mathrm{AB}}\right)=2 \max \left\{0,\left|X_{\mathrm{AB}}\right|-\sqrt{P_{\mathrm{A}} P_{\mathrm{B}}}\right\} \tag{2.79}
\end{equation*}
$$

It provides a nice interpretation for $X_{\mathrm{AB}}$ and $P_{j}$. The off-diagonal element $X_{\mathrm{AB}}$ is responsible for entanglement since two systems A and B entangle if and only if $\left|X_{\mathrm{AB}}\right|>\sqrt{P_{\mathrm{A}} P_{\mathrm{B}}}$. Likewise, the transition probabilities $P_{j}$ can be thought of as noise since they tend to prevent the systems from being entangled.

## Negativity

The idea behind the negativity of entanglement [88] is the so-called Peres-Horodecki criterion [89, 90]. The Peres separability criterion [89], also known as the positive partial transpose (PPT) criterion, states that if a state $\rho$ is separable, then all the eigenvalues of a partial-transposed density matrix, $\rho^{\top_{B}}$, are positive. By contraposition, this also means that if at least one of the eigenvalues of a partial-transposed density matrix, $\rho^{T_{B}}$, is negative then the state $\rho$ is entangled. Soon after, the Horodecki family showed [90] that the above statement becomes a necessary and sufficient condition for $\operatorname{dim}\left(\mathcal{H}_{\mathrm{A}}\right) \times \operatorname{dim}\left(\mathcal{H}_{\mathrm{B}}\right)=2 \times 2$ and $2 \times 3$ cases, which we refer to the Peres-Horodecki criterion [82]. The negativity of entanglement utilizes this fact and quantifies entanglement by computing the negative eigenvalues of $\rho^{\top_{B}}$.

Suppose the system $\mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}}$ is $2 \times 2$. Let us perform a partial transpose $T_{\mathrm{B}}$ to the subsystem $\mathcal{H}_{\mathrm{B}}$. This is a map

$$
\begin{equation*}
\top_{\mathrm{B}}:\left|a_{\mathrm{A}}\right\rangle\left\langle b_{\mathrm{A}}\right| \otimes\left|\mu_{\mathrm{B}}\right\rangle\left\langle\nu_{\mathrm{B}}\right| \mapsto\left|a_{\mathrm{A}}\right\rangle\left\langle b_{\mathrm{A}}\right| \otimes\left|\mu_{\mathrm{B}}\right\rangle\left\langle\left.\nu_{\mathrm{B}}\right|^{T_{\mathrm{B}}}:=\mid a_{\mathrm{A}}\right\rangle\left\langle b_{\mathrm{A}}\right| \otimes\left|\nu_{\mathrm{B}}\right\rangle\left\langle\mu_{\mathrm{B}}\right| . \tag{2.80}
\end{equation*}
$$

The Peres-Horodecki criterion states that $\rho_{\mathrm{AB}}$ is entangled if and only if there exists at least one negative eigenvalue of $\rho_{\mathrm{AB}}^{\top}$. Let $\lambda_{i}, i \in\{1,2,3,4\}$ be the eigenvalues of $\rho_{\mathrm{AB}}^{\top}$. There are four of them since $\rho_{\mathrm{AB}}$ (and thereby $\rho_{\mathrm{AB}}^{\top}$ ) is a $4 \times 4$ matrix. The negativity of entanglement $\mathcal{N}_{\mathrm{A}(\mathrm{B})}$ is given by [88]

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}:=\frac{\left\|\rho_{\mathrm{AB}}^{\mathrm{B}_{\mathrm{B}}}\right\|-1}{2}=\left|\sum_{\lambda_{i}<0} \lambda_{i}\right| . \tag{2.81}
\end{equation*}
$$

Here $\left\|\rho_{A B}^{\top}{ }_{\mathrm{B}}\right\|:=\operatorname{Tr}\left|\rho_{\mathrm{AB}}^{\top_{B}}\right|$ is the trace norm of an operator $\rho_{\mathrm{AB}}^{\mathrm{T}_{\mathrm{B}}}$. This definition is telling us that the negativity is the (absolute value of) sum of all possible negative eigenvalues of $\rho_{\mathrm{AB}}^{\top} \mathrm{B}$, and if there are no such eigenvalues, entanglement is zero, which is consistent with the PPT criterion.

Let us restrict our density matrix $\rho_{\mathrm{AB}}$ to the X-state (2.75). The partial transposition $T_{\mathrm{B}}$ swaps the off-diagonal elements in $\rho_{\mathrm{AB}}$ :

$$
\rho_{\mathrm{AB}}^{\top_{\mathrm{B}}}=\left[\begin{array}{cccc}
r_{11} & 0 & 0 & r_{23}  \tag{2.82}\\
0 & r_{22} & r_{14} & 0 \\
0 & r_{14}^{*} & r_{33} & 0 \\
r_{23}^{*} & 0 & 0 & r_{44}
\end{array}\right],
$$

which has the following eigenvalues.

$$
\begin{align*}
& \lambda_{1}=\frac{r_{22}+r_{33}}{2}-\sqrt{\left(\frac{r_{22}-r_{33}}{2}\right)^{2}+\left|r_{14}\right|^{2}},  \tag{2.83a}\\
& \lambda_{2}=\frac{r_{22}+r_{33}}{2}+\sqrt{\left(\frac{r_{22}-r_{33}}{2}\right)^{2}+\left|r_{14}\right|^{2}},  \tag{2.83b}\\
& \lambda_{3}=\frac{r_{11}+r_{44}}{2}-\sqrt{\left(\frac{r_{11}-r_{44}}{2}\right)^{2}+\left|r_{23}\right|^{2}},  \tag{2.83c}\\
& \lambda_{4}=\frac{r_{11}+r_{44}}{2}+\sqrt{\left(\frac{r_{11}-r_{44}}{2}\right)^{2}+\left|r_{23}\right|^{2}} . \tag{2.83d}
\end{align*}
$$

Note that the diagonal elements $r_{i i}$ are positive-reals and the off-diagonal elements are complex numbers. Therefore, $\lambda_{1}$ and $\lambda_{3}$ are the only possible eigenvalues to be negative. The conditions to be negative are [29]

$$
\begin{align*}
& \lambda_{1}<0 \Leftrightarrow\left|r_{14}\right|^{2}>r_{22} r_{33},  \tag{2.84}\\
& \lambda_{3}<0 \Leftrightarrow\left|r_{23}\right|^{2}>r_{11} r_{44} . \tag{2.85}
\end{align*}
$$

Since the only possible negative eigenvalues are $\lambda_{1}$ and $\lambda_{3}$, we will use the following formula.

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}=\left|\min \left\{0, \lambda_{1}\right\}+\min \left\{0, \lambda_{3}\right\}\right| \tag{2.86}
\end{equation*}
$$

It turns out that our perturbative density matrix (2.43) has only one negative eigenvalue $\lambda_{1}$. Therefore, the negativity for (2.43) is

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}=\sqrt{\left(\frac{P_{\mathrm{B}}-P_{\mathrm{A}}}{2}\right)^{2}+\left|X_{\mathrm{AB}}\right|^{2}}-\frac{P_{\mathrm{B}}+P_{\mathrm{A}}}{2} . \tag{2.87}
\end{equation*}
$$

Note that if two detectors are identical and have $P_{\mathrm{A}}=P_{\mathrm{B}}$, then the negativity can be related to the concurrence as $\mathcal{N}_{\mathrm{A}(\mathrm{B})}=\mathcal{C}_{\mathrm{AB}} / 2$. From this, one can see that the negativity has a range $0 \leq \mathcal{N}_{\mathrm{A}(\mathrm{B})} \leq 1 / 2$ since $0 \leq \mathcal{C}_{\mathrm{AB}} \leq 1$. Indeed, concurrence and negativity are related by [91]

$$
\begin{equation*}
\sqrt{\left(1-\mathcal{C}_{\mathrm{AB}}\right)^{2}+\mathcal{C}_{\mathrm{AB}}^{2}}-\left(1-\mathcal{C}_{\mathrm{AB}}\right) \leq 2 \mathcal{N}_{\mathrm{A}(\mathrm{~B})} \leq \mathcal{C}_{\mathrm{AB}} \tag{2.88}
\end{equation*}
$$

### 2.4.2 Correlation in three qubits

The harvested tripartite entanglement can be quantified by the $\pi$-tangle [92]. Consider three qubits $\mathrm{A}, \mathrm{B}$, and C . The $\pi$-tangle is defined by using the negativity:

$$
\begin{equation*}
\pi:=\frac{\pi_{\mathrm{A}}+\pi_{\mathrm{B}}+\pi_{\mathrm{C}}}{3} \tag{2.89}
\end{equation*}
$$

where

$$
\begin{align*}
& \pi_{\mathrm{A}}=\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}-\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}-\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2},  \tag{2.90a}\\
& \pi_{\mathrm{B}}=\mathcal{N}_{\mathrm{B}(\mathrm{AC})}^{2}-\mathcal{N}_{\mathrm{B}(\mathrm{~A})}^{2}-\mathcal{N}_{\mathrm{B}(\mathrm{C})}^{2},  \tag{2.90b}\\
& \pi_{\mathrm{C}}=\mathcal{N}_{\mathrm{C}(\mathrm{AB})}^{2}-\mathcal{N}_{\mathrm{C}(\mathrm{~B})}^{2}-\mathcal{N}_{\mathrm{C}(\mathrm{~A})}^{2}, \tag{2.90c}
\end{align*}
$$

and by definition,

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{BC})}=\frac{\left\|\rho_{\mathrm{ABC}}^{\top}\right\|-1}{2}, \quad \mathcal{N}_{\mathrm{B}(\mathrm{CA})}=\frac{\left\|\rho_{\mathrm{ABC}}^{\top}\right\|-1}{2}, \quad \mathcal{N}_{\mathrm{C}(\mathrm{AB})}=\frac{\left\|\rho_{\mathrm{ABC}}^{\top}\right\|-1}{2} . \tag{2.91}
\end{equation*}
$$

Note that $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}$ does not reflect the entanglement between detector- A and the rest, (BC), since it is $\operatorname{dim}\left(\mathcal{H}_{\mathrm{A}}\right) \times \operatorname{dim}\left(\mathcal{H}_{\mathrm{BC}}\right)=2 \times 4$ and therefore, only the PPT criterion is valid. In other words, if the negativity is positive, $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}>0$, then there is entanglement between A and $(\mathrm{BC})$, whereas $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}=0$ does not guarantee that there does not exist entanglement between A and $(\mathrm{BC})$; it only provides the lower bound for entanglement.

Nevertheless, the $\pi$-tangle (2.89) quantifies the tripartite entanglement in the system when $\rho_{\mathrm{ABC}}$ is a pure state. This is supported by a monogamy relation called the Coffman-Kundu-Wootters (CKW) inequality for negativity [92]:

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}+\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2} \leq \mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2} \tag{2.92}
\end{equation*}
$$

In general, however, this inequality will not hold when $\rho_{\mathrm{ABC}}$ is mixed. In such a case, the $\pi$-tangle defined in (2.89) and (2.90) is only a lower bound for the tripartite entanglement. To obtain genuine tripartite entanglement for a mixed state, one needs to generalize the inequality as [92]

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}+\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2} \leq \min \left[\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right] \tag{2.93}
\end{equation*}
$$

where the minimization is performed over all possible pure-state decompositions [93, 92].
Concretely, suppose $\rho_{\mathrm{ABC}}$ can be decomposed into $\rho_{\mathrm{ABC}}=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$. Then the expectation value of $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}$ can be written as

$$
\begin{equation*}
\left\langle\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right\rangle_{\psi}:=\sum_{i} p_{i} \mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\psi_{i}\right), \tag{2.94}
\end{equation*}
$$

where $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\psi_{i}\right)$ is the square of negativity of the pure state $\left|\psi_{i}\right\rangle \in \mathcal{H}_{\mathrm{A}} \otimes \mathcal{H}_{\mathrm{B}} \otimes \mathcal{H}_{\mathrm{C}}$. Since the CKW inequality (2.92) is satisfied for a pure state $\left|\psi_{i}\right\rangle$, we have

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}\left(\psi_{i}\right)+\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2}\left(\psi_{i}\right) \leq \mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\psi_{i}\right) . \tag{2.95}
\end{equation*}
$$

The left-hand side of the inequality is understood as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}\left(\psi_{i}\right):=\frac{\left\|\operatorname{Tr}_{\mathrm{C}}\left[\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right]^{\top} \mathrm{A}\right\|-1}{2} . \tag{2.96}
\end{equation*}
$$

The weighted-sum, $\sum_{i} p_{i}$, of this inequality reads

$$
\begin{equation*}
\sum_{i} p_{i} \mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}\left(\psi_{i}\right)+\sum_{i} p_{i} \mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2}\left(\psi_{i}\right) \leq \sum_{i} p_{i} \mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\psi_{i}\right)\left(=\left\langle\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right\rangle_{\psi}\right) . \tag{2.97}
\end{equation*}
$$

Since negativity has the convexity property, $\mathcal{N}\left(\sum_{i} p_{i} \rho\right) \leq \sum_{i} p_{i} \mathcal{N}(\rho)$, one can apply this to the left-hand side of the inequality. The resulting inequality becomes

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}\left(\rho_{\mathrm{AB}}\right)+\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2}\left(\rho_{\mathrm{AC}}\right) \leq\left\langle\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right\rangle_{\psi}, \tag{2.98}
\end{equation*}
$$

where the left-hand side is understood as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{A}(\mathrm{~B})}\left(\rho_{\mathrm{AB}}\right):=\frac{\left\|\operatorname{Tr}_{\mathrm{C}}\left[\rho_{\mathrm{ABC}}\right]^{\top}\right\|-1}{2} . \tag{2.99}
\end{equation*}
$$

This is the CKW inequality for a pure-state decomposition. However, the pure-state decomposition of $\rho_{\mathrm{ABC}}$ is not unique and there are many ways to decompose it (e.g., $\left.\rho_{\mathrm{ABC}}=\sum_{i} q_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|\right)$. This means the right-hand side of (2.98) is not unique for a given $\rho_{\mathrm{ABC}}$. We choose the decomposition that minimizes the right-hand side of (2.98), which is (2.93). We also remark that the $\pi$-tangle for a mixed state $\rho_{\mathrm{ABC}}$ is the lower bound of the 'pure-state decomposed $\pi$-tangle.' This is due to the fact that the negativity is a convex function and so the right-hand side of (2.98) has the following relationship:

$$
\begin{equation*}
\forall\left\{p_{i},\left|\psi_{i}\right\rangle\right\}:\left\langle\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right\rangle_{\psi} \geq \mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)=\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\left(\rho_{\mathrm{ABC}}\right) . \tag{2.100}
\end{equation*}
$$

By subtracting the left-hand side of (2.98), we obtain $\pi_{\mathrm{A}}\left(\rho_{\mathrm{ABC}}\right) \leq \pi_{\mathrm{A}}\left(\left\{p_{i},\left|\psi_{i}\right\rangle\right\}\right)$, where

$$
\begin{equation*}
\pi_{\mathrm{A}}\left(\left\{p_{i},\left|\psi_{i}\right\rangle\right\}\right):=\left\langle\mathcal{N}_{\mathrm{A}(\mathrm{BC})}^{2}\right\rangle_{\psi}-\mathcal{N}_{\mathrm{A}(\mathrm{~B})}^{2}\left(\rho_{\mathrm{AB}}\right)-\mathcal{N}_{\mathrm{A}(\mathrm{C})}^{2}\left(\rho_{\mathrm{AC}}\right) . \tag{2.101}
\end{equation*}
$$

Since minimization of negativity is tedious, we will use the $\pi$-tangle (2.89) as a lower bound for mixed tripartite entanglement. However, one needs to keep in mind that the $\pi$-tangle could be negative due to the violation of the CKW inequality (2.92) even for non-perturbative approaches.

Let us now consider an explicit form of the $\pi$-tangle for our density matrix $\rho_{\mathrm{ABC}}$ in (2.51). The bipartite negativities, $\mathcal{N}_{j(k)}$, are already known as (2.87). However, the tripartite negativities, $\mathcal{N}_{j(k l)}$, have slightly complicated forms. As a concrete example, let us compute $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}$. The partial transpose $\mathrm{T}_{\mathrm{A}}$ yields

$$
\rho_{\mathrm{ABC}}^{\top}=\left[\begin{array}{cccccccc}
1-\left(P_{\mathrm{A}}+P_{\mathrm{B}}+P_{\mathrm{C}}\right) & 0 & 0 & 0 & X_{\mathrm{BC}}^{*} & C_{\mathrm{AC}} & C_{\mathrm{AB}} & 0  \tag{2.102}\\
0 & P_{\mathrm{C}} & C_{\mathrm{BC}}^{*} & X_{\mathrm{AC}} & 0 & 0 & 0 & 0 \\
0 & C_{\mathrm{BC}} & P_{\mathrm{B}} & X_{\mathrm{AB}} & 0 & 0 & 0 & 0 \\
0 & X_{\mathrm{AC}}^{*} & X_{\mathrm{AB}}^{*} & P_{\mathrm{A}} & 0 & 0 & 0 & 0 \\
X_{\mathrm{BC}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
C_{\mathrm{AC}}^{*} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
C_{\mathrm{AB}}^{*} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]+\mathcal{O}\left(\lambda^{4}\right),
$$

and its eigenvalues are

$$
\begin{equation*}
\operatorname{eigen}\left(\rho_{\mathrm{ABC}}^{\top}\right)=\left\{0,0,0, \varrho_{1}^{ \pm}, \varrho_{2}\right\} \tag{2.103}
\end{equation*}
$$

where

$$
\begin{equation*}
\varrho_{1}^{ \pm}:=\frac{1}{2}\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}} \pm \sqrt{\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}\right)^{2}+4\left(\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}\right)}\right) \tag{2.104}
\end{equation*}
$$

and $\varrho_{2}$ are the three solutions to the following cubic equation.

$$
\begin{align*}
& \varrho_{2}^{3}-\left(P_{\mathrm{A}}+P_{\mathrm{B}}+P_{\mathrm{C}}\right) \varrho_{2}^{2}+\left(P_{\mathrm{A}}+P_{\mathrm{B}}+P_{\mathrm{C}}-\left|C_{\mathrm{BC}}\right|^{2}-\left|X_{\mathrm{AB}}\right|^{2}-\left|X_{\mathrm{AC}}\right|^{2}\right) \varrho_{2} \\
& \quad+P_{\mathrm{A}}\left|C_{\mathrm{BC}}\right|^{2}+P_{\mathrm{B}}\left|X_{\mathrm{AC}}\right|^{2}+P_{\mathrm{C}}\left|X_{\mathrm{AB}}\right|^{2}-P_{\mathrm{A}} P_{\mathrm{B}} P_{\mathrm{C}}-2 \operatorname{Re}\left[C_{\mathrm{BC}} X_{\mathrm{AB}}^{*} X_{\mathrm{AC}}\right]=0 . \tag{2.105}
\end{align*}
$$

For $\varrho_{1}^{ \pm}$, because $\tilde{\lambda}^{2} \ll 1$,

$$
\left.\begin{array}{rl}
\varrho_{1}^{ \pm} & =\frac{1}{2}\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}} \pm\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}\right) \sqrt{1+\frac{4\left(\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}\right)}{\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}\right)^{2}}}\right)  \tag{2.106}\\
& \simeq \frac{1}{2}\left[1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}} \pm\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}\right)\left(1+\frac{2\left(\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}\right)}{\left(1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}\right)^{2}}\right)\right]
\end{array}\right] \begin{aligned}
& 1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}+\frac{\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}}{1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}} \approx 1 \\
& -\frac{\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}}{1-P_{\mathrm{A}}-P_{\mathrm{B}}-P_{\mathrm{C}}} \approx-\left(\left|C_{\mathrm{AB}}\right|^{2}+\left|C_{\mathrm{AC}}\right|^{2}+\left|X_{\mathrm{BC}}\right|^{2}\right)=\mathcal{O}\left(\lambda^{4}\right)
\end{aligned} .
$$

Therefore, $\varrho_{1}^{ \pm}$contribute only to the negativity in $\mathcal{O}\left(\lambda^{4}\right)$.
Since the solutions to the cubic equation above are complicated in general, we are interested in the simplest scenario where

$$
\begin{align*}
& C_{\mathrm{AB}}=C_{\mathrm{BC}}=C_{\mathrm{CA}} \equiv C  \tag{2.109a}\\
& X_{\mathrm{AB}}=X_{\mathrm{BC}}=X_{\mathrm{CA}} \equiv X  \tag{2.109b}\\
& P_{\mathrm{A}}=P_{\mathrm{B}}=P_{\mathrm{C}} \equiv P \tag{2.109c}
\end{align*}
$$

Such a simplification is possible if the detectors are placed in an appropriate way. An equilateral triangle configuration in Minkowski spacetime is one example, as long as the detectors are identical and they switch at the same time. Another example that is relevant to this thesis is an equilateral triangle configuration in a BTZ black hole spacetime. In this case, the center of the black hole is aligned with the center of the equilateral triangle, so that each detector experiences the same redshift effect from the black hole. We will describe this in Ch. 5 in more detail.

In the simplified scenario described above, the three solutions to the quartic equation are

$$
\begin{equation*}
\varrho_{2}=P-C, \frac{1}{2}\left(C+2 P \pm \sqrt{C^{2}+8|X|^{2}}\right) \tag{2.110}
\end{equation*}
$$

and so the negativities can be simply written as [32]

$$
\begin{align*}
& \mathcal{N}_{\mathrm{A}(\mathrm{BC})}=\mathcal{N}_{\mathrm{B}(\mathrm{CA})}=\mathcal{N}_{\mathrm{C}(\mathrm{AB})}=\max \left\{0, \frac{\sqrt{C^{2}+8|X|^{2}}}{2}-\frac{C}{2}-P\right\}+\mathcal{O}\left(\lambda^{4}\right)  \tag{2.111}\\
& \mathcal{N}_{\mathrm{A}(\mathrm{~B})}=\mathcal{N}_{\mathrm{A}(\mathrm{C})}=\mathcal{N}_{\mathrm{B}(\mathrm{C})}=\mathcal{N}_{\mathrm{B}(\mathrm{~A})}=\mathcal{N}_{\mathrm{C}(\mathrm{~A})}=\mathcal{N}_{\mathrm{C}(\mathrm{~B})}=\max \{0,|X|-P\}+\mathcal{O}\left(\lambda^{4}\right) . \tag{2.112}
\end{align*}
$$

Here, we used the fact that $P-C \geq 0$ from (2.54). The $\pi$-tangle (2.89) is then

$$
\begin{equation*}
\pi=\max \left\{0, \frac{\sqrt{C^{2}+8|X|^{2}}}{2}-\frac{C}{2}-P\right\}^{2}-2 \max \{0,|X|-P\}^{2}+\mathcal{O}\left(\lambda^{6}\right) \tag{2.113}
\end{equation*}
$$

Unlike the bipartite negativity, which is positive if $|X|>P$, the tripartite negativity (and so the $\pi$-tangle) also depends on $C$. Also note that the $\pi$-tangle can be positive even when the bipartite entanglement is 0 . Such tripartite entanglement with vanishing bipartite entanglement is known as the Greenberger-Horne-Zeilinger (GHZ) state [94].

## Chapter 3

## Extraction of correlation by uniformly accelerated particle detectors

This thesis aims to show how Unruh and Hawking effects affect the correlation harvesting protocols. In particular, a single particle detector under uniform acceleration responds as if it is at rest in a thermal bath. This is due to the fact that the Wightman function along the accelerating trajectory takes the same form as that of a detector at rest in a thermal bath. On the other hand, if two detectors are uniformly accelerating in the Minkowski vacuum, the harvested entanglement behaves in a very different way compared to the case of two inertial detectors in a thermal bath. In this chapter, we examine the mutual information harvesting protocol with two uniformly accelerating detectors (see Fig. 1.2) and show how it is different from the thermal bath scenario.

This chapter is organized as follows. We first specify three kinds of detector trajectories, parallel, anti-parallel, and perpendicular, and obtain the corresponding Wightman functions in Sec. 3.1. We then show the mutual information harvested by these detectors and compare this to the result provided by [1] in Sec. 3.2.

### 3.1 Accelerating detectors' trajectories

Let us consider two uniformly accelerating detectors in $(3+1)$-dimensional Minkowski spacetime. The quantum scalar field $\hat{\phi}(\mathrm{x})$ is assumed to be massless $(m=0)$ and minimally
coupled $(\xi=0)$ in Eq. (2.1). One can perform a mode expansion as

$$
\begin{equation*}
\hat{\phi}(\mathrm{x})=\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{3} k}{\sqrt{(2 \pi)^{3} 2|\boldsymbol{k}|}}\left(\hat{a}_{\boldsymbol{k}} e^{-\mathrm{i}|\boldsymbol{k}| t+\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}+\hat{a}_{\boldsymbol{k}}^{\dagger} e^{\mathrm{i}|\boldsymbol{k}| t-\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}}\right) . \tag{3.1}
\end{equation*}
$$

See Sec. 2.1.2 for a detail. The vacuum state associated with these mode functions is the Minkowski vacuum $\left|0_{\mathrm{M}}\right\rangle$ satisfying $\hat{a}_{\boldsymbol{k}}\left|0_{\mathrm{M}}\right\rangle=0$ for all $\boldsymbol{k}$. The creation and annihilation operators obey the canonical commutation relations,

$$
\begin{align*}
{\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{k^{\prime}}^{\dagger}\right] } & =\delta^{(3)}\left(\boldsymbol{k}-\boldsymbol{k}^{\prime}\right)  \tag{3.2a}\\
{\left[\hat{a}_{\boldsymbol{k}}, \hat{a}_{\boldsymbol{k}^{\prime}}\right] } & =0, \quad\left[\hat{a}_{\boldsymbol{k}}^{\dagger}, \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}\right]=0 . \tag{3.2~b}
\end{align*}
$$

The Wightman function in the Minkowski vacuum state $\left|0_{\mathrm{M}}\right\rangle$ is then known to be

$$
\begin{equation*}
W\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\lim _{\epsilon \rightarrow 0^{+}}-\frac{1}{4 \pi^{2}} \frac{1}{\left(t-t^{\prime}-\mathrm{i} \epsilon\right)^{2}-\left|\boldsymbol{x}-\boldsymbol{x}^{\prime}\right|^{2}}, \tag{3.3}
\end{equation*}
$$

where $\epsilon$ is a UV regulator.
In this chapter, we wish to compute the mutual information harvested by two uniformly accelerated UDW detectors. Therefore, from (2.65), we need to have $P_{j}$ and $C_{\mathrm{AB}}$. To evaluate these density matrix elements, one needs to specify the trajectories of detectors A and B in this Wightman function. In what follows, we will consider three different acceleration scenarios: parallel, anti-parallel, and perpendicular.

## Parallel acceleration

The parallel acceleration scenario refers to the case where a pair of UDW detectors A and B is accelerating in the same direction along $x$. In particular, their spatial separation on the $t=$ const slice is $L$ for all times, as shown in Fig. 3.1(a). The detectors' trajectories can be written as

$$
\begin{align*}
& \mathrm{x}_{\mathrm{A}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{A}}\right), x=\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{A}}\right)-1\right]+\frac{L}{2}, y=0, z=0\right\},  \tag{3.4a}\\
& \mathrm{x}_{\mathrm{B}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{B}}\right), x=\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{B}}\right)-1\right]-\frac{L}{2}, y=0, z=0\right\}, \tag{3.4b}
\end{align*}
$$



Figure 3.1: Three configurations of acceleration: (a) parallel, (b) anti-parallel, and (c) perpendicular. The red and blue stripes indicate the interaction duration of detectors A and B, respectively. In all cases, the detectors are separated by $L$ at $t=0$, at which their Gaussian switching peaks. Note that the separation in the parallel configuration is $L$ for all times.
where $a(\geq 0)$ is the proper acceleration of a detector. The Wightman functions (3.3) along these trajectories are

$$
\begin{align*}
& W_{a}\left(\mathrm{x}_{j}\left(\tau_{j}\right), \mathrm{x}_{j}^{\prime}\left(\tau_{j}^{\prime}\right)\right)=-\frac{a^{2}}{16 \pi^{2}} \frac{1}{\sinh ^{2}\left[a\left(\tau_{j}-\tau_{j}^{\prime}\right) / 2-\mathrm{i} \epsilon\right]}, \quad j \in\{\mathrm{~A}, \mathrm{~B}\}  \tag{3.5}\\
& W_{\text {para }}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)= \\
& \quad-\frac{a^{2}}{4 \pi^{2}} \frac{1}{\left[\sinh \left(a \tau_{\mathrm{A}}\right)-\sinh \left(a \tau_{\mathrm{B}}\right)-\mathrm{i} \epsilon\right]^{2}-\left|\cosh \left(a \tau_{\mathrm{A}}\right)-\cosh \left(a \tau_{\mathrm{B}}\right)+a L\right|^{2}}, \tag{3.6}
\end{align*}
$$

where the subscript $a$ indicates that the Wightman function is defined along an accelerated trajectory. Here, $\lim _{\epsilon \rightarrow 0^{+}}$is implied. The first Wightman function (3.5) is defined along a single trajectory, whereas the second one (3.6) is along the two trajectories of A and B.

As explained before, we employ a Gaussian switching function. In this chapter, we will use

$$
\begin{equation*}
\chi_{j}\left(\tau_{j}\right)=e^{-\tau_{j}^{2} / 2 \sigma^{2}} \tag{3.7}
\end{equation*}
$$

where $\sigma(>0)$ is the typical duration of interaction, or in other words, the typical width of the Gaussian function. Note that the peak of the Gaussian is at $t=0$.

Let us consider the transition probabilities $P_{\mathrm{A}}$ and $P_{\mathrm{B}}$. For the Gaussian switching (3.7), the transition probability $P_{j}$ can be simplified to [38]

$$
\begin{equation*}
P_{j}=\underbrace{\frac{\lambda^{2}}{4 \pi}\left[e^{-\Omega^{2} \sigma^{2}}-\sqrt{\pi} \Omega \sigma \operatorname{erfc}(\Omega \sigma)\right]}_{\text {at rest }}+\frac{\lambda^{2} a \sigma}{4 \pi^{3 / 2}} \int_{0}^{\infty} \mathrm{d} s \frac{\cos (\beta s) e^{-\alpha s^{2}}\left(\sinh ^{2} s-s^{2}\right)}{s^{2} \sinh ^{2} s} \tag{3.8}
\end{equation*}
$$

where $\beta \equiv 2 \Omega / a, \alpha \equiv 1 /(a \sigma)^{2}$, and $\operatorname{erfc}(x):=1-\operatorname{erf}(x)$ is the so-called complementary error function, and $\operatorname{erf}(x)$ is the error function defined by

$$
\begin{equation*}
\operatorname{erf}(x):=\frac{2}{\sqrt{\pi}} \int_{0}^{x} \mathrm{~d} s e^{-s^{2}} \tag{3.9}
\end{equation*}
$$

We remark that the first term in $P_{j}$ is the transition probability of a detector at rest in $(3+1)$-dimensional Minkowski spacetime. Moreover, this expression for $P_{j}$ is the same for both A and B (i.e., $P_{\mathrm{A}}=P_{\mathrm{B}}$ ) since their trajectories are the same up to the spatial translation.

## Anti-parallel acceleration

The anti-parallel configuration, shown in Fig. 3.1(b), is the case where two detectors accelerate toward each other and after momentarily stopping (at which point the detector separation is $L$ ), they accelerate away. Unlike the parallel acceleration configuration, the distance between the detectors is not fixed. In addition to the parallel configuration, we consider the anti-parallel and perpendicular configurations to make a comparison to the entanglement harvesting scenario examined in [38].

The trajectories are given by

$$
\begin{align*}
& \mathrm{x}_{\mathrm{A}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{A}}\right), x=\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{A}}\right)-1\right]+\frac{L}{2}, y=0, z=0\right\},  \tag{3.10a}\\
& \mathrm{x}_{\mathrm{B}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{B}}\right), x=-\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{B}}\right)-1\right]-\frac{L}{2}, y=0, z=0\right\} . \tag{3.10b}
\end{align*}
$$

The Wightman function along a single detector trajectory is the same as the parallel acceleration case (3.5), and so is the transition probability $P_{j}$ (3.8). On the other hand, the Wightman function along both the trajectories, $W\left(\mathrm{x}_{\mathrm{A}}, \mathrm{x}_{\mathrm{B}}\right)$, differs from (3.6) and therefore, the off-diagonal elements $C_{\mathrm{AB}}$ and $X_{\mathrm{AB}}$ in the density matrix (2.43) are different from those in the parallel case. Note that the detectors, as long as $L$ is small, can in general communicate with each other by exchanging field quanta when the detectors are lightlike separated. See Fig. 3.1(b).

## Perpendicular acceleration

As depicted in Fig. 3.1(c), the perpendicular acceleration configuration is similar to the anti-parallel configuration, but now detectors are traveling along different axes $x$ and $y$. That is, detector- A and B accelerate along $y$ and $x$ axes, respectively; they accelerate toward and away from each other with a $90^{\circ}$ angle. The minimum distance between them at which they stop momentarily is $L$. The trajectories are

$$
\begin{align*}
& \mathrm{x}_{\mathrm{A}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{A}}\right), x=0, y=\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{A}}\right)-1\right], z=0\right\},  \tag{3.11a}\\
& \mathrm{x}_{\mathrm{B}}=\left\{t=\frac{1}{a} \sinh \left(a \tau_{\mathrm{B}}\right), x=\frac{1}{a}\left[\cosh \left(a \tau_{\mathrm{B}}\right)-1\right]+L, y=0, z=0\right\} . \tag{3.11b}
\end{align*}
$$

As before, the transition probability $P_{j}$ of each detector is the same as (3.8).

### 3.2 Results: thermality and Unruh effect

We now examine the correlation harvested by two uniformly accelerated UDW detectors in the Minkowski vacuum. The main message of this section is that, although a single accelerating detector observes thermality, the correlation between two detectors after the interaction is very different from that of inertial detectors in a thermal bath. To show this, we first revisit the correlation harvesting protocol by two detectors at rest in a thermal bath in [1]. We then provide our results.

### 3.2.1 Review: harvesting correlations from a thermal bath

Here, we briefly review [1] and obtain their results summarized in Fig. 1.2.
Consider ( $n+1$ )-dimensional Minkowski spacetime with a massive quantum field in a KMS state $\rho_{\text {th }}$. One can calculate the thermal Wightman function at the inverse temperature $\beta$ as

$$
\begin{equation*}
W_{\mathrm{th}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{vac}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+W_{\beta}\left(\mathrm{x}, \mathrm{x}^{\prime}\right), \tag{3.12}
\end{equation*}
$$

where

$$
\begin{align*}
W_{\mathrm{vac}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & =\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{n} k}{(2 \pi)^{n} 2 \omega_{k}} e^{-\mathrm{i} \omega_{\boldsymbol{k}}\left(t-t^{\prime}\right)+\mathrm{i} \boldsymbol{k} \cdot\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}  \tag{3.13a}\\
W_{\beta}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & =\int_{\mathbb{R}^{3}} \frac{\mathrm{~d}^{n} k}{(2 \pi)^{n} 2 \omega_{k}} \frac{e^{-\mathrm{i} \omega_{\boldsymbol{k}}\left(t-t^{\prime}\right)+\mathrm{i} k \cdot\left(\boldsymbol{x}-\boldsymbol{x}^{\prime}\right)}+\mathrm{c.c.}}{e^{\beta \omega_{\boldsymbol{k}}}-1} \tag{3.13b}
\end{align*}
$$



Figure 3.2: (a) Uniformly accelerating UDW detectors A and B in the Minkowski vacuum $\left|0_{\mathrm{M}}\right\rangle$. (b) Detectors at rest in a thermal bath (depicted in orange). The field is in the KMS state $\rho_{\text {th }}$.
are the vacuum Wightman function and the thermal contribution to the Wightman function, respectively. ${ }^{1}$ One can then evaluate the elements of the density matrix (2.43) from this Wightman function $W_{\mathrm{th}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ and show that for identical UDW detectors, the non-local elements $X_{\mathrm{AB}}^{\mathrm{th}}\left(T_{1}\right)$ and $X_{\mathrm{AB}}^{\mathrm{th}}\left(T_{2}\right)$ for any temperatures obeying $T_{1}<T_{2}$ satisfies $\left|X_{\mathrm{AB}}^{\mathrm{th}}\left(T_{2}\right)\right| \leq\left|X_{\mathrm{AB}}^{\mathrm{th}}\left(T_{1}\right)\right|$, and consequently the concurrences are [1]

$$
\begin{equation*}
\mathcal{C}_{\mathrm{AB}}^{\mathrm{th}}\left(T_{2}\right) \leq \mathcal{C}_{\mathrm{AB}}^{\mathrm{th}}\left(T_{1}\right) . \tag{3.14}
\end{equation*}
$$

This means that the ability to harvest entanglement downgrades monotonically with the temperature $T\left(=\beta^{-1}\right)$ of the thermal bath.

One can also numerically show that the harvested quantum mutual information behaves in an opposite manner. Consider $(3+1)$-dimensional Minkowski spacetime, in which the two detectors are at rest in a single reference frame [Fig. 3.2(b)]. By employing Gaussian switching $\chi(\tau)=e^{-\tau^{2} / 2 \sigma^{2}}$, Fig. 3.3 depicts the temperature dependence of (a) transition probability $P$ and correlation element $\left|C_{\mathrm{AB}}\right|$, and (b) quantum mutual information $I_{\mathrm{AB}}$

[^7]

Figure 3.3: Harvesting protocol considered in [1]. (a) Transition probability $P$ and the correlation element $\left|C_{\mathrm{AB}}\right| / \tilde{\lambda}^{2}$ as a function of the temperature of the field. Here, $\Omega \sigma=$ $1, L / \sigma=7$. Unlike $\left|X_{\mathrm{AB}}\right|$, the element $\left|C_{\mathrm{AB}}\right|$ increases with temperature. (b) Using the elements in (a), quantum mutual information $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ is plotted as a function of $T \sigma$.
examined in [1]. Unlike concurrence, quantum mutual information increases with temperature $T$. This is due to the fact that $\left|C_{\mathrm{AB}}\right|$ also increases with $T \sigma$. We point out that the quantum mutual information is not monotonic with $T$ in some cases. Nevertheless, $I_{\mathrm{AB}}$ never decreases at the high-temperature regime.

### 3.2.2 Correlations harvested by accelerating detectors

Figure 3.4 shows the effect of acceleration on mutual information harvesting for each of the scenarios in Fig. 3.1, plotting mutual information $I_{\mathrm{AB}}$ as a function of acceleration $a \sigma$ (which is proportional to the Unruh temperature $T_{\mathrm{U}}=a / 2 \pi$ ). The diagrams depict different energy gaps $\Omega$ and detector separations $L$ at $t=0$. Figures 3.4(a) and (b) depict $I_{\mathrm{AB}}$ with $\Omega \sigma=0.5$ and 2 , respectively, when the separation is small $(L / \sigma=1)$, whereas (c) and (d) have a large separation: $L / \sigma=7$ for the same two gaps. Note that the effect of communication between the two detectors is negligible when $L / \sigma=7$, which suggests that the harvested mutual information predominantly comes from the Hadamard contribution and it is genuine quantum mutual information. On the other hand, both the Hadamard and Pauli-Jordan parts of the Wightman function contribute to the case of $L / \sigma=1$, and so this is the communication-assisted mutual information.

We see that high acceleration suppresses mutual information harvesting in all three


Figure 3.4: Mutual Information as a function of acceleration $a \sigma$ in three acceleration scenarios (parallel, anti-parallel, and perpendicular). (a) $L / \sigma=1, \Omega \sigma=0.5$, (b) $L / \sigma=$ $1, \Omega \sigma=2$, (c) $L / \sigma=7, \Omega \sigma=0.5$, and (d) $L / \sigma=7, \Omega \sigma=2$.
acceleration scenarios regardless of the energy gap $\Omega \sigma$ and separation $L / \sigma$. This characteristic property of mutual information can be explained as follows. Since the two detectors have the same transition probabilities, $P_{\mathrm{A}}=P_{\mathrm{B}} \equiv P$, then $\mathcal{L}_{ \pm}$in (2.66) becomes

$$
\begin{equation*}
\mathcal{L}_{ \pm}=P \pm\left|C_{\mathrm{AB}}\right| . \tag{3.15}
\end{equation*}
$$

The reason that $I_{\mathrm{AB}}$ vanishes at high acceleration (or equivalently, high temperatures $\left.T_{\mathrm{U}} \rightarrow \infty\right)$ is that the transition probability $P$ monotonically increases with $a \sigma$ while $\left|C_{\mathrm{AB}}\right|$ remains small, which leads to $P \gg\left|C_{\mathrm{AB}}\right|$ and so $\mathcal{L}_{ \pm} \approx P$. Thus, the mutual information $I_{\mathrm{AB}} \approx 0$. However, for a thermal bath (Fig. 1.2) [1], the mutual information between two inertial detectors increases with $T$ because both $P$ and $\left|C_{\mathrm{AB}}\right|$ increase with temperature $T$; consequently the mutual information monotonically increases with $T$.


Figure 3.5: Mutual Information as a function of energy gap $\Omega \sigma$ in three acceleration scenarios (parallel, anti-parallel, and perpendicular) with $a \sigma=1$ and (a) $L / \sigma=1$, (b) $L / \sigma=7$. The red curve represents the harvested mutual information by two inertial detectors in the Minkowski vacuum, which corresponds to $a \sigma=0$.

By contrast, small acceleration seems to affect mutual information harvesting differently depending on the type of acceleration, energy gap, and detectors' separation. In the case of small energy gap and small detector separation, shown in Fig. 3.4(a), we find that small acceleration enhances mutual information for anti-parallel and perpendicular configurations with higher harvested mutual information in the anti-parallel scenario, while harvested mutual information monotonically decreases with $a \sigma$ in the parallel acceleration case. Nevertheless, as the energy gap $\Omega$ changes from 0.5 to 2 , the acceleration dependence of $I_{\mathrm{AB}}$ changes, as shown in Fig. 3.4(b). In particular, the parallel acceleration case no longer monotonically decreases with $a \sigma$, and smaller acceleration could enhance mutual information harvesting. This is also true for $L / \sigma=7$ in Figs. 3.4(c) and (d). We also examine how harvested mutual information changes with the energy gap by plotting $I_{\mathrm{AB}}$ as a function of $\Omega \sigma$ in Fig. 3.5. Here, we fix the value of acceleration to be $a \sigma=1$, and plot the energy gap dependence when $L / \sigma=1$ and 7 in Figs. 3.5(a) and (b), respectively. For entanglement harvesting reported in [38], any accelerating detectors (as well as inertial detectors) with small energy gaps cannot extract entanglement when the detector separation $L$ is large. However, this is not the case for mutual information; we find that for both $L / \sigma=1$ and 7 in Fig. 3.5, mutual information $I_{\mathrm{AB}}$ is non-vanishing near $\Omega=0$, which suggests that the harvested correlation with small $\Omega$ is either classical correlation or non-distillable entanglement.

### 3.2.3 Comparison to previous studies

As we have shown in the previous section, harvested quantum mutual information $I_{\mathrm{AB}}$ behaves in a manner similar to harvested entanglement [38]. From Fig. 1.2, we can now discuss how different the temperature dependence among various scenarios is. Here, we focus on the difference between the accelerating detector scenarios and the thermal bath scenario in $[95,1]$.

Recall that the concurrence for detectors in a thermal bath, $\mathcal{C}_{\mathrm{AB}}^{\mathrm{th}}(T)$, monotonically decreased with the temperature as in (3.14) [1]. This is distinct from the case of uniformly accelerating detectors [38], where entanglement is either enhanced before vanishing at high temperature or monotonically decreases, depending on parameters such as the energy gap $\Omega$. It is difficult to analytically show the behavior of quantum mutual information due to its logarithmic definition. However one can numerically check that the mutual information in a thermal bath increases at the high-temperature regime [1] as depicted in Fig. 3.3(b), whereas our result (Fig. 3.4) shows similar behavior to that in the entanglement harvesting scenario with accelerating detectors [38].

Although an accelerating single detector experiences a thermal bath, two detectors exhibit remarkably different behavior. This can be explained by looking at their Wightman functions (3.12) and (3.6). One can examine this difference by, for example, performing a series expansion around $T=0$ :

$$
\begin{align*}
& W_{\mathrm{th}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{vac}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+\frac{T^{2}}{12}+\mathcal{O}\left(T^{4}\right)  \tag{3.16}\\
& W_{a}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{vac}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+c_{1}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) T_{\mathrm{U}}+c_{2}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) T_{\mathrm{U}}^{2}+\mathcal{O}\left(T_{\mathrm{U}}^{3}\right) \tag{3.17}
\end{align*}
$$

where the $c_{j}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ are expansion coefficients that depend on the spacetime points. Note that $W_{\mathrm{th}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ has an expansion in even-powers of $T$ for two arbitrary points x and $\mathrm{x}^{\prime}$, and thereby along a single detector trajectory. On the other hand, for a single accelerating detector, these functions become $c_{1}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=0$ and $c_{2}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=1 / 12$, and so $W_{a}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ reduces to

$$
\begin{equation*}
W_{a}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{vac}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+\frac{T_{\mathrm{U}}^{2}}{12}+\mathcal{O}\left(T_{\mathrm{U}}^{4}\right) \tag{3.18}
\end{equation*}
$$

which is equivalent to $W_{\text {th }}\left(x, x^{\prime}\right)$. Apparently, the Wightman functions along two trajectories differ, whereas the ones on a single trajectory match. It is not so surprising that two distinct Wightman functions give different correlations. If we specify the state of the field and the trajectories of the detectors in such a way that two Wightman functions match,
the corresponding quantities such as concurrence or transition probability behave in the same way, which is the case for a single accelerating detector.

As an application of this observation, consider two UDW detectors in an expanding universe considered in [49, 96]. The line element of the de Sitter spacetime in the planar coordinates is

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+e^{2 \kappa t}\left(\mathrm{~d} x^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2}\right) \tag{3.19}
\end{equation*}
$$

where $\kappa$ is the expansion rate of the universe. We employ a conformally coupled, massless scalar field in the conformal vacuum. In this case, a single inertial detector also sees a thermal bath at temperature $T_{\mathrm{GH}}:=\kappa / 2 \pi$ (the Gibbons-Hawking effect [97]). This can be seen from the Wightman function [2],

$$
\begin{align*}
& W_{\mathrm{dS}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=-\frac{1}{4 \pi^{2}} \frac{1}{\frac{\sinh ^{2}\left(\pi T_{\mathrm{GH}} \Delta t-\mathrm{i} \epsilon\right)}{\pi^{2} T_{\mathrm{GH}}^{2}}-e^{2 \pi T_{\mathrm{GH}} \Delta_{+} t} L^{2}}  \tag{3.20}\\
& \left(\Delta t \equiv t-t^{\prime}, \Delta_{+} t \equiv t+t^{\prime}\right)
\end{align*}
$$

by pulling it back to a single inertial trajectory, $L=0$, which yields the same form as (3.5).
Nevertheless, a series expansion of $W_{\mathrm{dS}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ around $T_{\mathrm{GH}}=0$ reads

$$
\begin{equation*}
W_{\mathrm{dS}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{M}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+c_{1}^{\mathrm{dS}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) T_{\mathrm{GH}}+c_{2}^{\mathrm{dS}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) T_{\mathrm{GH}}^{2}+\mathcal{O}\left(T_{\mathrm{GH}}^{3}\right) \tag{3.21}
\end{equation*}
$$

and this obviously differs from $W_{\text {th }}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ in (3.16).
In summary, harvested correlations do not necessarily show the same behavior even if two scenarios give the same transition probability. This is simply because the Wightman functions are different in general between distinct spacetime points on different trajectories. These quantities, including transition probability, show identical features if the Wightman functions in two scenarios happen to be the same.

### 3.2.4 General argument

So far, we have considered the properties of quantum mutual information extracted from both inertial detectors in a thermal bath and from linearly accelerating detectors in the Minkowski vacuum. Although their response functions are identical, the matrix element $C_{\mathrm{AB}}$ is different in these cases, resulting in differences in quantum mutual information. Here, we provide a general argument for why such different behavior should be expected.

As shown in Appendix A, $C_{\mathrm{AB}}$ can be obtained from

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \operatorname{Tr}_{\phi}\left[\hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right] \tag{3.22}
\end{equation*}
$$

By using the expressions

$$
\begin{align*}
\hat{H}_{j}\left(\tau_{j}\right) & =\lambda \chi_{j}\left(\tau_{j}\right) \hat{m}\left(\tau_{j}\right) \otimes \hat{\phi}(\mathrm{x})  \tag{3.23}\\
\hat{\phi}(\mathrm{x}) & =\int \frac{\mathrm{d}^{n} k}{\sqrt{(2 \pi)^{n} 2 \omega_{k}}}\left(\hat{a}_{k} e^{\mathrm{i} k \cdot x}+\hat{a}_{k}^{\dagger} e^{-\mathrm{i} k \cdot x}\right), \tag{3.24}
\end{align*}
$$

where $\mathrm{i} k \cdot x \equiv-\mathrm{i} \omega_{k} t+\mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}$ and $\omega_{k}^{2}=|\boldsymbol{k}|^{2}+m^{2}$, Eq. (3.22) reads

$$
\begin{equation*}
\operatorname{Tr}_{\phi}\left[\left(I_{\mathrm{B}, \boldsymbol{k}}^{+} \hat{\sigma}_{\mathrm{B}}^{+} \hat{a}_{\boldsymbol{k}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} \hat{\sigma}_{\mathrm{B}}^{+} \hat{a}_{\boldsymbol{k}}^{\dagger}+\text { h.c. }\right)\left(\rho_{\mathrm{AB}, 0} \otimes \rho_{\phi}\right)\left(I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+} \hat{\mathrm{A}}_{\mathrm{A}}^{+} \hat{a}_{\boldsymbol{k}^{\prime}}+I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-} \hat{\sigma}_{\mathrm{A}}^{+} \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}+\text { h.c. }\right)\right] \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{j, k}^{ \pm}:=\lambda \int_{\mathbb{R}} \mathrm{d} \tau_{j} \chi_{j}\left(\tau_{j}\right) \int \frac{\mathrm{d}^{n} k}{\sqrt{(2 \pi)^{n} 2 \omega_{k}}} e^{\mathrm{i} \Omega \tau_{j} \pm \mathrm{i} k \cdot x_{j}} \tag{3.26}
\end{equation*}
$$

The terms $\hat{\sigma}_{j}^{+} \hat{a}_{\boldsymbol{k}}$ and $\hat{\sigma}_{j}^{-} \hat{a}_{\boldsymbol{k}}^{\dagger}$ correspond to the rotating wave terms, whereas $\hat{\sigma}_{j}^{+} \hat{a}_{\boldsymbol{k}}^{\dagger}$ and $\hat{\sigma}_{j}^{-} \hat{a}_{\boldsymbol{k}}$ are the counter-rotating wave terms. Therefore, $I_{j, k}^{+}$and $I_{j, k}^{-}$respectively correspond to the rotation and counter-rotation terms.

We now assume that the detectors' initial state is $\rho_{\mathrm{AB}, 0}=\left|g_{\mathrm{A}}\right\rangle\left\langle g_{\mathrm{A}}\right| \otimes\left|g_{\mathrm{B}}\right\rangle\left\langle g_{\mathrm{B}}\right|$, which further simplifies (3.25) as

$$
\begin{align*}
& \operatorname{Tr}_{\phi}\left[\left(I_{\mathrm{B}, \boldsymbol{k}}^{+} \hat{\sigma}_{\mathrm{B}}^{+} \hat{a}_{\boldsymbol{k}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} \hat{\sigma}_{\mathrm{B}}^{+} \hat{a}_{\boldsymbol{k}}^{\dagger}\right)\left(\rho_{\mathrm{AB}, 0} \otimes \rho_{\phi}\right)\left(I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+*} \hat{\mathrm{~A}}_{\mathrm{A}}^{-} \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}+I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*} \hat{\sigma}_{\mathrm{A}}^{-} \hat{a}_{\boldsymbol{k}^{\prime}}\right)\right] \\
& =\operatorname{Tr}_{\phi}\left[\left(I_{\mathrm{B}, \boldsymbol{k}}^{+} \hat{a}_{\boldsymbol{k}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} \hat{a}_{\boldsymbol{k}}^{\dagger}\right) \rho_{\phi}\left(I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+*} \hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger}+I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*} \hat{k}_{\boldsymbol{k}^{\prime}}\right)\right] \hat{\sigma}_{\mathrm{B}}^{+} \rho_{\mathrm{AB}, 0} \hat{\sigma}_{\mathrm{A}}^{-} \\
& =\underbrace{\left(I_{\mathrm{B}, \boldsymbol{k}}^{+} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+*}\left\langle\hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger} \hat{a}_{\boldsymbol{k}}\right\rangle_{\rho_{\phi}}+I_{\mathrm{B}, \boldsymbol{k}}^{+} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*}\left\langle\hat{a}_{\boldsymbol{k}^{\prime}} \hat{a}_{\boldsymbol{k}}\right\rangle_{\rho_{\phi}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+*}\left\langle\hat{a}_{k^{\prime}}^{\dagger} \hat{a}_{\boldsymbol{k}}^{\dagger}\right\rangle_{\rho_{\phi}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*}\left\langle\hat{a}_{k^{\prime}} \hat{a}_{\boldsymbol{k}}^{\dagger}\right\rangle_{\rho_{\phi}}\right)}_{C_{\mathrm{AB}}} \\
& \quad \times \hat{\sigma}_{\mathrm{B}}^{+} \rho_{\mathrm{AB}, 0} \hat{\sigma}_{\mathrm{A}}^{-} . \tag{3.27}
\end{align*}
$$

Let us consider a specific field state $\rho_{\phi}$. If the detectors are inertial in the Minkowski vacuum $\rho_{\phi}=\left|0_{\mathrm{M}}\right\rangle\left\langle 0_{\mathrm{M}}\right|$, then $\hat{a}_{\boldsymbol{k}}\left|0_{\mathrm{M}}\right\rangle=0$ for all $\boldsymbol{k}$, which leads to

$$
\begin{equation*}
C_{\mathrm{AB}}=I_{\mathrm{B}, \boldsymbol{k}}^{-} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*}\left\langle 0_{\mathrm{M}}\right| \hat{a}_{\boldsymbol{k}^{\prime}} \hat{a}_{\boldsymbol{k}}^{\dagger}\left|0_{\mathrm{M}}\right\rangle . \tag{3.28}
\end{equation*}
$$

This means that the only contribution is from the counter-rotating terms.

Now, instead of the Minkowski vacuum, let us consider the inertial detectors in a thermal state $\rho_{\phi}=\rho_{\mathrm{th}}$. In this case, it is known that $\left\langle\hat{a}_{k^{\prime}} \hat{a}_{\boldsymbol{k}}\right\rangle_{\rho_{\mathrm{th}}}=\left\langle\hat{a}_{k^{\prime}}^{\dagger} \hat{a}_{\boldsymbol{k}}^{\dagger}\right\rangle_{\rho_{\mathrm{th}}}=0$ [1] and so

$$
\begin{equation*}
C_{\mathrm{AB}}=I_{\mathrm{B}, \boldsymbol{k}}^{+} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{+*}\left\langle\hat{a}_{\boldsymbol{k}^{\prime}}^{\dagger} \hat{a}_{\boldsymbol{k}}\right\rangle_{\rho_{\mathrm{th}}}+I_{\mathrm{B}, \boldsymbol{k}}^{-} I_{\mathrm{A}, \boldsymbol{k}^{\prime}}^{-*}\left\langle\hat{a}_{\boldsymbol{k}^{\prime}} \hat{a}_{\boldsymbol{k}}^{\dagger}\right\rangle_{\rho_{\mathrm{th}}} . \tag{3.29}
\end{equation*}
$$

This expression has contributions from both the rotating and counter-rotating terms.
One could ask how this is different from the linearly accelerating detectors in the Minkowski vacuum. In this case, the field operator $\hat{\phi}(\mathrm{x})$ is written in terms of the Rindler modes $\hat{b}_{k}$ with $\hat{b}_{k}\left|0_{\mathrm{M}}\right\rangle \neq 0$. The operators $\hat{b}_{k}$ and $\hat{b}_{k}^{\dagger}$ are related to the Minkowski modes $\hat{a}_{\boldsymbol{k}}$ and $\hat{a}_{\boldsymbol{k}}^{\dagger}$ by a Bogoliubov transformation. For this reason, all four terms in (3.27) are non-vanishing, which leads to the difference between the cases of the thermal bath and linear acceleration.

## Chapter 4

## Extraction of bipartite correlation from BTZ black hole spacetime

In this chapter, we consider the quantum mutual information harvesting protocol in a black hole spacetime and examine how the Hawking and Unruh effects affect the extraction of correlations. Realistic black hole spacetimes, such as the (3+1)-dimensional Schwarzschild black hole, are of great interest. However, their computations involve mode sums, which can be extremely tedious if one tries a brute force calculation. However, see the recent advancement, for example, [98, 99] for the transition probability and [47] for entanglement harvesting. Here, we instead consider simplified black hole spacetimes: the Bañados-Teitelboim-Zanelli (BTZ) spacetime in Ch. 4 and the $(1+1)$-dimensional Schwarzschild black hole (Ch. 6) spacetimes.

The lesson we will learn in this chapter is that an extreme temperature caused by the Hawking and Unruh effects will prevent two detectors from harvesting correlations from the field. This is somewhat different from the case of detectors at rest in a thermal bath as described in Ch. 3 (also see Fig. 1.2). In [1], it is shown that extracted correlations from a quantum scalar field in the KMS state by two inertial detectors in Minkowski spacetime have the following properties: (i) extracted entanglement monotonically decreases with increasing temperature; and (ii) extracted mutual information increases with temperature. However, as we will see in this chapter, high temperatures due to Hawking and Unruh effects forbid the extraction of correlation of any type.


Figure 4.1: (a) A schematic diagram of a BTZ black hole with two detectors A and B floating outside of it. The red and blue stripes indicate when the detectors interact with the quantum field. (b) A Penrose diagram of BTZ spacetime. Regions I and II are the exteriors of the black hole while III is the interior of the black hole. Region IV is the white hole. The orange wiggling line represents a photon traveling toward the boundary $r=\infty$, bouncing off, and traveling toward the black hole.

### 4.1 Static detectors in BTZ black hole spacetime

### 4.1.1 Quantum field in BTZ spacetime

## BTZ spacetime

The BTZ black hole spacetime $[100,101]$ is a $(2+1)$-dimensional spacetime and can be obtained as a solution to the Einstein field equations with a negative cosmological constant $\Lambda=-1 / \ell^{2}$, where $\ell(\geq 0)$ is the so-called AdS (anti-de Sitter) length. See Appendix B for details. The line-element for a non-rotating BTZ spacetime reads

$$
\begin{equation*}
\mathrm{d} s^{2}=-f(r) \mathrm{d} t^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \varphi^{2}, \quad f(r)=\frac{r^{2}}{\ell^{2}}-M \tag{4.1}
\end{equation*}
$$

where $t \in \mathbb{R}, r \in(0, \infty)$, and $\varphi \in[0,2 \pi)$. One can think of $(r, \varphi)$ as a polar coordinate system. $M$ is the mass of the black hole, which is dimensionless in this case. The event horizon is located at $r=r_{\mathrm{h}} \equiv \ell \sqrt{M}$. See Fig. 4.1.

We note that the BTZ spacetime can be obtained from (2+1)-dimensional $\mathrm{AdS}_{3}$ spacetime by a topological identification and thereby BTZ spacetime is conformally equivalent to $\mathrm{AdS}_{3}$. That is, BTZ spacetime locally looks like $\mathrm{AdS}_{3}$ and shares similar properties. This fact allows us to write the Wightman function $W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$, in BTZ spacetime as a sum of correlators in $\mathrm{AdS}_{3}, W_{\mathrm{AdS}_{3}}\left(x, x^{\prime}\right)$. See Appendix B for details.

Since we will be considering two static detectors sitting outside the black hole [see Fig. 4.1(a) for the illustration], let us introduce the proper time $\tau$ of such detectors and the proper distance between two spatial points at a constant time. By a static detector, we mean a pointlike detector following a timelike Killing vector field $\partial_{t}$ at a fixed point $(r, \varphi)$. Thus, the proper time of such a detector can be obtained from the line-element (4.1) by setting $\mathrm{d} r=0$ and $\mathrm{d} \varphi=0$ :

$$
\begin{equation*}
\mathrm{d} \tau=\sqrt{f(r)} \mathrm{d} t \tag{4.2}
\end{equation*}
$$

We impose that $\tau=0$ when $t=0$ so that $\tau=\sqrt{f(r)} t$. The quantity $\sqrt{f(r)}$ is called the redshift factor, and we denote this by

$$
\begin{equation*}
\gamma(r) \equiv \sqrt{f(r)}=\frac{\sqrt{r^{2}-r_{\mathrm{h}}^{2}}}{\ell} \quad\left(r \geq r_{\mathrm{h}}\right) \tag{4.3}
\end{equation*}
$$

Note that $\gamma(r) \rightarrow 0$ as $r \rightarrow r_{\mathrm{h}}$.
Let us introduce a (radial) proper distance on a time-slice $\mathrm{d} t=0$. The proper distance, $d\left(r_{1}, r_{2}\right)$, between two spacetime points $\left(t, r_{1}, \varphi\right)$ and $\left(t, r_{2}, \varphi\right)$ with $r_{2}>r_{1} \geq r_{\mathrm{h}}$ can be obtained from the line-element (4.1) by setting $\mathrm{d} t=0$ and $\mathrm{d} \varphi=0$ :

$$
\begin{equation*}
d\left(r_{1}, r_{2}\right)=\ell \ln \left(\frac{r_{2}+\sqrt{r_{2}^{2}-r_{\mathrm{h}}^{2}}}{r_{1}+\sqrt{r_{1}^{2}-r_{\mathrm{h}}^{2}}}\right) . \tag{4.4}
\end{equation*}
$$

For simplicity, we will denote the proper distance between the horizon and detector- $j$ by $d_{j} \equiv d\left(r_{\mathrm{h}}, r_{j}\right)$ with $r_{j}\left(\geq r_{\mathrm{h}}\right)$ being the radial coordinate of detector- $j$, and proper distance between detectors A and B by $d_{\mathrm{AB}} \equiv d\left(r_{\mathrm{A}}, r_{\mathrm{B}}\right)$.

The Hawking temperature $T_{\mathrm{H}}$ of a BTZ black hole (seen from $r=\infty$ ) is known as [100] $T_{\mathrm{H}}=r_{\mathrm{h}} / 2 \pi \ell^{2}$ and the local temperature $T_{j} \equiv T\left(r_{j}\right)$ at radial position $r=r_{j}$ can be
derived from the KMS condition as [102]

$$
\begin{equation*}
T_{j}=\frac{T_{\mathrm{H}}}{\gamma\left(r_{j}\right)}, \tag{4.5}
\end{equation*}
$$

which is equivalent to the Tolman relation [103]. For $r_{\mathrm{B}}>r_{\mathrm{A}}>r_{\mathrm{h}}$, the redshift factors for detectors A and B can be written in terms of the proper distances:

$$
\begin{align*}
& \gamma_{\mathrm{A}} \equiv \gamma\left(r_{\mathrm{A}}\right)=\frac{r_{\mathrm{h}}}{\ell} \sinh \frac{d_{\mathrm{A}}}{\ell},  \tag{4.6a}\\
& \gamma_{\mathrm{B}} \equiv \gamma\left(r_{\mathrm{B}}\right)=\frac{r_{\mathrm{h}}}{\ell} \sinh \frac{d_{\mathrm{AB}}+d_{\mathrm{A}}}{\ell} . \tag{4.6~b}
\end{align*}
$$

## QFT in BTZ spacetime

Let us now consider a quantum scalar field $\hat{\phi}(x)$ defined on this spacetime. In particular, a massless conformally coupled scalar field satisfying the Klein-Gordon equation,

$$
\begin{equation*}
(\square-R / 8) \hat{\phi}(\mathrm{x})=0, \tag{4.7}
\end{equation*}
$$

where $\square$ is the d'Alembert operator and $R$ is the Ricci scalar. Since BTZ spacetime is conformally equivalent to $\mathrm{AdS}_{3}$, the conformally coupled quantum field in BTZ can be constructed from that of $\mathrm{AdS}_{3}$.

Let $W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right):=\left\langle 0_{\mathrm{H}}\right| \hat{\phi}(\mathrm{x}) \hat{\phi}\left(\mathrm{x}^{\prime}\right)\left|0_{\mathrm{H}}\right\rangle$ be the Wightman function in the Hartle-Hawking vacuum $\left|0_{\mathrm{H}}\right\rangle$ in the BTZ spacetime so that the BTZ black hole is in thermal equilibrium with its exterior. $W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ can be expressed as an image sum of the correlation function in $\mathrm{AdS}_{3}$ spacetime $[102,104]$ :

$$
\begin{align*}
W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & =\sum_{n=-\infty}^{\infty} W_{\mathrm{AdS}_{3}}\left(\mathrm{x}, \Gamma^{n} \mathrm{x}^{\prime}\right) \\
& =\frac{1}{4 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty}\left[\frac{1}{\sqrt{\sigma_{\epsilon}\left(\mathrm{x}, \Gamma^{n} \mathrm{x}^{\prime}\right)}}-\frac{\zeta}{\sqrt{\sigma_{\epsilon}\left(\mathrm{x}, \Gamma^{n} \mathrm{x}^{\prime}\right)+2}}\right] \tag{4.8}
\end{align*}
$$

where $\Gamma:(t, r, \varphi) \mapsto(t, r, \varphi+2 \pi)$ is a topological identification of an event in $\mathrm{AdS}_{3}$ and

$$
\sigma_{\epsilon}\left(\mathrm{x}, \Gamma^{n} \mathrm{x}^{\prime}\right)=\frac{r r^{\prime}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell}(\Delta \varphi-2 \pi n)\right]-1-\frac{\sqrt{\left(r^{2}-r_{\mathrm{h}}^{2}\right)\left(r^{\prime 2}-r_{\mathrm{h}}^{2}\right)}}{r_{\mathrm{h}}^{2}} \cosh \left(\frac{r_{\mathrm{h}}}{\ell^{2}} \Delta t-\mathrm{i} \epsilon\right)
$$

with $\Delta \varphi:=\varphi-\varphi^{\prime}, \Delta t:=t-t^{\prime}$, and $\epsilon$ is a UV cutoff. As shown in Fig. 4.1(b), the spatial infinity $(r \rightarrow \infty)$ of BTZ spacetime is timelike, and so one needs to impose a boundary condition, which is characterized by $\zeta \in \mathbb{R}$.

### 4.1.2 Mutual information harvested from BTZ spacetime

In this section, we investigate how a black hole affects the extraction of quantum mutual information. We assume the following:

- Detectors A and B are both static outside the black hole as depicted in Fig. 4.1(a). Their trajectories are respectively described by $\left(t, r_{\mathrm{A}}, \varphi_{0}\right)$ and $\left(t, r_{\mathrm{B}}, \varphi_{0}\right)$, where $r_{\mathrm{B}}>$ $r_{\mathrm{A}}>r_{\mathrm{h}}$ and $\varphi_{0}$ is a constant.
- Both detectors have the same Gaussian switching function $\chi\left(\tau_{j}\right)=e^{-\tau_{j}^{2} / 2 \sigma^{2}}$, where $\sigma$ is the Gaussian width. All quantities will be expressed in units of $\sigma$ to make them adimensional. For example, $\tilde{\lambda}:=\lambda \sqrt{\sigma}$ denotes a dimensionless coupling constant.
- The proper separation between A and $\mathrm{B}, d_{\mathrm{AB}} / \sigma$, is always fixed so that the change in correlation comes from the black hole and not from the change in $d_{\mathrm{AB}} / \sigma$. Specifically, we set $d_{\mathrm{AB}} / \sigma=7$ so that the contribution coming from the Pauli-Jordan function (2.26) is very small.

We remind the reader that we are examining quantum mutual information (2.65) by computing $P_{j}$ and $C_{\mathrm{AB}}$ by substituting the Wightman function (4.8) into Eqs. (2.44a) and $(2.44 \mathrm{~b})$. Therefore, in general, the mutual information is a function of $d_{j}, d_{\mathrm{AB}}, \Omega, \ell$, and $M: I_{\mathrm{AB}}=I_{\mathrm{AB}}\left(d_{\mathrm{A}} / \sigma, d_{\mathrm{B}} / \sigma, d_{\mathrm{AB}} / \sigma, \Omega \sigma, \ell / \sigma, M\right)$. Also note that the Wightman function in (4.8) has a square root, leading to branch cuts in the complex plane. It turns out that one of the branch cuts resides along the real axis, and one has to take this into account when evaluating (2.44). We explicitly deal with this issue in Appendix B.2.

Let us first analyze the dependence on the energy gap of the detectors, $\Omega$, and the proper distance $d_{\mathrm{A}} \equiv d\left(r_{\mathrm{h}}, r_{\mathrm{A}}\right)$ between detector-A and the event horizon in Fig. 4.2. Here, we fix $\ell / \sigma=10, M=10^{-2}$ (which gives $r_{\mathrm{h}} / \sigma=1$ ) and $d_{\mathrm{AB}} / \sigma=7$. Since $d_{\mathrm{B}}=d_{\mathrm{A}}+d_{\mathrm{AB}}$, mutual information becomes a function of $d_{\mathrm{A}}$ and $\Omega: I_{\mathrm{AB}}=I_{\mathrm{AB}}\left(d_{\mathrm{A}} / \sigma, \Omega \sigma\right)$. Figure 4.2(a) is a 3 D plot of quantum mutual information, $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$, as a function of $d_{\mathrm{A}} / \sigma$ and $\Omega \sigma$, and Figs. $4.2(\mathrm{~b})$ and (c) are the slices of (a) with constant $d_{\mathrm{A}} / \sigma$ and $\Omega \sigma$, respectively. From Figs. 4.2(a) and (b), one finds that there exists an optimal value of $\Omega \sigma$ for mutual information harvesting.

Figure $4.2(\mathrm{c})$ displays quantum mutual information as a function of $d_{\mathrm{A}} / \sigma$ for various values of $\Omega \sigma$. For a given value of $\Omega \sigma$, a point on the curve represents the amount of harvested value $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ after the interaction, with detectors A and B placed at distances $d_{\mathrm{A}}$ and $d_{\mathrm{B}}=d_{\mathrm{A}}+d_{\mathrm{AB}}$ from the horizon, respectively. Overall, as the detectors move away


Figure 4.2: (a) 3D plot of quantum mutual information $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ as a function of energy gap $\Omega \sigma$ and proper distance $d_{\mathrm{A}} / \sigma$. The parameters are chosen to be $\ell / \sigma=10, M=10^{-2}$, and $d_{\mathrm{AB}} / \sigma=7$. (b) Some slices of (a) with constant $d_{\mathrm{A}} / \sigma=10,1$, and 0.1. (c) Slices of (a) with constant $\Omega \sigma=1,0.5$, and 0.1 .
from the horizon, the mutual information initially grows very quickly, reaches a maximum, and then asymptotes to a constant corresponding to detectors in $\mathrm{AdS}_{3}$ spacetime.

Henderson et al. [41] showed that two static detectors cannot harvest entanglement when one of them is close to the black hole. That is, if one plots the concurrence $\mathcal{C}_{\mathrm{AB}} / \tilde{\lambda}^{2}$ as a function of $d_{\mathrm{A}} / \sigma$ as in Fig. $4.2(\mathrm{c})$, then $\mathcal{C}_{\mathrm{AB}} / \tilde{\lambda}^{2}=0$ for some $d_{\mathrm{A}} / \sigma$ near $d_{\mathrm{A}} / \sigma=0$. Such a region is known as the "entanglement shadow," and Ref. [41] concluded that this is due to extreme Hawking radiation and gravitational redshift.

By contrast, our mutual information $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ depicted in Fig. 4.2(c) is non-zero everywhere except at $d_{\mathrm{A}} / \sigma=0$, namely, a "quantum mutual information shadow" does not exist. In other words, detectors are able to harvest mutual information from the region arbitrarily close to the horizon. Since the detectors can harvest mutual information but not entanglement near the horizon, the extracted correlation in the entanglement shadow is either the classical correlation or non-distillable entanglement. As we will see in the next chapter, this statement holds true even in the $(1+1)$-dimensional Schwarzschild spacetime [43, 44].

One would expect that the decline of correlation near the horizon and its death at $d_{\mathrm{A}} / \sigma=0$ are attributed to the gravitational redshift and the intense Hawking radiation as suggested in Ref. [41]. In fact, we will show that it is not the gravitational redshift but rather Hawking radiation that kills the correlation at $d_{\mathrm{A}} / \sigma=0$. To this end, we examine how these two factors contribute by treating detector A's redshift factor $\gamma_{\mathrm{A}}$ and local temperature $T_{\mathrm{A}}$ as independent variables, and write quantum mutual information as well as concurrence as a function of them: $I_{\mathrm{AB}}=I_{\mathrm{AB}}\left(T_{\mathrm{A}} \sigma, \gamma_{\mathrm{A}}\right), \mathcal{C}_{\mathrm{AB}}=\mathcal{C}_{\mathrm{AB}}\left(T_{\mathrm{A}} \sigma, \gamma_{\mathrm{A}}\right)$. To do this, let us express the event horizon $r_{\mathrm{h}}$ and the proper distance $d_{\mathrm{A}}$ in terms of $T_{\mathrm{A}}$ and $\gamma_{\mathrm{A}}$ as follows.

$$
\begin{align*}
r_{\mathrm{h}} & =2 \pi \ell^{2} T_{\mathrm{A}} \gamma_{\mathrm{A}}  \tag{4.9}\\
d_{\mathrm{A}} & =\ell \ln \frac{1+\sqrt{1+\left(2 \pi \ell T_{\mathrm{A}}\right)^{2}}}{2 \pi \ell T_{\mathrm{A}}} \tag{4.10}
\end{align*}
$$

One notices that the scenarios where $T_{\mathrm{A}}=$ const and $\gamma_{\mathrm{A}}=$ const are different. As illustrated in Fig. 4.3(a-i), fixing $T_{\mathrm{A}}$ while varying $\gamma_{\mathrm{A}}$ corresponds to the case where the size of the black hole is varied while fixing the proper distances of the detectors from the horizon. This is because the proper distance (4.10) only depends on the local temperature $T_{\mathrm{A}}$. Note that the local temperature detected by detector $\mathrm{B}, T_{\mathrm{B}}$, is also fixed. On the other hand, setting $\gamma_{\mathrm{A}}$ a constant and changing $T_{\mathrm{A}}$ corresponds to the case where both $r_{\mathrm{h}}$ and $d_{\mathrm{A}}$ change with $T_{\mathrm{A}}$ [Fig. 4.3(b-i)]. High temperature with constant $\gamma_{\mathrm{A}}$ means the detectors are very close to a large black hole.

Let us first take a look at the matrix elements $P_{\mathrm{A}}$ and $C_{\mathrm{AB}}$ and see how they depend on $\gamma_{\mathrm{A}}$ and $T_{\mathrm{A}}$. We also decompose these functions into the AdS-Rindler $(n=0)$ and BTZ $(n \neq 0)$ to see how a black hole plays a role in the correlation harvesting protocol.

Figures 4.3(a-ii) and (a-iii) are respectively $P_{\mathrm{A}} / \tilde{\lambda}^{2}$ and $C_{\mathrm{AB}} / \tilde{\lambda}^{2}$ when the local KMS temperature of detector- $\mathrm{A}, T_{\mathrm{A}}$, is fixed as shown in (a-i). Here, $T_{\mathrm{A}} \sigma=1$. One can observe that the AdS-Rindler term in both $P_{\mathrm{A}}$ and $C_{\mathrm{AB}}$ is independent of $\gamma_{\mathrm{A}}$, whereas the BTZ part is non-vanishing only when $\gamma_{\mathrm{A}} \ll 1$. The fact that $P_{\mathrm{A}}^{(n=0)}$ and $C_{\mathrm{AB}}^{(n=0)}$ are constant for all $\gamma_{\mathrm{A}}$ tells us that the AdS-Rindler contribution remains unaffected by the black hole. In fact, for a larger black hole (with fixed $T_{\mathrm{A}}$ ), only the AdS-Rindler part is contributing to these matrix elements. Hence, $P_{\mathrm{A}}=P_{\mathrm{A}}^{(n=0)}+P_{\mathrm{A}}^{(n \neq 0)}$ and $C_{\mathrm{AB}}=C_{\mathrm{AB}}^{(n=0)}+C_{\mathrm{AB}}^{(n \neq 0)}$ are non-zero for all $\gamma_{\mathrm{A}}$, indicating that quantum mutual information will not vanish because of the gravitational redshift in the AdS-Rindler part.

On the other hand, Figs. 4.3(b) depict the matrix elements $P_{\mathrm{A}}$ and $C_{\mathrm{AB}}$ when the gravitational redshift factor $\gamma_{\mathrm{A}}$ is fixed but the local temperature is varied. We first note that the transition probability $P_{\mathrm{A}}$ of detector A [Fig. 4.3(b-ii)] decreases as the temperature
(a-i) $T_{\mathrm{D}}=$ const

(b-i) $\gamma_{\mathrm{D}}=$ const.


## 





Figure 4.3: AdS-Rindler and BTZ contributions in $P_{\mathrm{A}}$ and $C_{\mathrm{AB}}$ with $\ell / \sigma=10, d_{\mathrm{AB}} / \sigma=7$, and $\Omega \sigma=1$. (a-i)-(a-iii): Varying $\gamma_{\mathrm{A}}$ while $T_{\mathrm{A}} \sigma=1$ is fixed. For both $P_{\mathrm{A}}$ and $C_{\mathrm{AB}}$, the AdS-Rindler part $(n=0)$ is independent of $\gamma_{\mathrm{A}}$ and the BTZ part $(n \neq 0)$ is non-zero only for $\gamma_{\mathrm{A}} \ll 1$. (b-i)-(b-iii): Varying $T_{\mathrm{A}}$ with fixed $\gamma_{\mathrm{A}}=1 / 10$. For $C_{\mathrm{AB}}$, both AdS-Rindler and BTZ terms vanish at $T_{\mathrm{A}} \sigma \rightarrow \infty$.
increases. In a nutshell, one expects the contrary: that a detector's transition probability increases monotonically as the local temperature increases. However, this turns out to be not necessarily true; even a carefully switched detector with an infinite interaction duration experiences "cool down" as temperature increases. More precisely, writing $\mathcal{F}(\Omega) \equiv P_{j} / \tilde{\lambda}^{2}$, the conditions

$$
\begin{array}{ll}
\frac{\mathrm{d} \mathcal{F}(\Omega)}{\mathrm{d} T_{\mathrm{KMS}}}<0 & \text { weak } \\
\frac{\partial T_{\mathrm{EDR}}}{\partial T_{\mathrm{KMS}}}<0 & \text { strong } \tag{4.12}
\end{array}
$$

in the presence of a black hole are respectively referred to as the weak and strong antiHawking effects [105] (see also [106, 107, 108, 109]), where

$$
\begin{equation*}
T_{\mathrm{EDR}}=-\frac{\Omega}{\ln \mathcal{R}} \tag{4.13}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{R}=\frac{\mathcal{F}(\Omega)}{\mathcal{F}(-\Omega)} \tag{4.14}
\end{equation*}
$$

being the excitation-to-de-excitation ratio of the detector. For an accelerating detector in a flat spacetime these effects are respectively referred to as weak and strong anti-Unruh phenomena [110, 64], and will not be present in a situation where an inertial detector is in a thermal bath.

Since there is a range of temperature in which $P_{\mathrm{A}} / \tilde{\lambda}^{2}$ decreases, the detector exhibits the weak anti-Hawking effect and the redshift is not involved. Also note that (under the Dirichlet boundary condition, $\zeta=1$ ) this originates from the BTZ part of the Wightman function, as demonstrated in [105].

Figure 4.3 (b-iii) shows that the off-diagonal term $C_{\mathrm{AB}} / \tilde{\lambda}^{2}$ asymptotes to 0 as $T_{\mathrm{A}} \sigma \rightarrow \infty$. This suggests that it is the extreme temperature that inhibits detectors from harvesting mutual information. Hence, the fact that the detectors cannot extract correlations when one of them is at the event horizon [Figs. 4.2(a), (c)] is purely due to the extremity of the local Unruh/Hawking effects there, which is a combination of increasing black hole mass with decreasing $d_{\mathrm{A}}$ so as to ensure constant redshift.

Finally, we plot mutual information $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ as a function of detector A's local temperature, $T_{\mathrm{A}}$, and the redshift factor, $\gamma_{\mathrm{A}}$, in Fig. 4.4(a). Here we fix $\ell / \sigma=10, d_{\mathrm{AB}} / \sigma=7$, and $\Omega \sigma=1$. One can observe from Fig. 4.4(a) that the detectors easily harvest mutual


Figure 4.4: (a) 3D plot of mutual information $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ as a function of local temperature $T_{\mathrm{A}}$ and redshift factor $\gamma_{\mathrm{A}}$ of detector A. Here, $\ell / \sigma=10, \Omega \sigma=1$, and $d_{\mathrm{AB}} / \sigma=7$. (b) Slices of (a) at constant $\gamma_{\mathrm{A}}$ in a logarithmic scale. The curves at lower temperature show the scenario of static detectors in $\mathrm{AdS}_{3}$ spacetime without radiation, and the higher temperature regime represents how Unruh and/or Hawking radiations "attack" the detectors. (c) Slices of (a) at constant $T_{\mathrm{A}} \sigma$ in a logarithmic scale. The contribution coming from the black hole can be seen in $\gamma_{\mathrm{A}} \ll 1$ regime. As $\gamma_{\mathrm{A}} \rightarrow \infty$, the Hawking effect becomes negligible and only Unruh effect survives.
information when the temperature $T_{\mathrm{A}}$ and redshift $\gamma_{\mathrm{A}}$ are both small. This corresponds to a case where two detectors are located far away ( $d_{\mathrm{A}} / \sigma \gg 1$ ) from a tiny black hole $\left(r_{\mathrm{h}} / \sigma \ll 1\right)$. On the other hand, high temperature or large redshift factor, which corresponds to $r_{\mathrm{h}} / \sigma \gg 1$ and $d_{\mathrm{A}} / \sigma \ll 1$, suppress the extraction of correlation.

Figure 4.4(b) depicts slices of Fig. 4.4(a) with constant $\gamma_{\mathrm{A}}$ in a logarithmic scale to analyze the relationship of mutual information with the Unruh and Hawking effects. As the figure indicates, the colder the temperature, the more the correlation harvested, whereas $I_{\mathrm{AB}} / \tilde{\lambda}^{2} \rightarrow 0$ as the temperature gets large. This indicates that the radiation from the black hole acts as noise that inhibits extraction of correlation by the detectors, and this is true no matter what the value of redshift is.


Figure 4.5: Concurrence harvested by two detectors in BTZ black hole spacetime. Here, $\ell / \sigma=10, \Omega \sigma=1$, and $d_{\mathrm{AB}} / \sigma=1$. (a) Fixing $T_{\mathrm{A}} \sigma=0.1$, the concurrence is plotted as a function of $\log _{10} \gamma_{\mathrm{A}}$. (b) Fixing $\gamma_{\mathrm{A}}=1$, this figure depicts the temperature dependence of the concurrence.

Conversely, Fig. 4.4(c) exhibits the influence of redshift $\gamma_{\mathrm{A}}$ while the temperature $T_{\mathrm{A}}$ is fixed. In contrast to Fig. 4.4(b), mutual information does not go to 0 as $\gamma_{\mathrm{A}} \rightarrow \infty$. Instead, it asymptotes to a finite value that is characterized by the temperature $T_{\mathrm{A}}$. As we saw in Fig. 4.3(a-ii) and (a-iii), the BTZ part of $P_{j}$ and $C_{\mathrm{AB}}$ vanishes at large $\gamma_{\mathrm{A}}$, leading us to conclude that the asymptotic values in Fig. 4.4(c) coincide with mutual information harvested by accelerating detectors in $\mathrm{AdS}_{3}$ spacetime with corresponding accelerations that give local temperature $T_{\mathrm{A}}$. From these figures, we conclude that the death of mutual information in a black hole spacetime is purely due to the Unruh and Hawking effects. We have checked that this feature holds for other boundary conditions $(\zeta=0,-1)$.

We finally revisit [41] and see how entanglement harvested around a black hole is influenced by $\gamma_{\mathrm{A}}$ and $T_{\mathrm{A}}$. In Fig. 4.5(a) and (b), we plot the concurrence $\mathcal{C}_{\mathrm{AB}} / \tilde{\lambda}^{2}$ as a function of $\log _{10} \gamma_{\mathrm{A}}$ (with fixed $T_{\mathrm{A}} \sigma=0.1$ ) and $\log _{10} T_{\mathrm{A}} \sigma$ (with fixed $\gamma_{\mathrm{A}}=1$ ), respectively, when $\ell / \sigma=10, \Omega \sigma=1$, and $d_{\mathrm{AB}} / \sigma=1$. Note that the proper distance between the detectors, $d_{\mathrm{AB}} / \sigma$, is small for the sake of reliable numerical calculations. Figure 4.5(a) tells us that the concurrence $\mathcal{C}_{\mathrm{AB}} / \tilde{\lambda}^{2}$ is non-vanishing for all $\gamma_{\mathrm{A}}$, indicating that the previously known entanglement shadow is not caused by the redshift. On the other hand, Fig. 4.5(b) explicitly shows that the concurrence dies if a detector feels a high black hole temperature, and this is the very reason that the entanglement shadow occurs.

In conclusion, by studying the temperature and gravitational redshift dependence of harvested correlations, we find that the high black hole temperature prevents the detec-
tors from harvesting correlations. Both entanglement and quantum mutual information do not vanish for all $\gamma_{\mathrm{A}}$ due to the fact that the AdS-Rindler contribution is constant. While entanglement cannot be harvested above some finite black hole temperature, quantum mutual information only vanishes at the infinite temperature limit, indicating that quantum mutual information can be extracted from the field arbitrarily close to the event horizon.

## Chapter 5

## Extraction of tripartite correlation from BTZ black hole spacetime

In this chapter we investigate the tripartite correlation harvesting protocol in BTZ black hole spacetime. The tripartite harvesting protocol was first examined by Silman and Reznik [111], who showed that the harvested entanglement by three UDW detectors can be distilled into a W state [112] (on which we will elaborate later). Other investigations of tripartite entanglement harvesting in flat spacetime can be found in [113, 32, 77]. These papers found that tripartite entanglement is relatively easier to extract from the vacuum than bipartite entanglement.

Tripartite entanglement is interesting in its own right due to the richness of its entanglement structure. Unlike bipartite entanglement, which only has two classes of states (entangled and separable states), tripartite entanglement can be characterized into four classes: Greenberger-Horne-Zeilinger (GHZ), W, bi-separable, and fully separable states [112, 114]. These four are described as follows.

- Fully separable: a state that is not entangled at all, such as $\left|g_{\mathrm{A}}\right\rangle \otimes\left|g_{\mathrm{B}}\right\rangle \otimes\left|g_{\mathrm{C}}\right\rangle$.
- Bi-separable: it is an entangled state but one of the subsystems is separable from the rest. For instance, $\left|g_{\mathrm{A}}\right\rangle \otimes\left(\left|g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle+\left|e_{\mathrm{B}} e_{\mathrm{C}}\right\rangle\right) / \sqrt{2}$.
- W state [112]: three subsystems are all entangled with each other (genuinely entangled). As an example, $|W\rangle=\left(\left|g_{\mathrm{A}} g_{\mathrm{B}} e_{\mathrm{C}}\right\rangle+\left|g_{\mathrm{A}} e_{\mathrm{B}} g_{\mathrm{C}}\right\rangle+\left|e_{\mathrm{A}} g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle\right) / \sqrt{3}$. If one measures one of the subsystems (e.g., subsystem C) of $|W\rangle$, then the resulting bipartite state remains entangled. The W state cannot be transformed into the GHZ state via stochastic local operations and classical communication (SLOCC) protocols.
- GHZ state [94]: this is also a genuine entanglement, though distinct from the W state (since it cannot be converted into the W state via SLOCC). An example of GHZ state is $|\mathrm{GHZ}\rangle=\left(\left|g_{\mathrm{A}} g_{\mathrm{B}} g_{\mathrm{C}}\right\rangle+\left|e_{\mathrm{A}} e_{\mathrm{B}} e_{\mathrm{C}}\right\rangle\right) / \sqrt{2}$, and it becomes a separable bipartite state once one of the subsystems is measured.

In this chapter, we examine the influence of the Hawking effect on the extraction of tripartite entanglement by considering three static detectors in BTZ spacetime. Specifically, we investigate whether tripartite entanglement can be extracted in the bipartite entanglement shadow, and whether a tripartite entanglement shadow exists. We will show that the tripartite entanglement shadow exists and it is "narrower" than the bipartite entanglement shadow, indicating that tripartite entanglement can be extracted even if the extraction of bipartite entanglement is prohibited.

Although tripartite harvesting and its classification are intriguing, our current tool is too limited to fully investigate this matter. As described in Sec. 2.4.2, the $\pi$-tangle, which is the entanglement measure we will use, is well-defined only for pure states. On the other hand, our final state is a mixed state and thus the $\pi$-tangle does not necessarily reflect the true amount of entanglement. Nevertheless, the $\pi$-tangle for mixed states can be thought of as the lower bound of the "true" $\pi$-tangle, and so it will provide us with some insightful information on tripartite entanglement harvesting. Specifically, if the $\pi$-tangle is positive then it is guaranteed that the true $\pi$-tangle is also positive. However, if the $\pi$-tangle is either zero or negative, then we cannot say anything about the existence of tripartite entanglement since the true $\pi$-tangle still could be positive.

### 5.1 Equilateral configuration

For three UDW detectors, the simplest spatial configuration is an equilateral triangle configuration, when one detector is located at each corner (see Fig. 5.1). In Ref. [32], entanglement harvesting with detectors in an equilateral triangle configuration in Minkowski spacetime was investigated. In flat spacetimes (so long as the detectors are at rest in a single reference frame), the transition probabilities $P_{j}$ and correlation elements $C_{j k}, X_{j k}$ simplify to (2.53):

$$
\begin{align*}
& C_{\mathrm{AB}}=C_{\mathrm{BC}}=C_{\mathrm{CA}} \equiv C \\
& X_{\mathrm{AB}}=X_{\mathrm{BC}}=X_{\mathrm{CA}} \equiv X,  \tag{2.53}\\
& P_{\mathrm{A}}=P_{\mathrm{B}}=P_{\mathrm{C}} \equiv P
\end{align*}
$$



Figure 5.1: (a) Showing a BTZ black hole and static trajectories of three UDW detectors A, B, and C. The colored stripes indicate when the detectors interact with the quantum field. (b) A time-slice of (a). The detectors are located at the corners of the equilateral triangle, and therefore, $d\left(r_{\mathrm{h}}, R_{j}\right) / \sigma$ are all the same.

In general spacetimes, the equilateral triangle configuration does not necessarily simplify the density matrix elements in the aforementioned manner. For example, if one of them experiences a redshift effect then the transition probability and non-local elements will be different. In the BTZ black hole case, we can simplify as (2.53) by aligning the centers of the equilateral triangle and the black hole, so that the proper distance of each detector from the horizon, $d\left(r_{\mathrm{h}}, r_{j}\right)$, is the same (Fig. 5.1).

We then consider a conformally coupled massless scalar field in the Hartle-Hawking vacuum as in Ch. 4 and see how the Hawking effect influences the tripartite entanglement. Since the detectors are now in the equilateral triangle configuration, we set $\Delta \varphi=2 \pi / 3$ in the Wightman function (4.8). By calculating $P, C_{\mathrm{AB}}$, and $X_{\mathrm{AB}}$, one can obtain the


Figure 5.2: (Top:) The bipartite negativity, $\mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}$, between two of the detectors, and (bottom:) the extracted $\pi$-tangle in the case of the equilateral triangle configuration depicted in Fig. 5.1 as a function of the mass of the black hole $M$ and the proper distance $d\left(r_{\mathrm{h}}, R_{\mathrm{D}}\right) / \sigma$ of the detectors from the horizon. Here, the energy gap $\Omega \sigma=1$. In the top figure, the green dots indicate the region where $\mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}=0$ and in the bottom figure the green dots indicate the region where the $\pi$-tangle is zero. Black dots indicate the region where the $\pi<0$.
bipartite negativity $\mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}$ and the $\pi$-tangle by (2.112) and (2.113), respectively:

$$
\begin{align*}
& \mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}=\max \{0,|X|-P\}+\mathcal{O}\left(\lambda^{4}\right), \\
& \pi=\max \left\{0, \frac{\sqrt{C^{2}+8|X|^{2}}}{2}-\frac{C}{2}-P\right\}^{2}-2 \max \{0,|X|-P\}^{2}+\mathcal{O}\left(\lambda^{6}\right) \tag{2.113}
\end{align*}
$$

In Fig. $5.2($ top $)$, we plot the bipartite negativity $\mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}$ between two of the three detectors in the equilateral triangle configuration as a function of the black hole mass $M$ and the proper distance of the detectors from the horizon, $d\left(r_{\mathrm{h}}, R_{\mathrm{D}}\right) / \sigma$. We find that bipartite entanglement harvesting by detectors with an energy gap of $\Omega \sigma=1$ is only possible, at any distance from the horizon, if the mass of the black hole is smaller than $M \approx 0.0225$. This is likely due to the fact that as the mass $M$ of the black hole increases, the proper separation $d\left(R_{\mathrm{D}}, R_{\mathrm{D}^{\prime}}\right) / \sigma$ between the two detectors also increases if one fixes the distance from the horizon, $d\left(r_{\mathrm{h}}, R_{\mathrm{D}}\right) / \sigma$. Since greater detector separations, $d\left(R_{\mathrm{D}}, R_{\mathrm{D}^{\prime}}\right) / \sigma$, decrease the correlations between the detectors, greater black hole masses will decrease the maximum distance from the horizon where entanglement harvesting is possible.

Moreover, the bipartite entanglement is zero when the detectors are very close to the horizon, which is caused by the high black hole temperature [41, 45]. The term $\left|X_{A B}\right|$ in (2.112) sharply decreases while the transition probability $P$ increases with temperature. Hence, the entanglement shadow still exists even when detectors are located at a different angle $\varphi_{j}$.

However, we see from Fig. 5.2 (bottom), where we now consider the $\pi$-tangle between all three detectors, that harvesting tripartite entanglement is indeed possible for black hole masses larger than those that allow for bipartite entanglement harvesting. The fact that the detectors can extract tripartite entanglement when the bipartite one is vanishing can be seen from (2.113). We also find it is possible to extract tripartite entanglement at larger distances from the horizon than is possible in the bipartite case, which corresponds to greater detector separations, in agreement with previous results in flat spacetime [32]. We note that for this particular value of energy gap, $\Omega \sigma=1$, the $\pi$-tangle becomes zero for all detector distances from the horizon when the black hole mass is larger than $M \approx 0.0255$. Furthermore, we find that when the black hole mass is less than $M \approx 0.01$, the $\pi$-tangle becomes negative for moderate detector distances, despite being positive for both smaller and larger distances. Since the $\pi$-tangle (2.89) puts a lower bound on the tripartite entanglement, we are unable to gain any information about multivariate correlations between the three detectors in this region (where $\pi \leq 0$ ) of the parameter space, and instead focus our attention on regions where the $\pi$-tangle is positive. For this reason, we do not explore black holes with smaller masses.


Figure 5.3: The straight line configuration.

In summary, detectors can extract tripartite entanglement from the field even when bipartite entanglement cannot be harvested. This can be seen from Eqs. (2.112) and (2.113). Bipartite entanglement can be harvested whenever $|X|>P$ and otherwise, the noise $P$ prevents the detectors from extraction. On the other hand, the first term in the $\pi$-tangle (2.113) can be positive. As a demonstration, suppose $|X|=P$ : in this case the bipartite negativity is 0 . Then it is straightforward to show that the first term in the $\pi$-tangle is positive.

### 5.2 Straight line configuration

By placing the three detectors along a line intersecting the center of the black hole (Fig. 5.3), we gain further insight into the distinctions between the bipartite and tripartite cases. In the bipartite case the entanglement shadow was manifest when one of the detectors was placed close to the horizon [41]. However, we find that the situation is very different in the tripartite case.

In Fig. 5.4, we fix the proper distance between the detectors to be $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=$ $d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=1$ and plot the $\pi$-tangle as a function of the proper distance from the black hole horizon to the nearest detector for $M=0.01$ and differing energy gaps. We find that, provided the energy gap of the detectors is large enough, tripartite entanglement can be harvested at distances arbitrarily close to the black hole horizon. In striking distinction to the bipartite case, tripartite entanglement often has no entanglement shadow in the line configuration, and, unlike in the case of the equilateral triangle configuration, it is quite easy to find regions in parameter space where this occurs. The minimum value of the detector energy gap guaranteeing near horizon tripartite entanglement harvesting depends on the mass of the black hole. Specifically, we find that for $M=0.01$ and $\Omega \sigma=0.01$ the


Figure 5.4: The $\pi$-tangle harvested by detectors in the straight line configuration as a function of the proper distance of the closest detector A to the horizon, $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma$. Here, $M=0.01$ and $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=1$.
$\pi$-tangle becomes zero when the first detector is very close at $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma \lesssim 0.08$. We also note that the $\pi$-tangle asymptotes to a constant value, which depends on $\Omega$ and $M$, in the limit $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma \rightarrow \infty$, as expected since the BTZ spacetime is asymptotically $\mathrm{AdS}_{3}$.

We now explicitly show that the $\pi$-tangle is positive where the bipartite entanglement is zero. Choosing two cases $(M, \Omega \sigma)=(0.01,0.01)$ and $(0.01,0.1)$ in Fig. 5.4 , we plot their bipartite and tripartite negativities in (2.90) as a function of the proper distance of detector A from the horizon in Fig. 5.5. For both values of the energy gap $\Omega \sigma$ considered, we find that each $\pi_{j}(j \in\{\mathrm{~A}, \mathrm{~B}, \mathrm{C}\})$ in (2.89) is positive even when some of the bipartite negativities $\mathcal{N}_{\mathrm{D}\left(\mathrm{D}^{\prime}\right)}$ vanish. Consider $\pi_{\mathrm{A}}$ (2.90a) as an example. We see that $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}$ remains positive while $\mathcal{N}_{\mathrm{A}(\mathrm{B})}=\mathcal{N}_{\mathrm{A}(\mathrm{C})}=0$, which suggests that $\pi_{\mathrm{A}}>0$ in the bipartite entanglement shadow. This is also true for $\pi_{\mathrm{B}}$ and $\pi_{\mathrm{C}}$ if they possess the bipartite entanglement shadow, and therefore the $\pi$-tangle is positive. ${ }^{1}$ We point out that $\mathcal{N}_{\mathrm{B}(\mathrm{C})}$ does not vanish in Fig. 5.4 (bottom) since detectors B and C are still far away from the horizon when $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma=0$. Nevertheless, for a sufficiently large $\Omega \sigma$, tripartite entanglement can be extracted in the
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Figure 5.5: In the case of three detectors placed along a straight line outside of a BTZ black hole (Fig. 5.3), the three tripartite and three bipartite negativities are calculated as a function of $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma$ for a detector energy gap of Top: $\Omega \sigma=0.01$ and Bottom: $\Omega \sigma=$ 0.1. Here, the proper distance between the detectors remains constant at $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=$ $d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=1$. The AdS length $\ell / \sigma=10$, the boundary condition $\zeta=1$, and the mass of the black hole $M=0.01$.


Figure 5.6: The $\pi$-tangle extracted by detectors in the straight line configuration in Fig. 5.3. Here, the proper distance between the detectors remains constant at $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=$ $d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=5$. The AdS length $\ell / \sigma=10$, the boundary condition $\zeta=1$, and the mass of the black hole $M=0.01$. The inset shows details of the near horizon spike in $\pi$-tangle for $\Omega \sigma=1.75$ and $\Omega \sigma=2$.
bipartite entanglement shadow, which suggests that the harvested entanglement is of the GHZ type.

We note from Fig. 5.4 that a local maximum exists in $\pi / \tilde{\lambda}^{2}$ for some $\Omega \sigma$. In fact, for some choices of parameters, this maximum leads to an interesting result.

In Fig. 5.6 we again plot the $\pi$-tangle of the detectors in the straight line configuration as a function of the proper distance of the nearest detector from the horizon, but now for larger detector separation $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=5$. Unlike the previous case, as the detectors move towards the horizon, the $\pi$-tangle becomes zero followed by a sharp spike before it drops to zero again. These spikes in the $\pi$-tangle are larger in magnitude than its asymptotic value at $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma \rightarrow \infty$.

To better understand the origin and properties of the near-horizon spike in the $\pi$-tangle, we plot the bipartite and tripartite negativities in Fig. 5.7. We first note that the large spike in the $\pi$-tangle occurs at values of $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right)$ where the bipartite negativities are zero, i.e. inside the bipartite entanglement shadow of all three detectors, meaning that the tripartite entanglement extracted from the field in this region of the spacetime is of the GHZ type. Consequently, the $\pi$-tangle results from the tripartite negativities, and when
the energy gap of the detectors is small enough, only from $\mathcal{N}_{\mathrm{B}(\mathrm{AC})}$, which puts a lower bound on the entanglement between detector B and the ( AC ) subsystem. As the energy gap of the detector is increased, the remaining two tripartite negativities also contribute to near-horizon $\pi$-tangle.

The bipartite and tripartite negativities are functions of the matrix elements of Eq. (2.51), which we plot in Fig. 5.8 for the same detector configuration as in Fig. 5.6. We find that as detector A approaches the horizon, both the detector correlations $C_{\mathrm{DD}^{\prime}}$ and the non-local correlations $\left|X_{\mathrm{DD}^{\prime}}\right|$ between detectors A and B and between A and C also show a nearhorizon spike. Here, the spike in the detector correlations $C_{\mathrm{DD}^{\prime}}$ is smaller and occurs closer to the horizon than that of the non-local correlations $\left|X_{\mathrm{DD}^{\prime}}\right|$. The correlations between detectors B and C do not exhibit spikes, as they are still relativity far from the horizon, $d\left(r_{\mathrm{h}}, R_{\mathrm{B}}\right) / \sigma=d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma+5$. This spike in pairwise correlations is directly responsible for the spike in the tripartite negativities shown in Fig. 5.7. Such a spike is not seen in the bipartite negativities, since the transition probability of detector $\mathrm{A}, P_{\mathrm{A}} / \tilde{\lambda}^{2}$, is very large near the horizon, due to the local field temperature, which will prevent any entanglement between detector A and B (or C). Since detectors B and C remain far from the horizon, their transition probabilities remain small, and as a result, the three detectors can have tripartite entanglement. We also note that a near horizon spike does not appear in the pairwise correlations when $\Omega \sigma<1$.



Figure 5.7: In the case of three detectors placed along a straight line outside of a BTZ black hole (Fig. 5.3), the three tripartite and three bipartite negativities are plotted as a function of the proper distance $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma$ for a detector energy gap of Top: $\Omega \sigma=2$ and Bottom: $\Omega \sigma=2.5$. Here, the proper distance between the detectors remains constant at $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=5$. Here, the mass of the black hole is $M=0.01$.


Figure 5.8: In the case of three detectors placed along a straight line outside of a BTZ black hole (Fig. 5.3) with $\ell / \sigma=10$, and $M=0.01$, the matrix elements of Eq. (2.51) are calculated as a function of $d\left(r_{\mathrm{h}}, R_{\mathrm{A}}\right) / \sigma$, for top: the transition probabilities $P_{\mathrm{D}} / \tilde{\lambda}^{2}$, bottomleft: the pairwise detector correlations $C_{\mathrm{DD}^{\prime}} / \tilde{\lambda}^{2}$, and bottom-right: the pairwise non-local correlations $\left|X_{\mathrm{DD}^{\prime}}\right| / \tilde{\lambda}^{2}$. Here, the proper distance between the detectors remains constant at $d\left(R_{\mathrm{A}}, R_{\mathrm{B}}\right) / \sigma=d\left(R_{\mathrm{B}}, R_{\mathrm{C}}\right) / \sigma=5$ and the energy gap of the detectors is $\Omega \sigma=2.5$. The inset in the left figure shows details of $P_{\mathrm{B}}$ and $P_{\mathrm{C}}$.

## Chapter 6

## Extraction of bipartite correlation from Schwarzschild black hole spacetime

We finally examine the correlation harvesting protocol in (1+1)-dimensional Schwarzschild spacetime. So far in Ch. 4, we have learned that the high black hole temperature is responsible for the entanglement shadow and vanishing quantum mutual information at the horizon. Here, we first confirm that this is also the case for two static detectors in Schwarzschild spacetime. We then let one of the detectors free-fall into the black hole. While the free faller does not encounter infinite temperature upon crossing the horizon, the relative velocity between the free faller and the static observer diminishes the ability to extract correlations. Finally, we let two detectors fall into the black hole from infinity and see that there is no problem for the detectors to harvest correlations across the event horizon due to finite black hole temperature.

### 6.1 Quantum field in (1+1)-dimensional Schwarzschild spacetime

### 6.1.1 Schwarzschild spacetime and a free-faller's trajectory

In the next two sections we first review the geometrical and quantum field-theoretic aspects of a quantum massless scalar field in a Schwarzschild background spacetime, following dis-
cussion in $[115,43]$. We will review three coordinate systems that are naturally associated with the three standard vacua - Boulware, Unruh, and Hartle-Hawking states - and also a coordinate system adapted to a class of free-falling observers.

## Schwarzschild geometry

Consider a $(3+1)$-dimensional Schwarzschild spacetime described by the metric

$$
\begin{equation*}
\mathrm{d} s^{2}=-f(r) \mathrm{d} t_{\mathrm{s}}^{2}+\frac{1}{f(r)} \mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right), \quad f(r)=1-\frac{r_{\mathrm{h}}}{r} \tag{6.1}
\end{equation*}
$$

where $r_{\mathrm{h}}=2 G_{\mathrm{N}} \mathrm{M}$ is the event horizon and $\mathrm{M} \geq 0$ is the ADM mass. In what follows, we write $M=G_{\mathrm{N}} \mathrm{M}$ so that $r_{\mathrm{h}}$ has units of length. The coordinate system $\left(t_{\mathrm{s}}, r, \theta, \varphi\right)$ is known as the Schwarzschild coordinates, where the subscript ' $S$ ' will be useful to distinguish it from other coordinate systems. The metric (6.1) is valid only for $r>r_{\mathrm{h}}$ due to the coordinate singularity at $r=r_{\mathrm{h}}$.

We can extend the coordinate system by first introducing the tortoise coordinate $r_{\star}$ defined by

$$
\begin{equation*}
r_{\star}:=r+r_{\mathrm{h}} \ln \left|\frac{r}{r_{\mathrm{h}}}-1\right|, \tag{6.2}
\end{equation*}
$$

and then defining the null coordinates $v:=t_{\mathrm{s}}+r_{\star}, u:=t_{\mathrm{s}}-r_{\star}$. With this, the metric now reads

$$
\begin{equation*}
\mathrm{d} s^{2}=-\frac{r_{\mathrm{h}}}{r} e^{-\frac{r}{r_{\mathrm{h}}}} e^{\frac{v-u}{2 r_{\mathrm{h}}}} \mathrm{~d} u \mathrm{~d} v+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.3}
\end{equation*}
$$

Finally, introducing new coordinates

$$
\begin{equation*}
U:=-2 r_{\mathrm{h}} e^{-u / 2 r_{\mathrm{h}}}, V:=2 r_{\mathrm{h}} e^{v / 2 r_{\mathrm{h}}} \tag{6.4}
\end{equation*}
$$

the extension to region II in Fig. 6.1 is obtained by considering the coordinate system $(U, v, \theta, \varphi)$ where $U, v \in \mathbb{R}$ and the metric reads

$$
\begin{equation*}
\mathrm{d} s^{2}=-\frac{2 r_{\mathrm{h}}^{2}}{r} e^{-\frac{r}{r_{\mathrm{h}}}+\frac{v}{2 r_{\mathrm{h}}}} \mathrm{~d} U \mathrm{~d} v+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.5}
\end{equation*}
$$

Note that here $r$ is an implicit function of $U$ and $v$. The maximal analytic extension is obtained by considering the coordinate system $(U, V, \theta, \varphi)$ where $U, V \in \mathbb{R}$ and the metric reads

$$
\begin{equation*}
\mathrm{d} s^{2}=-\frac{r_{\mathrm{h}}}{r} e^{-r / r_{\mathrm{h}}} \mathrm{~d} V \mathrm{~d} U+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.6}
\end{equation*}
$$



Figure 6.1: Penrose diagram for Schwarzschild spacetime.
Thus we have obtained three distinct coordinate systems for the Schwarzschild black hole spacetime: Schwarzschild coordinates with metric (6.1), Eddington-Finkelstein coordinates ${ }^{1}$ with metric (6.5), and Kruskal-Szekeres coordinates with metric (6.6). These three coordinate systems are naturally adapted for definitions of the three standard vacuum states of quantum fields in this background spacetime, as we will see in the next subsection.

Finally, we will consider a class of free-falling observers that are infalling from infinity towards the curvature singularity at $r=0$. For this purpose, it will not be sufficient for us to simply solve for radial geodesics in Schwarzschild coordinates because the coordinate systems do not apply for free-fallers inside the horizon. The coordinate system we need for this class of observers that is also regular at the event horizon $r=r_{\mathrm{h}}$ is the PainlevéGullstrand (PG) coordinate system (see [116] and references therein), which is constructed based on a free-falling observer's proper time.

The PG coordinate system is adapted to free-falling observers starting at rest at spatial infinity, with metric given by

$$
\begin{equation*}
\mathrm{d} s^{2}=-f(r) \mathrm{d} t_{\mathrm{PG}}^{2}+2 \sqrt{1-f(r)} \mathrm{d} t_{\mathrm{PG}} \mathrm{~d} r+\mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.7}
\end{equation*}
$$

[^9]where $t_{\mathrm{PG}}$ is the PG coordinate time. The PG coordinates $\left(t_{\mathrm{PG}}, r, \theta, \varphi\right)$ for infalling observers are obtained from the Schwarzschild metric (6.1) by using the coordinate transformation
\[

$$
\begin{equation*}
t_{\mathrm{PG}}=t_{\mathrm{s}}+2 r_{\mathrm{h}}\left(\sqrt{\frac{r}{r_{\mathrm{h}}}}+\frac{1}{2} \ln \left|\frac{\sqrt{r / r_{\mathrm{h}}}-1}{\sqrt{r / r_{\mathrm{h}}}+1}\right|\right) . \tag{6.8}
\end{equation*}
$$

\]

Time reparametrization invariance allows us to fix $t_{\mathrm{PG}}=0$ at the singularity $r=0$ and so $t_{\mathrm{PG}}<0$ for all $r>0$. A remarkable property of the PG coordinates is that the induced metric at constant $t_{\mathrm{PG}}$ slices (i.e., $\mathrm{d} t_{\mathrm{PG}}=0$ ) are flat; thus proper distances between two fixed radial coordinates $r_{1}, r_{2}$ on a $t_{\mathrm{PG}}=$ constant surface will be given simply by $\Delta r=\left|r_{2}-r_{1}\right|$.

In what follows, we will consider the (1+1)-dimensional reduction of the Schwarzschild spacetime, by truncating the angular part. While we will lose the physics that depends on angular variables such as the graybody factors due to the gravitational potential (associated with spherical harmonic parts of the wave equation) and the physics associated with orbital motion, much of the essential features of quantum field theory in curved spacetimes will remain. For example, the detailed balance condition associated with detector thermalization in the Hartle-Hawking state can be obtained [115, 43]. This dimensional reduction allows us to borrow conformal techniques and obtain closed-form expressions for the two-point functions of the quantum field, thus simplifying the setup considerably.

## Klein-Gordon field and Wightman functions

Let $\phi(\mathrm{x})$ be a massless Klein-Gordon field in (1+1)-dimensional Schwarzschild spacetime, satisfying the Klein-Gordon equation (2.2). After canonical quantization, the quantum field admits Fourier mode decomposition of the form

$$
\begin{equation*}
\hat{\phi}(\mathrm{x})=\int_{\mathbb{R}} \mathrm{d} k\left(\hat{a}_{k} u_{k}(\mathrm{x})+\hat{a}_{k}^{\dagger} u_{k}^{*}(\mathrm{x})\right) \tag{6.9}
\end{equation*}
$$

with the mode functions $\left\{u_{k}(\mathrm{x})\right\}$ satisfying the conditions given by (2.14).
The definition of a vacuum state of the field depends on the choice of timelike Killing vector field with respect to which the positive frequency modes $u_{k}(\mathrm{x})$ are defined $[2,115,43]$. There are three standard choices of vacuum states that are unitarily inequivalent and are associated with different regions of spacetime:

- Boulware vacuum $\left|0_{\mathrm{B}}\right\rangle$ : The corresponding mode functions $u_{k}(\mathrm{x})$ are positive frequency modes with respect to $\partial_{t_{s}}$. The state is defined on the exterior region I of Fig. 6.1.
- Unruh vacuum $\left|0_{\mathrm{U}}\right\rangle$ : The corresponding mode functions $u_{k}(\mathrm{x})$ are positive frequency modes with respect to $\partial_{U}$ on $\mathcal{H}^{-}$and $\partial_{v}$ on $\mathscr{I}^{-}$. The state is defined in regions I and II of Fig. 6.1.
- Hartle-Hawking vacuum $\left|0_{\mathrm{H}}\right\rangle$ : The corresponding mode functions $u_{k}(\mathrm{x})$ are positive frequency modes with respect to $\partial_{U}$ and $\partial_{V}$. The state is defined on the full maximally extended Schwarzschild spacetime regions I-IV of Fig. 6.1.

The Boulware vacuum is the vacuum state that reproduces the Minkowski vacuum in $r \rightarrow \infty$ limit, whereas the Hartle-Hawking vacuum is the vacuum state that reproduces a thermal state in flat space in the large $r$ limit. The Unruh vacuum is, by construction, one that mimics radiation outflux, effectively by replacing the ingoing Hartle-Hawking modes with ingoing Boulware modes.

In terms of field observables, the distinct vacua (denoted $\left|0_{\alpha}\right\rangle$ where $\alpha=\mathrm{B}, \mathrm{U}, \mathrm{H}$ ) can be specified by the vacuum Wightman functions:

$$
\begin{equation*}
W_{\alpha}\left(\mathrm{x}, \mathrm{x}^{\prime}\right):=\left\langle 0_{\alpha}\right| \hat{\phi}(\mathrm{x}) \hat{\phi}\left(\mathrm{x}^{\prime}\right)\left|0_{\alpha}\right\rangle . \tag{6.10}
\end{equation*}
$$

For each vacuum state, we have

$$
\begin{align*}
& W_{\mathrm{B}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[-\Lambda^{2}(\Delta u-\mathrm{i} \epsilon)(\Delta v-\mathrm{i} \epsilon)\right]  \tag{6.11a}\\
& W_{\mathrm{U}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[-\Lambda^{2}(\Delta U-\mathrm{i} \epsilon)(\Delta v-\mathrm{i} \epsilon)\right]  \tag{6.11b}\\
& W_{\mathrm{H}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=-\frac{1}{4 \pi} \ln \left[-\Lambda^{2}(\Delta U-\mathrm{i} \epsilon)(\Delta V-\mathrm{i} \epsilon)\right] \tag{6.11c}
\end{align*}
$$

where $\Lambda>0$ is an infrared (IR) cutoff inherent in $(1+1)$ massless scalar field theory.
We make a parenthetical remark that in principle, one could try to perform canonical quantization with respect to the PG coordinates where the vacuum state (which we may call PG vacuum $\left|0_{\mathrm{PG}}\right\rangle$ ) is associated with a freely falling observer (see e.g., [117, 118, 119] for related discussions). This will be slightly more involved due to the cross-term in the metric. However by construction this state will be regular across the horizon and is welldefined on regions I and II of the Schwarzschild spacetime. We expect that essential qualitative features of our results in the context of entanglement harvesting will be similar to Hartle-Hawking and Unruh vacua.

Following [120, 115, 43], we shall use a particular model of detector-field interaction known as the derivative coupling detector model. The reason for this choice is that the Wightman functions (6.11a)-(6.11c) have two shortcomings; they do not possess the Hadamard short-distance property [121, 122], and they have an IR ambiguity associated with massless fields in two-dimensional QFT with no boundary conditions. Instead, since we are interested only in the two-point functions evaluated along the support of each detector, we will only need to calculate the pullback of the two-point functions along the detectors' trajectories, and consider the proper time derivatives associated with the two trajectories $\mathrm{x}(\tau)$ and $\mathrm{x}^{\prime}\left(\tau^{\prime}\right)$ :

$$
\begin{equation*}
\mathcal{A}_{\alpha}\left(\mathrm{x}(\tau), \mathrm{x}^{\prime}\left(\tau^{\prime}\right)\right)=\left\langle 0_{\alpha}\right| \partial_{\tau} \hat{\phi}(\mathrm{x}(\tau)) \partial_{\tau^{\prime}} \hat{\phi}\left(\mathrm{x}^{\prime}\left(\tau^{\prime}\right)\right)\left|0_{\alpha}\right\rangle \tag{6.12}
\end{equation*}
$$

The proper time derivatives remove the IR ambiguity from the Wightman function and the resulting two-point functions mimic the short-distance behavior of the Wightman distribution in $(3+1)$ dimensions. It also retains all other essential features such as invariance under time translation generated by the respective timelike Killing vector fields that define each vacuum state. Past results have suggested that qualitatively similar results to the linear coupling model are obtained in flat space and $(1+1)$-dimensional spacetimes with moving mirrors [25, 39].

More explicitly, the proper time derivative two-point function reads

$$
\begin{align*}
& \mathcal{A}_{\mathrm{B}}\left(\tau, \tau^{\prime}\right)=-\frac{1}{4 \pi}\left[\frac{\dot{u} \dot{u}^{\prime}}{\left(u-u^{\prime}-\mathrm{i} \epsilon\right)^{2}}+\frac{\dot{v} \dot{v}^{\prime}}{\left(v-v^{\prime}-\mathrm{i} \epsilon\right)^{2}}\right]  \tag{6.13a}\\
& \mathcal{A}_{\mathrm{U}}\left(\tau, \tau^{\prime}\right)=-\frac{1}{4 \pi}\left[\frac{\dot{U} \dot{U}^{\prime}}{\left(U-U^{\prime}-\mathrm{i} \epsilon\right)^{2}}+\frac{\dot{v \dot{v}^{\prime}}}{\left(v-v^{\prime}-\mathrm{i} \epsilon\right)^{2}}\right]  \tag{6.13b}\\
& \mathcal{A}_{\mathrm{H}}\left(\tau, \tau^{\prime}\right)=-\frac{1}{4 \pi}\left[\frac{\dot{U} \dot{U}^{\prime}}{\left(U-U^{\prime}-\mathrm{i} \epsilon\right)^{2}}+\frac{\dot{V} \dot{V}^{\prime}}{\left(V-V^{\prime}-\mathrm{i} \epsilon\right)^{2}}\right], \tag{6.13c}
\end{align*}
$$

where we used the shorthand $\mathcal{A}_{\alpha}\left(\tau, \tau^{\prime}\right) \equiv \mathcal{A}_{\alpha}\left(\mathrm{x}(\tau), \mathrm{x}^{\prime}\left(\tau^{\prime}\right)\right), \dot{y} \equiv \partial_{\tau}[y(\tau)]$, and $\dot{y}^{\prime} \equiv \partial_{\tau^{\prime}}\left[y\left(\tau^{\prime}\right)\right]$. We stress that in general $\tau$ and $\tau^{\prime}$ in the derivative coupling Wightman functions are proper times associated with distinct trajectories $\mathrm{x}(\tau)$ and $\mathrm{x}^{\prime}\left(\tau^{\prime}\right)$; thus in general $\mathrm{d} \tau / \mathrm{d} \tau^{\prime} \neq 1$ due to relative gravitational and kinematic redshifts of the two trajectories. For the rest of this chapter we will refer to $\mathcal{A}_{\alpha}\left(\tau, \tau^{\prime}\right) \equiv \mathcal{A}_{\alpha}\left(\mathrm{x}(\tau), \mathrm{x}^{\prime}\left(\tau^{\prime}\right)\right)$ in Eqs. (6.13a)-(6.13c) as the Wightman functions, and not the original Wightman functions (6.11a)-(6.11c).

Let us comment on the choice of coordinate systems. The coordinate system $x^{\mu}$ is chosen in such a way that it specifies the coordinates of two detectors. In (1+1)-dimensional Schwarzschild spacetime, such a coordinate system could be the Schwarzschild, EddingtonFinkelstein, Kruskal-Szekeres, PG coordinate systems, etc. For the two static detectors
case considered in [43], any one of the coordinate systems above can be used. However, this is not true when one of the detectors is free-falling and enters the black hole; Schwarzschild coordinates cannot be used since it prevents us from analyzing the horizon-crossing moment. For this purpose, the coordinate system adapted to free-falling observers will be the simplest for our purposes both conceptually and numerically. The calculations of the geodesic equation for the free-falling trajectories in terms of the double null coordinates are given in Appendix C.1.

In what follows, we will employ the PG coordinate system to examine the harvesting protocol, that is, the time parameter $t$ used in (2.39) will be $t_{\mathrm{PG}}$, and so the Heaviside step functions in (2.44) become

$$
\begin{equation*}
\Theta\left(t_{\mathrm{PG}}\left(\tau_{\mathrm{A}}\right)-t_{\mathrm{PG}}\left(\tau_{\mathrm{B}}\right)\right), \Theta\left(t_{\mathrm{PG}}\left(\tau_{\mathrm{B}}\right)-t_{\mathrm{PG}}\left(\tau_{\mathrm{A}}\right)\right) . \tag{6.14}
\end{equation*}
$$

This choice is possible since the time-ordering is preserved when the detectors have negligible spatial extent [68].

### 6.2 Correlations harvested from Schwarzschild spacetime

In this section, we present our main results for entanglement and quantum mutual correlation harvesting for various parameter choices and detector trajectories. We define $d\left(r_{i}, r_{j}\right)$ to be the proper distance between two coordinate radii $r_{i}, r_{j}$, and write $d_{\mathrm{AB}}:=d\left(r_{\mathrm{A}}, r_{\mathrm{B}}\right)$ for the proper separation between two detectors A and B.

It is clear that for two static detectors, the proper distance $d_{\mathrm{AB}}$ is unambiguous, but for free-falling detectors the proper distance between them changes with time. Therefore, there is a need to find some sort of effective proper distance that works for free-falling scenarios. For this purpose, we use the locations of the peaks of Alice and Bob's Gaussian switching functions, that is, we employ Gaussian switching functions

$$
\begin{equation*}
\chi_{j}\left(\tau_{j}\right)=\exp \left[-\frac{\left(\tau_{j}-\tau_{j, 0}\right)^{2}}{\sigma^{2}}\right], \tag{6.15}
\end{equation*}
$$

where $\tau_{j, 0}$ is the peak proper time of the Gaussian, and use $\tau_{\mathrm{A}, 0}$ and $\tau_{\mathrm{B}, 0}$ as reference points as follows.
(a) If Alice and Bob are static as depicted in Fig. 6.2(a) (we will call this the SS scenario), we take $d_{\mathrm{AB}}$ to be measured when both peaks are at some constant- $t_{\mathrm{PG}}$ slice. Since


Figure 6.2: Penrose diagrams for three cases: (a) SS, (b) FS, and (c) FF.
both are static, their separation $d_{\mathrm{AB}}$ computed this way is also valid even if the switching peaks are translated along their respective trajectories.
(b) If Alice is free-falling and Bob is static [Fig. 6.2(b)] (we will call this the FS scenario), we take $d_{\mathrm{AB}}$ to be measured with respect to the peaks of their Gaussian switching, thus effectively locating Alice at $r_{\mathrm{A}}=r\left(\tau_{\mathrm{A}, 0}\right)$ and Bob at some fixed $r_{\mathrm{B}}$. We stress that both detector trajectories are parametrized by different proper times due to gravitational redshift, i.e., $\mathrm{d} \tau_{\mathrm{A}} / \mathrm{d} \tau_{\mathrm{B}} \neq 1$.
(c) If both detectors are free-falling from infinity [Fig. 6.2(c)] (we will call this the FF scenario) initially at rest, then the proper distance is given by $d_{\mathrm{AB}}=\mid r\left(\tau_{\mathrm{A}, 0}\right)-$ $r\left(\tau_{\mathrm{A}, 0}+\right.$ const. $) \mid$ with the constant to be determined. This is because in this case both detector trajectories can be parametrized by the same proper time and hence the proper distance is completely controlled by the difference $\tau_{\mathrm{B}, 0}-\tau_{\mathrm{A}, 0}=$ constant.

We will compute all quantities in units of the switching width $\sigma$ as before. Concurrence and quantum mutual information were evaluated as $\mathcal{C}_{\mathrm{AB}} / \tilde{\lambda}^{2}$ and $I_{\mathrm{AB}} / \tilde{\lambda}^{2}$ in Ch. 4 , where $\tilde{\lambda}$ is the unitless coupling constant given by $\tilde{\lambda}:=\lambda \sigma^{(n-3) / 2}$ for linear coupling $\sim \hat{m}_{j} \otimes \hat{\phi}$ in $(n+1)$-dimensional spacetime. For the derivative coupling, this becomes $\tilde{\lambda}:=\lambda \sigma^{(n-1) / 2}$, and so in $(1+1)$ dimensions, this gives $\tilde{\lambda}=\lambda$ (i.e., $\lambda$ is already dimensionless) but we will use $\tilde{\lambda}$ in this section to remind ourselves that the coupling strength of the (derivative) UDW model is dimension dependent.

Unlike in the BTZ spacetime case, the numerical calculations in Schwarzschild spacetime are more involved since the double integrals in (2.44) cannot be simplified to single integrals. For this reason, we use the technique involving numerical contour integration outlined in [43], with a modification for the evaluation of the non-local term $X_{\mathrm{AB}}$ in (2.44):
the free-falling trajectory introduces some numerical instability that makes it difficult to work with the Heaviside step function directly. Consequently, the computation is done by approximating the step function using a smooth analytic function: for our purposes we use the fact that

$$
\begin{equation*}
\Theta(z)=\lim _{k \rightarrow \infty}\left(\frac{1}{2}+\frac{1}{2} \tanh k z\right) \tag{6.16}
\end{equation*}
$$

and define an approximate step function ${ }^{2}$ to be

$$
\begin{equation*}
\Theta_{k}(z):=\frac{1}{2}+\frac{1}{2} \tanh k z \tag{6.17}
\end{equation*}
$$

where $k$ is fixed but sufficiently large. The choice of $k$ will in fact be dependent on the choice of the contour size (i.e. the value of $\epsilon$ in the $\mathrm{i} \epsilon$ prescription), which for generic situations requires small $\epsilon$ for large $k$.

### 6.2.1 Free-falling Alice, static Bob (FS)

In Fig. 6.3 we plot the concurrence and quantum mutual information as functions of Alice's proper distance from the horizon, $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma$, at the exterior of the black hole for both Unruh and Hartle-Hawking vacuum states and we compare the free-falling-static (FS) and static-static (SS) scenarios.

We observe that the SS scenario has a larger concurrence than the FS scenario, and this is true even when both detectors are far from the black hole. The entanglement shadow near the horizon is wider for the FS case, whereas for the SS case the shadow is much smaller in comparison [see inset in Fig. 6.3(a)]. The generic result here is that when one detector is free-falling, the bipartite entanglement harvesting is less potent than the static case. We will revisit this issue later in order to see to what extent this can be explained by relative velocities between the two detectors. We remark that the results for the SS case differ somewhat from those a previous study of harvesting in a $(1+1)$-dimensional collapsing shell spacetime [43] because the protocols are implemented slightly differently; here the switching peaks of the detectors are turned on at the same constant $t_{\mathrm{PG}}$ slices, while in [43] the detectors are turned on at the same constant proper time $\tau_{0}$ (in their own
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Figure 6.3: Concurrence and mutual information are plotted as a function of the effective proper distance of Alice from the horizon for both the SS and FS scenarios. Here we chose $\Omega \sigma=2, M / \sigma=5, d_{\mathrm{AB}} / \sigma=2$. (a) Concurrence near the horizon, where $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in$ $[0.001,1]$. (b) Concurrence further away from the horizon at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[1,100]$ with the inset covering very far regime $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in\left[10^{5}, 10^{5}+1\right]$. (c) Quantum mutual information near the horizon, where $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[0.001,1]$. (d) Mutual information further away from the horizon at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[1,100]$.
frames). The relative redshift factor is markedly different, and hence the entanglement shadow size is different [very small in Fig. 6.3(a) inset].

However, for quantum mutual information harvesting, notably the FS scenario can outperform the SS case very near to the horizon, as we show in Fig. 6.3(c). The overall behavior for mutual information harvesting is similar to concurrence in that the FS case is less efficient in extracting correlations from the field, although there is non-zero mutual information in general. This behavior is consistent with the results presented in Ch. 4, where the harvested quantum mutual information does not have a shadow.

Next, we consider how the harvesting protocol depends on the black hole masses, as we show in Fig. 6.4. In general, we see that the smaller mass black holes allow for better harvesting efficiency for both concurrence and mutual information. However, due to non-trivial roles of curvature and communication between two detectors, the variation of concurrence and mutual information as we vary detector distances from the horizon is generally not monotonic. This is especially so for mutual information, where we see that sufficiently far from the horizon, the behavior flips and detectors harvest mutual information less for smaller masses; we verified at large distances [see inset of Fig. 6.4(d)] that the curves flip again, and we again obtain the result that larger mass leads to less correlation harvested.

A natural question that arises is to what extent the results obtained thus far depend only on the kinematic properties of the detectors (i.e., their velocities) and how much of it comes from the intrinsic properties of the background spacetime (i.e., the curvature). As it turns out, the UDW formalism is not very sensitive to spacetime curvature and much of the results here can be simulated using the corresponding flat space result, at least in the exterior geometry of the black hole sufficiently distant from the horizon. In order to better understand this kinematical aspect of the harvesting protocol, we will consider concurrence and mutual information for the Boulware vacuum and compare the results with the Minkowski vacuum analog. ${ }^{3}$

For this comparison to work, we will use the notion of intrinsic relative velocities in general relativity. The idea is that since in curved spacetimes $(\mathcal{M}, g)$ the connection is not flat, one cannot compare vectors belonging to tangent spaces at different points directly. Consequently, in the presence of curvature, one cannot naïvely compute relative velocities between two observers at two different events $p, q \in \mathcal{M}$ because a vector $u^{a}$ in $T_{p} \mathcal{M}$ is not a priori related to vectors in $T_{q} \mathcal{M}$. However, for spacetimes with well-defined spacelike foliations, one can generalize the notion of relative velocities by making use of
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Figure 6.4: Concurrence and mutual information are plotted for various black hole masses in both the FS and SS scenarios as a function of Alice's proper distance from the horizon. As a benchmark, we use the Unruh vacuum and we consider three different masses $M / \sigma=$ $5,10,20$. We fix the other parameters as $\Omega \sigma=2, d_{\mathrm{AB}} / \sigma=2$. (a) Concurrence near the horizon at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[0.001,1]$. We see that the FS case vanishes close to the horizon. (b) Concurrence further away at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[1,100]$. The entanglement shadow in the SS case increases with increasing $M$ [43]. (c) Mutual information near the horizon at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[0.001,1]$. (d) Mutual information further away at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \in[1,100]$.
the generalized version of spacelike simultaneity in flat space. Such a relative velocity is called the kinematic relative velocity (KRV), which is described in Appendix C.2.

For Schwarzschild geometry, the notion of KRV boils down to a simple formula in terms of the metric function $f(r)$. If Alice and Bob are both static observers at fixed radii, the KRV is zero. For the FS scenario where Alice is free-falling from infinity, her KRV relative to Bob is given by [126]

$$
\begin{equation*}
\left.V_{\mathrm{A}, \mathrm{kin}}\right|_{\mathrm{B}}=-\left.f\left(r_{\mathrm{B}}\right) \sqrt{1-\frac{f\left(r_{\mathrm{A}}\right)^{2}}{E^{2}}} \frac{\partial}{\partial r}\right|_{\mathrm{B}} \tag{6.18}
\end{equation*}
$$

where $E=\sqrt{1-2 M / r_{0}}$ and $r_{0}$ is the initial radius of the free-falling trajectory at rest [127]. In our FS scenario, we have $r_{0} \rightarrow \infty$ so that $E=1$ and the magnitude of the KRV is given simply $V_{\mathrm{AB}}:=\left|V_{\mathrm{A}, \text { kin }}\right|=f\left(r_{\mathrm{B}}\right) \sqrt{1-f\left(r_{\mathrm{A}}\right)^{2}}$. Note that $V_{\mathrm{AB}}$ depends on $\tau_{\mathrm{A}}$ since a free-falling detector has non-zero proper acceleration; in this case, Alice's proper acceleration can be shown to be [see Eq. (C.3) in Appendix C.1]

$$
\begin{equation*}
a\left(\tau_{\mathrm{A}}\right):=\sqrt{a_{\mu} a^{\mu}}=-\frac{M}{r\left(\tau_{\mathrm{A}}\right)^{2}} . \tag{6.19}
\end{equation*}
$$

If the detectors are far enough from the black hole and/or the support of the Gaussian is sufficiently small, then the variation of Alice's radial velocity across the Gaussian support can be considered approximately constant, equal to the value at Alice's Gaussian peak. In this case, the KRV is given approximately by $V_{\mathrm{AB}, 0}:=f\left(r_{\mathrm{B}}\right) \sqrt{1-f\left(r\left(\tau_{\mathrm{A}, 0}\right)\right)^{2}}$ where $\tau_{\mathrm{A}, 0}$ is the Gaussian peak of Alice. We can then compare the concurrence and mutual information of the corresponding scenario in Minkowski space where Alice has relative velocity $V_{\mathrm{AB}}$ with respect to Bob for the same derivative coupling UDW model. ${ }^{4}$

We compare the concurrence and mutual information in the FS scenario in the Boulware vacuum against the corresponding Minkowski vacuum scenario with the same constant relative velocity $V_{\mathrm{AB}, 0}$ in Fig. 6.5. The flat space version (shown in orange in Fig. 6.5) corresponds to Bob at rest in an inertial frame and Alice boosted away from Bob, with $d_{\mathrm{AB}} / \sigma=2$ measured from the peaks of both Gaussian switching functions. The relevant scale is given by $a\left(\tau_{\mathrm{A}, 0}\right) \sigma \approx 10^{-5} \ll 1$ (thus the constant velocity approximation is valid across the Gaussian support) and $V_{\mathrm{AB}, 0} \lesssim 0.08$ which is almost in the relativistic regime. Observe that for this setup, most of the correlations at $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma \sim 300-500$ can be accounted for by the correct relative velocity alone (hence purely kinematic). Therefore, the
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Figure 6.5: Concurrence and mutual information for the FS scenario are plotted for the Boulware vacuum and compared to the KRV in the Minkowski vacuum. $\Omega \sigma=$ $2, M / \sigma=1, d_{\mathrm{AB}} / \sigma=2$, and stationary and boosted inertial detectors in (1+1)-dimensional Minkowski spacetime with $\Omega \sigma=2, d_{\mathrm{AB}} / \sigma=2$.
relative motion between the detectors (measured by KRV) is the most relevant physics that explains why correlations in the FS scenario are consistently lower than the SS counterpart in Figs. 6.3 and 6.4. At distances much farther than $500 \sigma$, the concurrence and mutual information harvesting are practically indistinguishable from flat space. As we approach the horizon the correlation harvested will start to be different for fixed $\sigma$ as more nonuniformity in the accelerated motion is captured by the Gaussian support.

We remark that this does not mean the effect of the gravitational field is absent from the harvesting protocol; in fact, our analysis based on the kinematic relative velocity is a manifestation of local flatness and the equivalence principle, since a small enough Gaussian support is equivalent to looking at a small enough region of spacetime (the detector is already pointlike). The fact that the black hole is present will be manifest in other ways: for instance, insofar as Alice cannot signal to detectors near future null infinity $\mathscr{I}^{+}$once Alice falls into the black hole, or that Alice will hit the singularity in finite proper time. Also, by putting Bob in a static trajectory such that the switching peak is sufficiently near future timelike infinity $i^{+}$while Alice is inside the black hole, it is guaranteed that any correlation harvested is from the Hadamard contribution since they are both causally disconnected by the future horizon $\mathcal{H}^{+}$. In [43] it was shown how the signaling estimator for static detectors is already generally non-trivial in some finite region in the exterior: since the field commutator is state-independent, the non-trivial signaling is gravitational
in nature as the classical solutions to the Klein-Gordon equation depend on curvature (reflected by the non-trivial wave operator $\nabla_{\mu} \nabla^{\mu}$ ).

### 6.2.2 Dependence of harvesting with signaling between detectors

Our analysis so far has been focused on the detector trajectories, regardless of whether the detectors harvest correlations purely from the vacuum or potentially assisted by communication. We would like to understand to what extent the harvesting protocol in this particular setup is assisted by communication between the detectors mediated by the quantum field.

Although a direct way of showing how much of the harvested correlation comes from the quantum field is to decompose the matrix elements $X_{\mathrm{AB}}$ and $C_{\mathrm{AB}}$ into the Hadamard and Pauli-Jordan contributions as done in [30], it could be tedious to do this in a generic curved spacetime. Here, we instead employ a measure of how causally disconnected the two detectors are: the signaling estimator $\mathcal{E}$ [81, 43]. We take the signaling estimator to $b e^{5}$

$$
\begin{equation*}
\mathcal{E}:=\frac{\lambda^{2}}{2} \operatorname{Im}\left(\int_{-\infty}^{\infty} \mathrm{d} \tau_{\mathrm{A}} \int_{-\infty}^{\infty} \mathrm{d} \tau_{\mathrm{B}} \chi\left(\tau_{\mathrm{A}}\right) \chi\left(\tau_{\mathrm{B}}\right)\langle 0|\left[\partial_{\tau_{\mathrm{A}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right), \partial_{\tau_{\mathrm{B}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)\right]|0\rangle\right) . \tag{6.20}
\end{equation*}
$$

We have removed the subscript $\alpha$ from the vacuum state since the field commutators are state-independent. This estimator is useful for the following reason: due to finite switching times for both detectors, it is classically challenging to determine if Alice is in the causal complement of Bob or not since it will require non-trivial ray tracing for the entire spatiotemporal support of both detectors, even if the detectors are pointlike. This provides us with a relatively cheap measure of how spacelike/timelike two detectors are; the main drawback is that it does not allow us to clearly quantify how much of the correlations harvested are due to communication-assisted contributions and how much are coming from the pre-existent entanglement in the field as done in [30].

A cautionary note is in order here. The signaling estimator is crude insofar as it is not quite an entanglement monotone; this will become apparent in what follows. Thus non-zero $\mathcal{E}$ can only indicate that some of the concurrence is due to the field-mediated communication channel between Alice and Bob. Conversely, if two detectors are causally disconnected then $\mathcal{E}$ is guaranteed to be zero. Likewise, small $\mathcal{E}$ is indicative that most of the harvested entanglement is not due to a communication channel. The sign of $\mathcal{E}$ is

[^13]secondary ${ }^{6}$ and in what follows we shall plot $|\mathcal{E}|$ whenever it is conceptually clearer to do so.

Note that the signaling estimator $\mathcal{E}$ is in terms of the commutator of the proper time derivative of the field along the two detectors' trajectories instead of the field commutator $\left[\hat{\phi}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right), \hat{\phi}\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)\right]$. This is because, for the derivative-coupling UDW model, one can show that the leading order correction ${ }^{7}$ to Bob's density matrix $\rho_{\mathrm{B}}^{(2)}:=\operatorname{Tr}_{\mathrm{A}} \rho_{\mathrm{AB}}^{(2)}$ due to Alice's detector depends only on the commutator $\left[\partial_{\tau_{\mathrm{A}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right), \partial_{\tau_{\mathrm{B}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)\right]$. The calculation proceeds analogously up to Eq. (24) in [81]. Furthermore, since the signaling component depends on proper time derivatives, it means that the communication contribution of the harvesting protocol mimics the $(3+1)$-dimensional setting, in that the commutator only has support on the light cone. Therefore, communication mediated by the massless scalar field will only occur if the supports of the switching functions of Bob's detector overlap with the lightlike boundary of Alice's causal past/future and vice versa. This means that they only can communicate via the scalar field if the support of the Gaussian of one detector intersects the causal past/future of the other detector.

Finally, we remark that the Gaussian switching can be effectively taken to have compact support despite the infinite exponential tails. We define strong support to be the interval $\left[-5 \sigma+\tau_{j, 0}, 5 \sigma+\tau_{j, 0}\right]$, where $\tau_{j, 0}$ are the Gaussian peaks defined in each detector's rest frame. The switching function $\chi\left(\tau_{j}\right)$ can be taken to be negligible outside of this interval. This sort of strong support approximation has been shown to be reasonable for detector-field interaction studies [81, 43].

To this end, we consider the signaling estimator for Alice and Bob's trajectories, as shown in Fig. 6.6. The orange lines in 6.6(a) represent the light rays that can reach or emanate from the endpoints of Alice's Gaussian support, indicating the region along Bob's trajectory at which Bob can send or receive signals from Alice. We divide the regions along Bob's trajectory into four parts, shown in Fig. 6.6. Regions (i) and (iii) do not allow signaling between both detectors: this is expected from the fact that the commutator of $\partial_{\tau_{\mathrm{A}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{A}}\right)$ and $\partial_{\tau_{\mathrm{B}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{B}}\right)$ has support only on the lightlike region. Region (ii) is where Bob can signal to Alice when the Gaussian support of Bob's detector intersects the orange lines, whereas region (iv) is where Alice can signal to Bob. Notice that region (iv) is wider than region (ii).

For a given choice of Alice and Bob's detector parameters, the signaling region between Alice and Bob mediated by the detector-field interaction can be quantified by a single parameter $\delta$ and the PG coordinates. As depicted in Fig. 6.6(a), we first find the constant
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Figure 6.6: (a) Penrose diagram of the schematics of Alice (red) and Bob's (blue) positions, and (b) the corresponding signaling estimator between Alice and Bob as a function of the "time-delay" parameter, $\delta / \sigma$, for the FS scenario. Here we choose $M / \sigma=5, d_{\mathrm{AB}} / \sigma=5$ and $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma=1$. The red and blue stripes in (a) denote the strong support of Alice's and Bob's Gaussian switching, and the orange lines in denote the light rays that emanate or arrive at the endpoints of Alice's strong support.
$t_{\mathrm{PG}}$ slice that crosses Alice's Gaussian peak $\tau_{\mathrm{A}, 0}$. This is simply given by $t_{\mathrm{PG}}=\tau_{\mathrm{A}, 0}$. Bob is stationary at the radial coordinate ${ }^{8} r_{\mathrm{B}}=r_{\mathrm{h}}+d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right)+d_{\mathrm{AB}}$ and we suppose that Bob has the freedom to decide when to switch the detector on (for fixed width $\sigma$ ). The parameter $\delta$ gives a measure of time delay of Bob's switching away from the $t_{\mathrm{PG}}=\tau_{\mathrm{A}, 0}$ line (the constant $-t_{\mathrm{PG}}$ slice that matches Alice's Gaussian peak) and it is given by

$$
\begin{equation*}
\delta:=\tau_{\mathrm{B}, 0}-\sqrt{f\left(r_{\mathrm{B}}\right)}\left(\tau_{\mathrm{A}, 0}-2 r_{\mathrm{h}} \sqrt{\frac{r_{\mathrm{B}}}{r_{\mathrm{h}}}}-r_{\mathrm{h}} \ln \frac{\sqrt{r_{\mathrm{B}} / r_{\mathrm{h}}}-1}{\sqrt{r_{\mathrm{B}} / r_{\mathrm{h}}}+1}\right) . \tag{6.21}
\end{equation*}
$$

Note that $\delta>0$ if the Gaussian peak $\tau_{\mathrm{B}, 0}$ is located in the future of the constant $t_{\mathrm{PG}}=\tau_{\mathrm{A}, 0}$ line.

The signaling estimator between the two detectors as a function of $\delta / \sigma$ is given in Fig. 6.6(b); we see that it is not an entanglement monotone, as expected. By comparing

[^15]

Figure 6.7: Concurrence and signaling estimator as a function of proper distance from the horizon for FS scenario. Left: $\Omega \sigma=2, M / \sigma=5, d_{\mathrm{AB}} / \sigma=2$, as done in Fig. 6.3. Right: $M / \sigma=5, \Omega \sigma=5, d_{\mathrm{AB}} / \sigma=5$ (larger distance between two detectors). Here we chose $\delta / \sigma=1$ so that two detectors cannot communicate at large $d\left(r_{\mathrm{A}}, r_{\mathrm{h}}\right) / \sigma$. In these cases, $\mathcal{E}>0$.
with Fig. 6.6(a), we see that as $\delta$ varies from regions (i)-(iv), the communication between Alice and Bob can be precisely captured using the signaling estimator $\mathcal{E}$ (or rather the absolute value $|\mathcal{E}|$ ). Indeed the signaling estimator $|\mathcal{E}|$ is very sharp and narrow in region (ii) because the support of Bob's Gaussian switching crosses the small region where Bob can send signals to Alice via the field. Region (iv), where Bob can receive signals from Alice, is very wide compared to (ii), and this is manifest in $|\mathcal{E}| \neq 0$ for a wide range of $\delta$. Regions (i) and (iii) have vanishing $|\mathcal{E}|$ because Bob is outside the signaling region. In region (v) $\delta$ is large enough that Bob is again causally disconnected from Alice.

We can now clarify whether the harvesting protocol we studied earlier is communicationassisted or not. By computing the signaling estimator for the results in Fig. 6.3, we conclude that indeed the harvesting protocol is communication-assisted because $|\mathcal{E}| \neq 0$, as we show in the left plot of Fig. 6.7. In the language of Fig. 6.6, this also means that for $d_{\mathrm{AB}} / \sigma=2$, region (iii) is so small that it cannot completely contain the Gaussian support of Bob; hence the commutator cannot vanish as $\delta / \sigma$ increases from (ii) to (iv).

In view of this, we can ask whether the protocol still allows for entanglement harvesting with free-falling Alice when Bob is causally disconnected from Alice; the answer is yes, as we show in the right plot of Fig. 6.7. In this case, we have chosen the setup parameters and manipulated the time-delay parameter $\delta / \sigma$ such that the detectors are causally discon-


Figure 6.8: Schematics of the FS scenario when Alice's strong support is completely contained in the black hole interior. Here we chose $\Omega \sigma=2, M / \sigma=10, d\left(r_{\mathrm{A}}, 0\right) / \sigma=14$, and $d\left(r_{\mathrm{B}}, r_{\mathrm{h}}\right) / \sigma=7$. Alice turns her detector on after she enters the black hole while Bob is staying outside. For this choice of parameters, mutual information harvested between the causally disconnected detectors is still manifestly non-zero, although the concurrence is zero in this case.
nected. Indeed, we see that the two detectors can still have non-zero concurrence without communication, indicating that the harvested entanglement is a genuine entanglement. Conversely, from the left diagram in Fig. 6.7, we also see that communication does not necessarily assist entanglement harvesting.

Last but not least, we consider the final FS scenario when Alice's Gaussian support is completely contained inside the black hole, as shown in Fig. 6.8(a). Here the crucial point is that Alice can never send a signal to Bob because her causal future is completely contained in the black hole interior, although there are values of $\delta<0$ where Bob can still signal to Alice. The black hole mass needs to be large enough relative to the Gaussian width for Alice's strong support to fit inside. An example that fits such a requirement is given by $\Omega \sigma=2, M / \sigma=10, d\left(r_{\mathrm{A}}, 0\right) / \sigma=14$, and $d\left(r_{\mathrm{B}}, r_{\mathrm{h}}\right) / \sigma=7$. For this choice, the concurrence is zero but the quantum mutual information is still non-zero, as seen from Fig. 6.8(b).

One may ask if two detectors causally disconnected by a horizon can harvest entanglement. Although we do not have an answer to this question, we provide an intuition
in the following. For two detectors at rest in Minkowski vacuum, it was shown [49, 28] that, for any detector separation $L$, there exists a minimum energy gap $\Omega_{\min }$ such that $\left|X_{\mathrm{AB}}\right|-\sqrt{P_{\mathrm{A}} P_{\mathrm{B}}}>0$ for $\Omega \geq \Omega_{\text {min }}$ for a Gaussian switching. However, if the detectors are immersed in a thermal bath caused by the Gibbons-Hawking effect [49] or the Unruh effect [128], the statement above about the detectors at rest does not hold; The detectors cannot be entangled if their separation $L$ is large enough, no matter how large $\Omega$ is. Unfortunately, due to the highly oscillatory phase in the non-local matrix element $X_{\mathrm{AB}}$, we are unable to plot the results for $\Omega \sigma \gtrsim 4.6$. Since the detector static outside of the black hole experiences the Hawking effect, it could be possible that the detectors in the FS scenario cannot extract entanglement. This argument differs from the paper [44] on which this chapter is based.

In Fig. 6.8, the quantum mutual information harvested decreases with increasing $\delta / \sigma$. Thus it seems that the harvesting protocol depends on how late Bob's detector is turned on even though the proper separation between the two detectors is the same. This can be traced to the fact that while the Wightman functions are stationary with respect to coordinate $t$ (Schwarzschild or PG), it is not stationary with respect to the respective proper times $\tau_{\mathrm{A}}$ and $\tau_{\mathrm{B}}$, i.e., $\mathcal{A}_{\alpha}\left(\tau_{\mathrm{A}}, \tau_{\mathrm{B}}\right) \neq \mathcal{A}_{\alpha}\left(\tau_{\mathrm{A}}-\tau_{\mathrm{B}}\right)$, since there is relative gravitational and kinematical redshift between the two trajectories. This is true even for two static detectors at two different radii and hence is also true for any FS scenarios where the two trajectories do not share the same proper time parametrization. In that sense, the harvesting protocol is sensitive to the relative proper time delay between both detectors, i.e., making one of the detectors turn on much later in the future generically decreases the mutual information and concurrence between them. ${ }^{9}$

We comment on the implementation of the harvesting protocol when Alice is inside the black hole. Strictly speaking, since Alice and Bob are causally disconnected by the horizon, there is no physical procedure for checking the entanglement by themselves. This is because neither party can collect the other party's detectors and perform state tomography of the joint system. For this particular scenario, we can follow similar principle as outlined in e.g. [49]: essentially, one has to consider a third party, say Charlie, who follows a trajectory that is contained in the causal futures of both Alice and Bob's detectors. Charlie will then collect information from both parties and perform state tomography on their behalf. Note that Charlie also needs to fall inside the black hole, since Alice's causal future is contained in the black hole interior. In contrast, when both detectors are outside, Alice and Bob
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### 6.2.3 Alice and Bob free-falling (FF)

We close the section by briefly analyzing the FF scenario, i.e. when both Alice and Bob are free-falling towards the black hole. Here, we only consider the free-falling trajectory initially at rest at spatial infinity since the adapted coordinate system is precisely the PG coordinates. Thus for this FF setup, Alice and Bob follow the same timelike trajectory but with different switching peaks. This simpler setup has the advantage that the derivativecoupling Wightman functions are expressible in relatively simple terms, since the radially infalling geodesics are relatively straightforward to implement. Note that due to the derivative coupling with the field, the support of $\left[\partial_{\tau_{\mathrm{A}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right), \partial_{\tau_{\mathrm{B}}} \hat{\phi}\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)\right]$ is lightlike. Thus being along the same timelike trajectory does not guarantee field-mediated communication between them.

As shown in Fig. 6.9(a), without loss of generality we set Bob's detector to switch on earlier than Alice's. This simulates the effect of Alice free-falling ahead of Bob. The effective proper separation $d_{\mathrm{AB}}$ between the detectors is fixed with respect to their Gaussian peaks. That is, given Alice's Gaussian peak at $\tau_{\mathrm{A}, 0}$ and a fixed proper distance $d_{\mathrm{AB}}$, we can work out at what proper time $\tau_{\mathrm{B}, 0}$ Bob's Gaussian peak should be. More explicitly, given Alice's (effective) proper distance from the horizon $d_{\mathrm{A}}:=d\left(r_{\mathrm{A}}, 0\right)$, their Gaussian peaks can be written purely in geometric terms as

$$
\begin{align*}
& \tau_{\mathrm{A}, 0}=-\frac{d_{\mathrm{A}}}{3} \sqrt{\frac{2 d_{\mathrm{A}}}{M}}  \tag{6.22}\\
& \tau_{\mathrm{B}, 0}=-\frac{d_{\mathrm{A}}+d_{\mathrm{AB}}}{3} \sqrt{\frac{2\left(d_{\mathrm{A}}+d_{\mathrm{AB}}\right)}{M}} \tag{6.23}
\end{align*}
$$

We can study the harvesting protocol in a manner analogous to the SS or FS scenarios for any choice of $d_{\mathrm{A}}$ and $d_{\mathrm{AB}}$. Fig. 6.9(b) depicts the signaling estimator and the concurrence between two freely falling detectors when $\Omega \sigma=5, M / \sigma=50, d_{\mathrm{AB}} / \sigma=5$.

We immediately notice from Fig. 6.9(b) that the previously known entanglement shadow near the horizon [41, 43] is absent; the freely falling detectors can harvest entanglement from the interior and exterior of the black hole. First, note that in the SS scenario, the closer the detectors are to the horizon, the lower the value of $\left|X_{\mathrm{AB}}\right|-\sqrt{P_{\mathrm{A}} P_{\mathrm{B}}}$ as the noise term $P_{j}$ dominates the non-local term $\left|X_{\mathrm{AB}}\right|[41,43]$. On general grounds, it can be


Figure 6.9: $\quad$ Schematics of two detectors in the FF scenario. Here we set $\Omega \sigma=5, M / \sigma=$ $50, d_{\mathrm{AB}} / \sigma=5$. (a) The Penrose diagram of freely falling detectors, with Alice infalling first towards the singularity followed by Bob. The horizontal axis is Alice's proper distance from the singularity, and the event horizon is at $r_{\mathrm{h}} / \sigma=2 M / \sigma=100$. Alice cannot signal to Bob via the coupling to the field but can receive signals from Bob when they are close to the singularity. (b) The modulus of signaling estimator $|\mathcal{E}| / \tilde{\lambda}^{2}$ (red) and the concurrence (blue) between the two free-falling observers.
shown that for fixed proper separation $d_{\mathrm{AB}},\left|X_{\mathrm{AB}}\right|$ remains finite as Alice (and hence Bob) is brought closer to the horizon (in fact vanishes in this limit), whilst $P_{\mathrm{A}}>\left|X_{\mathrm{AB}}\right|$ (for sufficiently small $d_{\mathrm{AB}}$ we have $P_{\mathrm{A}} \sim P_{\mathrm{B}}$ ). This behavior is a generic result of the fact that static detectors cannot remain static at the horizon, manifest as an infinite gravitational redshift factor. By contrast, the equivalence principle requires that free-falling observers (or detectors) experience nothing peculiar across the horizon. Free-falling detectors do not experience divergent gravitational redshift at the horizon, and so in generic FF situations the entanglement shadow is absent as both detectors cross the horizon along a radial geodesic.

Moreover, Fig. 6.9(b) shows that the amount of harvested entanglement (in blue) increases as the detectors reach the singularity. At early stages after horizon crossing, $|\mathcal{E}|$ is small and most of the entanglement harvested is from the vacuum. As the singularity is
approached, we can (using analogous ray-tracing analysis from previous subsections) see that as the singularity is approached, Bob becomes able to signal to Alice, which is manifest as increasing non-zero $|\mathcal{E}|$ (in red). Therefore, up until the point at which Alice's Gaussian tail approaches the singularity (beyond which we cannot make any conclusions at a semiclassical level), entanglement harvesting becomes increasingly communication-assisted for this particular setup.

Finally we make a comment regarding the generality of this FF scenario. There are extra complications in both analytic and numerical evaluation of the detectors' reduced density matrix if we consider generalized free-falling coordinates associated with free-falling observers initially at rest at finite radial coordinate $r_{0}$ (see [116] for the generalized coordinates adapted to different free-falling observers). This modified scenario is very useful in principle because we can minimize the effect of relative velocities of the detectors when they are very close to the black hole or even inside: our current setup necessarily requires that Alice has non-negligible (possibly relativistic) velocities that may by itself suppress the quality of the harvesting protocol. We leave this finite-radius free-falling scenario for future work.

## Chapter 7

## Conclusion

In this thesis, we investigated the influence of Unruh and Hawking effects on the correlation harvesting protocol. Previously Ref. [1] showed that two detectors at rest interacting with a thermal quantum field in Minkowski spacetime extract correlations from the field in such a way that entanglement monotonically decreases with temperature while quantum mutual information increases at the high-temperature regime (Sec. 3.2.1). In this thesis, we demonstrated that this is not the case for the thermal baths resulting from the Unruh and Hawking effects.

For uniformly accelerating Unruh-DeWitt (UDW) detectors with fixed proper separation between them, the harvested entanglement can be enhanced for some Unruh temperature $T_{\mathrm{U}}$, and vanishes at high temperatures [38] (Sec. 3.2.2). This is due to the fact that the transition probability monotonically increases with temperature, and the concurrence (a measure of entanglement) becomes 0 whenever the transition probability $P$ exceeds the non-local elements $X_{\mathrm{AB}}$ in the density matrix $\rho_{\mathrm{AB}}$ of the detectors: $\left|X_{\mathrm{AB}}\right| \leq P$. Quantum mutual information can also be enhanced for some $T_{\mathrm{U}}$ and decreases with higher temperatures, but it asymptotes to 0 at $T_{\mathrm{U}} \rightarrow \infty$, instead of suddenly vanishing. Therefore, high (but finite) Unruh temperatures prevent the detectors from extracting entanglement and other types of correlations such as classical and non-distillable entanglement in the $T_{\mathrm{U}} \rightarrow \infty$ limit.

We then examined the harvesting protocol in black hole spacetimes. In Ch. 4, detectors in Bañados-Teitelboim-Zanelli (BTZ) black hole spacetime were considered. The quantum field is in the Hartle-Hawking vacuum, which gives a thermal equilibrium of Hawking radiation. In Ref. [41], the harvested entanglement between two static detectors hovering outside of the black hole was shown to vanish when one of the detectors are close enough to
the event horizon. They claimed that this is caused by the high black hole temperature and gravitational redshift. Here, we wrote the concurrence and quantum mutual information in terms of the local temperature $T$ and the gravitational redshift $\gamma$ of the detector closest to the horizon and showed that the high temperature is responsible for the "death" of correlation near the horizon. To be more precise, at finite but high temperatures, entanglement can no longer be harvested while the extraction of mutual information is prohibited only in the limit $T \rightarrow \infty$, just as in the case of accelerating detectors.

The influence of black hole temperature on tripartite entanglement was also investigated in Ch. 5. Unlike bipartite entanglement, tripartite entanglement has a rich structure consisting of four classes of entanglement: Greenberger-Horne-Zeilinger (GHZ), W, biseparable, and fully separable states. It is of interest that which states can be generated from the field. We found that tripartite entanglement is less affected by high black hole temperature compared to bipartite entanglement. This leads us to the case where the $\pi$-tangle (a measure of tripartite entanglement) is non-zero while all the bipartite entanglement is vanishing. Hence, we claimed that such tripartite entanglement is of GHZ type.

We make two remarks here. First, the $\pi$-tangle is a measure of tripartite entanglement for pure states, while our final density matrix is mixed. One has to appropriately optimize the $\pi$-tangle in order to apply it to mixed states, though a concrete procedure for such an optimization is not known as far as we know. However, the $\pi$-tangle we used in this thesis is the lower bound of the optimized $\pi$-tangle; thereby whenever the $\pi$-tangle is positive, it is guaranteed that the optimized one is also positive. Nevertheless, such optimization is required for a thorough investigation of tripartite entanglement harvesting. Second, it is questionable that we are actually "harvesting" tripartite entanglement from the field since the three-point correlation function, $\langle 0| \hat{\phi}\left(\mathrm{x}_{1}\right) \hat{\phi}\left(\mathrm{x}_{2}\right) \hat{\phi}\left(\mathrm{x}_{3}\right)|0\rangle$ is zero in the free theory. This means that our tripartite entanglement is not coming from the tripartite correlations in the field, but rather, it is from the two-point correlation function. In this sense, it is appropriate to call it "tripartite entanglement generation."

Finally, we considered two detectors in $(1+1)$-dimensional Schwarzschild spacetime in Ch. 6 and investigated the scenario where thermal equilibrium does not exist. This is implemented by introducing the Unruh vacuum, which is a mixture of the Hartle-Hawking and Boulware vacua, and by letting the detectors free-fall into the black hole. Along with [43] we found that the detectors in the Unruh vacuum behave similarly to the Hartle-Hawking vacuum case. If one of the detectors free-falls into the black hole, the entanglement shadow (the region in which detectors are prohibited to extract entanglement) becomes wider. In fact, the harvested entanglement by the free-faller and the static detector is always less than the entanglement extracted by two static detectors. This is counter-intuitive since a freely falling detector will see relatively lower temperatures near the horizon compared
to the static detectors. We revealed that the downgrade of the ability of entanglement harvesting by the free-faller is caused by the kinematic properties of UDW detectors; The Doppler redshift due to the relative velocity between the detectors will degrade the entanglement. Nevertheless, the quantum mutual information remains non-zero even when the free-faller crosses the horizon, which indicates that the absence of infinite temperature for the freely falling observer saves the correlation. We also looked at two freely falling detectors. Due to the absence of infinite temperature for both detectors, they manage to extract correlations without a problem.

We comment on entanglement harvesting in the Boulware vacuum in [43]. The Boulware vacuum is associated with the positive frequency mode with respect to $\partial_{t_{\mathrm{s}}}$, where $t_{\mathrm{s}}$ is the Schwarzschild time. As a result, the black hole temperature is zero and in fact, the Boulware vacuum is identical to the Minkowski vacuum at spatial infinity. In Ref. [43], it was observed that the entanglement shadow is still present near the event horizon even in the Boulware vacuum. This observation appears to conflict with our claim that the shadow is a result of the high black hole temperature. However, we argue that the entanglement shadow manifest in the Boulware vacuum is a mere result of non-zero transition probability, which is a consequence of the interaction duration being finite. This phenomenon is also observed in the Minkowski vacuum. By extending the interaction duration, the transition probability can be reduced (indeed, for a detector with an infinitely long interaction time, the transition probability becomes zero). See [129] in the context of transition rate in $(3+1)$-dimensional Schwarzschild spacetime. Hence, if the interaction duration is long enough, the detectors can harvest entanglement from the field (in the Boulware vacuum) arbitrarily close to the event horizon.

We close this thesis by discussing potential avenues for future research. It is still unclear how to classify the tripartite entanglement generated among the detectors from the field. As mentioned above, this issue is due to the lack of a tripartite entanglement measure that can be properly applied to mixed states. It is, therefore, crucial to find such a measure (or a witness) for a three-qubit system. One can also think about the experimental realization of entanglement harvesting. In particular, it may be possible to verify the influence of the Unruh effect on harvested correlations from a Bose-Einstein condensate [130, 131, 132]. However, the entanglement harvesting protocol in this setup remains largely unexplored.
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## APPENDICES

## Appendix A

## Elements in the density matrix

Here, we derive the density matrix (2.43). Let us begin with $\rho_{\text {tot }}$ given by (2.42). The final density matrix for two detectors, $\rho_{\mathrm{AB}}$ is obtained by tracing out the field part:

$$
\begin{align*}
\rho_{\mathrm{AB}} & =\operatorname{Tr}_{\phi}\left[\rho_{\mathrm{tot}}\right] \\
& =\operatorname{Tr}_{\phi}\left[\rho_{0}\right]+\operatorname{Tr}_{\phi}\left[\rho^{(1,1)}\right]+\operatorname{Tr}_{\phi}\left[\rho^{(2,0)}\right]+\operatorname{Tr}_{\phi}\left[\rho^{(0,2)}\right]+\mathcal{O}\left(\lambda^{4}\right)  \tag{A.1}\\
& =\rho_{\mathrm{AB}, 0}+\operatorname{Tr}_{\phi}\left[\rho^{(1,1)}\right]+\operatorname{Tr}_{\phi}\left[\rho^{(2,0)}\right]+\operatorname{Tr}_{\phi}\left[\rho^{(0,2)}\right]+\mathcal{O}\left(\lambda^{4}\right), \tag{A.2}
\end{align*}
$$

where $\rho_{\mathrm{AB}, 0}=\left|g_{\mathrm{A}}\right\rangle\left\langle g_{\mathrm{A}}\right| \otimes\left|g_{\mathrm{B}}\right\rangle\left\langle g_{\mathrm{B}}\right|$.
$\operatorname{Tr}_{\phi}\left[\rho^{(1,1)}\right]$ term:

$$
\begin{align*}
\operatorname{Tr}_{\phi}\left[\rho^{(1,1)}\right]= & \operatorname{Tr}_{\phi}\left[\hat{U}^{(1)} \rho_{0} \hat{U}^{(1) \dagger}\right] \\
= & \operatorname{Tr}_{\phi}\left[\int_{\mathbb{R}} \mathrm{d} t_{2}\left(\frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right)+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right)\right) \rho_{0}\right. \\
& \left.\times \int_{\mathbb{R}} \mathrm{d} t_{1}\left(\frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right)+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right)\right)\right] \\
=\int \mathrm{d} t_{1} \mathrm{~d} t_{2} \operatorname{Tr}_{\phi}[ & {\left[\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right) \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right)\right.} \\
& +\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right) \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right) \\
& +\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right) \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right) \\
& \left.+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right) \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right)\right] . \tag{A.3}
\end{align*}
$$

Let us evaluate each term. For simplicity, we write $\tau_{j 1} \equiv \tau_{j}\left(t_{1}\right)$ and $\tau_{j 2} \equiv \tau_{j}\left(t_{2}\right)$.

$$
\begin{align*}
& \text { - } \operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right)\right] \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}}^{2} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \operatorname{Tr}_{\phi}\left[\hat{\phi}\left(\mathrm{x}_{\mathrm{A} 2}\right)|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{A} 1}\right)\right] \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}}^{2} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) e^{-\mathrm{i} \Omega_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}-\tau_{\mathrm{A} 2}\right)} W\left(\mathrm{x}_{\mathrm{A} 1}, \mathrm{x}_{\mathrm{A} 2}\right)\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],  \tag{A.4}\\
& \text { - } \operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right)\right] \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \operatorname{Tr}_{\phi}\left[\hat{\phi}\left(\mathrm{x}_{\mathrm{A} 2}\right)|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{B} 1}\right)\right] \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{B}} \tau_{\mathrm{B} 1}-\Omega_{\mathrm{A}} \tau_{\mathrm{A} 2}\right)} W\left(\mathrm{x}_{\mathrm{B} 1}, \mathrm{x}_{\mathrm{A} 2}\right)\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \tag{A.5}
\end{align*}
$$

- $\operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{d} t_{1}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right)\right]$
$=\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{d} t_{1}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \operatorname{Tr}_{\phi}\left[\hat{\phi}\left(\mathrm{x}_{\mathrm{B} 2}\right)|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{A} 1}\right)\right] \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right)$ $=\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{d} t_{1}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A} 1}-\Omega_{\mathrm{B}} \tau_{\mathrm{B} 2}\right)} W\left(\mathrm{x}_{\mathrm{A} 1}, \mathrm{x}_{\mathrm{B} 2}\right)\left[\begin{array}{llll}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$,
- $\operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{d} t_{2}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right)\right]$
$=\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{d} t_{2}} \lambda_{\mathrm{B}}^{2} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \operatorname{Tr}_{\phi}\left[\hat{\phi}\left(\mathrm{x}_{\mathrm{B} 2}\right)|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{B} 1}\right)\right] \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right)$

$$
=\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{B}}^{2} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) e^{-\mathrm{i} \Omega_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}-\tau_{\mathrm{B} 2}\right)} W\left(\mathrm{x}_{\mathrm{B} 1}, \mathrm{x}_{\mathrm{B} 2}\right)\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{A.7}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Therefore,

$$
\operatorname{Tr}_{\phi}\left[\rho^{(1,1)}\right]=\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{A.8}\\
0 & P_{\mathrm{B}} & C_{\mathrm{AB}}^{*} & 0 \\
0 & C_{\mathrm{AB}} & P_{\mathrm{A}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right],
$$

where $P_{\mathrm{A}}, P_{\mathrm{B}}$, and $C_{\mathrm{AB}}$ are given by (2.44).
$\underline{\operatorname{Tr}_{\phi}\left[\rho^{(0,2)}\right] \text { term: }}$

$$
\begin{aligned}
\operatorname{Tr}_{\phi}\left[\rho^{(0,2)}\right]= & \operatorname{Tr}_{\phi}\left[\rho_{0} \hat{U}^{(2) \dagger}\right] \\
= & \operatorname{Tr}_{\phi}\left[-\rho_{0} \int_{\mathbb{R}} \mathrm{d} t_{1}\left(\frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right)+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right)\right)\right. \\
& \left.\times \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2}\left(\frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right)+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right)\right)\right] \\
=-\int_{\mathbb{R}} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \operatorname{Tr}_{\phi} & {\left[\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right) \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right)\right.} \\
& +\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{1}\right)\right) \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right) \\
& +\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right) \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\left(t_{2}\right)\right) \\
& \left.+\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{1}\right)\right) \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\left(t_{2}\right)\right)\right]
\end{aligned}
$$

Each term can be calculated in the same way as before. Here, we provide two terms as an
example.

$$
\begin{align*}
& \bullet \operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right)\right] \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \operatorname{Tr}_{\phi}\left[|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{A} 1}\right) \hat{\phi}\left(\mathrm{x}_{\mathrm{B} 2}\right)\right] \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \\
& =\frac{\mathrm{d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A} 1}+\Omega_{\mathrm{B}} \tau_{\mathrm{B} 2}\right)} W\left(\mathrm{x}_{\mathrm{A} 1}, \mathrm{x}_{\mathrm{B} 2}\right)\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],  \tag{A.9}\\
& \text { - } \operatorname{Tr}_{\phi}\left[\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \rho_{0} \hat{H}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \hat{H}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right)\right]  \tag{A.10}\\
& =\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \operatorname{Tr}_{\phi}\left[|0\rangle\langle 0| \hat{\phi}\left(\mathrm{x}_{\mathrm{B} 1}\right) \hat{\phi}\left(\mathrm{x}_{\mathrm{A} 2}\right)\right] \rho_{\mathrm{AB}, 0} \hat{m}_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \hat{m}_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) \\
& =\frac{\mathrm{d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{B}} \tau_{\mathrm{B} 1}+\Omega_{\mathrm{A}} \tau_{\mathrm{A} 2}\right)} W\left(\mathrm{x}_{\mathrm{B} 1}, \mathrm{x}_{\mathrm{A} 2}\right)\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] . \tag{A.11}
\end{align*}
$$

Hence,

$$
\begin{align*}
& X_{\mathrm{AB}}^{*}=-\int_{\mathbb{R}} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A} 1}+\Omega_{\mathrm{B}} \tau_{\mathrm{B} 2}\right)} W\left(\mathrm{x}_{\mathrm{A} 1}, \mathrm{x}_{\mathrm{B} 2}\right) \\
&- \int_{\mathbb{R}} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 1}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{B}} \tau_{\mathrm{B} 1}+\Omega_{\mathrm{A}} \tau_{\mathrm{A} 2}\right)} W\left(\mathrm{x}_{\mathrm{B} 1}, \mathrm{x}_{\mathrm{A} 2}\right) \\
&=--\int_{\mathbb{R}} \mathrm{d} t_{1} \int_{-\infty}^{t_{1}} \mathrm{~d} t_{2} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A} 1}+\Omega_{\mathrm{B}} \tau_{\mathrm{B} 2}\right)} W\left(\mathrm{x}_{\mathrm{A} 1}, \mathrm{x}_{\mathrm{B} 2}\right) \\
&- \int_{\mathbb{R}} \mathrm{d} t_{2} \int_{-\infty}^{t_{2}} \mathrm{~d} t_{1} \frac{\mathrm{~d} \tau_{\mathrm{B}}}{\mathrm{~d} t_{2}} \frac{\mathrm{~d} \tau_{\mathrm{A}}}{\mathrm{~d} t_{1}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B} 2}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A} 1}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{B}} \tau_{\mathrm{B} 2}+\Omega_{\mathrm{A}} \tau_{\mathrm{A} 1}\right)} W\left(\mathrm{x}_{\mathrm{B} 2}, \mathrm{x}_{\mathrm{A} 1}\right) \quad\left(t_{1} \leftrightarrow t_{2}\right) \\
&=--\int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{-\infty}^{t\left(\tau_{\mathrm{A}}\right)} \mathrm{d} \tau_{\mathrm{B}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A}}+\Omega_{\mathrm{B}} \tau_{\mathrm{B}}\right)} W\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right) \\
&=-\int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \int_{-\infty}^{t\left(\tau_{\mathrm{B}}\right)} \mathrm{d} \tau_{\mathrm{A}} \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \chi_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) \chi_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{B}} \tau_{\mathrm{B}}+\Omega_{\mathrm{A}} \tau_{\mathrm{A}}\right)} W\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right), \mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right)  \tag{A.12}\\
&=- \lambda_{\mathrm{A}} \lambda_{\mathrm{B}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} \chi_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right) \chi_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right) e^{-\mathrm{i}\left(\Omega_{\mathrm{A}} \tau_{\mathrm{A}}+\Omega_{\mathrm{B}} \tau_{\mathrm{B}}\right)} \\
& \times\left[W\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right) \Theta\left(t\left(\tau_{\mathrm{A}}\right)-t\left(\tau_{\mathrm{B}}\right)\right)+W\left(\mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right), \mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right)\right) \Theta\left(t\left(\tau_{\mathrm{B}}\right)-t\left(\tau_{\mathrm{A}}\right)\right)\right] . \tag{A.13}
\end{align*}
$$

## Appendix B

## Density matrix in BTZ spacetime

## B. 1 QFT in BTZ spacetime

## B.1. $1 \quad \mathrm{AdS}_{3}$ and BTZ spacetimes

## $\mathrm{AdS}_{3}$ spacetime

BTZ spacetime can be constructed from $\mathrm{AdS}_{3}$ spacetime. $\mathrm{AdS}_{3}$ spacetime [i.e., $(2+1)$ dimensional anti-de Sitter spacetime] can be formulated as a maximally symmetric spacetime with negative curvature embedded in four-dimensional flat space with two timelike axes. We follow [133].

Let $u, w$ be the timelike coordinates and $x, y$ be the spacelike coordinates in such a flat space. Then the line-element of the flat space, $\mathrm{d} s_{4}^{2}$, reads

$$
\begin{equation*}
\mathrm{d} s_{4}^{2}=-\mathrm{d} u^{2}-\mathrm{d} w^{2}+\mathrm{d} x^{2}+\mathrm{d} y^{2} . \tag{B.1}
\end{equation*}
$$

$\mathrm{AdS}_{3}$ is then expressed as a hypersurface in this flat space obeying

$$
\begin{equation*}
-u^{2}-w^{2}+x^{2}+y^{2}=-\ell^{2}, \tag{B.2}
\end{equation*}
$$

where $\ell=1 / \sqrt{-\Lambda}$ is the AdS length defined by using the cosmological constant $\Lambda$. The line-element of the embedded $\mathrm{AdS}_{3}$ spacetime can be obtained from these two equations. One can change the coordinates to the so-called global static coordinate system $(t, \rho, \varphi)$
via

$$
\begin{align*}
u & =\ell \cosh \rho \sin (t / \ell),  \tag{B.3a}\\
w & =\ell \cosh \rho \cos (t / \ell),  \tag{B.3b}\\
x & =\ell \sinh \rho \sin \varphi,  \tag{B.3c}\\
y & =\ell \sinh \rho \cos \varphi . \tag{B.3d}
\end{align*}
$$

so that the line-element for $\mathrm{AdS}_{3}$ reads

$$
\begin{equation*}
\mathrm{d} s^{2}=\ell^{2}\left(-\cosh ^{2} \rho \mathrm{~d} t^{2}+\mathrm{d} \rho^{2}+\sinh ^{2} \rho \mathrm{~d} \varphi^{2}\right), \tag{B.4}
\end{equation*}
$$

where $t \in[0,2 \pi \ell], \rho \in[0, \infty)$ and $\varphi \in[0,2 \pi)$. Although this is periodic in $t$ and thereby the spacetime possesses closed timelike curves, we can introduce a universal covering space that allows $t \in \mathbb{R}$.

Let us rewrite the line-element of $\mathrm{AdS}_{3}$ as

$$
\begin{equation*}
\mathrm{d} s^{2}=\ell^{2} \cosh ^{2} \rho\left[-\mathrm{d} t^{2}+\frac{1}{\cosh ^{2} \rho}\left(\mathrm{~d} \rho^{2}+\sinh ^{2} \rho \mathrm{~d} \varphi^{2}\right)\right] \tag{B.5}
\end{equation*}
$$

and introduce

$$
\begin{equation*}
\mathrm{d} \chi:=\frac{\mathrm{d} \rho}{\cosh \rho} . \tag{B.6}
\end{equation*}
$$

One can solve this equation to obtain

$$
\begin{equation*}
\cosh \rho=\frac{1}{\cos \chi} \tag{B.7}
\end{equation*}
$$

This relation and the fact $\rho \in[0, \infty)$ (and therefore $\cosh \rho \in[1, \infty)$ ) leads us to $\chi \in[0, \pi / 2$ ). Thus, we can perform a coordinate transformation from the global static coordinates $(t, \rho, \varphi)$ to the conformal coordinates $(t, \chi, \varphi)$, which give the following line-element:

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\ell^{2}}{\cos ^{2} \chi}\left(-\mathrm{d} t^{2}+\mathrm{d} \Omega_{2}^{2}\right), \tag{B.8}
\end{equation*}
$$

where $\mathrm{d} \Omega_{2}^{2}=\mathrm{d} \chi^{2}+\sin ^{2} \chi \mathrm{~d} \varphi^{2}$ is the line-element of two-sphere.
We remark that the two-sphere $\mathrm{d} \Omega_{2}^{2}$ here is actually representing a half sphere since $\chi \in[0, \pi / 2)$ rather than $[0, \pi]$. Namely, $\chi=0$ and $\chi=\pi / 2$ are the north pole and the equator of a unit sphere, respectively. The line-element given above is conformally equivalent to a spacetime described by $-\mathrm{d} t^{2}+\mathrm{d} \Omega_{2}^{2}$ [see (2.21)]. If $\chi \in[0, \pi]$ then such a spacetime is known as the Einstein static universe. Therefore, $\mathrm{AdS}_{3}$ is conformally equivalent to half of the Einstein static universe. The Penrose diagram for AdS is shown in Fig. B.1.


Figure B.1: The green region on the sphere represents a time slice of the half Einstein static universe. The Penrose diagram for anti-de Sitter spacetime is shown in the rightmost figure. The orange line represents a light ray bouncing off the boundary of AdS spacetime.

## BTZ spacetime

While we now know that BTZ spacetime is a black hole spacetime in $(2+1)$-dimensions, historically, people had thought that black hole solutions do not exist in this dimension. This is because the Riemann tensor in $(2+1)$-dimension can be written in terms of the Einstein tensor $G_{\mu \nu} \equiv R_{\mu \nu}+\frac{1}{2} R g_{\mu \nu}$ and thereby, the Einstein field equation $G_{\mu \nu}=8 \pi G_{\mathrm{N}} T_{\mu \nu}$ allows us to express the Riemann tensor $R_{\mu \nu \rho \sigma}$ in terms of the stress-energy tensor $T_{\mu \nu}$. If we assume that there is no matter (i.e., $T_{\mu \nu}=0$ ) then it leads to $R_{\mu \nu \rho \sigma}=0$, which is $(2+1)$-dimensional flat spacetime. Even if we introduce the cosmological constant $\Lambda$, the vacuum solution to the Einstein field equations becomes (anti-)de Sitter spacetime, which is not a black hole solution. Let us call these flat, de Sitter, and anti-de Sitter solutions as trivial solutions.

However, one can think of spacetimes that are locally trivial but globally non-trivial. For example, the plane and cylinder are both locally trivial (flat), but they are topologically different; the cylinder is constructed by topologically identifying some points of the plane. BTZ black hole spacetime is locally trivial $\left(\mathrm{AdS}_{3}\right)$ but topologically different, and it can be constructed by a topological identification. In this sense, BTZ spacetime is a vacuum solution to the Einstein field equation with the negative cosmological constant, $G_{\mu \nu}+$ $\Lambda g_{\mu \nu}=0$, but topologically different from $\mathrm{AdS}_{3}$ spacetime.


Figure B.2: (a) $u$, $x$-slice of the embedding space. The hyperbolas represent the surface of $\mathrm{AdS}_{3}$ described by (B.2). The spacelike Killing vectors are depicted by red arrows. (b) The ( $u, x$ )-plane and the $\mathrm{AdS}_{3}$ surfaces described by (B.11). The yellow and green regions are characterized by $u^{2}-x^{2}<0$ and $u^{2}-x^{2}>0$, respectively. Each hyperbola represents the surface of (B.11) with different $K^{2}$.

Let us begin with the embedding space (B.1) and the constraint (B.2) for $\mathrm{AdS}_{3}$ spacetime. For fixed $x, u$, one can consider a two-dimensional $(w, y)$-plane. In this $x, u=$ const slice, the $\mathrm{AdS}_{3}$ space is characterized by $-w^{2}+y^{2}=u^{2}-x^{2}-\ell^{2}$ from (B.2). By introducing a constant $r_{\mathrm{h}}$, one of the spacelike Killing vector field $K$ on this hypersurface can be written as

$$
\begin{equation*}
K=\frac{r_{\mathrm{h}}}{\ell}\left(y \partial_{w}+w \partial_{y}\right) . \tag{B.9}
\end{equation*}
$$

The norm of this Killing vector field is

$$
\begin{equation*}
K^{2} \equiv K^{\mu} K_{\mu}=\frac{r_{\mathrm{h}}^{2}}{\ell^{2}}\left(w^{2}-y^{2}\right), \tag{B.10}
\end{equation*}
$$

where $K^{2}>0$ since it is a spacelike vector. We can rewrite (B.2) by using $K^{2}$ as

$$
\begin{equation*}
u^{2}-x^{2}=\ell^{2}\left(1-\frac{K^{2}}{r_{\mathrm{h}}^{2}}\right) \tag{B.11}
\end{equation*}
$$

We now allow $u, x$ to vary and consider the $(u, x)$-plane in Fig. B.2(b). The $\operatorname{AdS}_{3}$ spacetime is now described by the constraint (B.11) with $K^{2}>0$. The yellow and green regions are characterized by $x>|u|$ and $u>|x|$, respectively, and this means $u^{2}-x^{2}<0$ for yellow and $u^{2}-x^{2}>0$ for green. The surface of $\mathrm{AdS}_{3}$ is described by (B.11), and each surface can be specified with the value of $K^{2}$. In the yellow region, $u^{2}-x^{2}<0 \Rightarrow K^{2}>r_{\mathrm{h}}^{2}$, thereby each surface can be specified by, for example, $K^{2}=r_{\mathrm{h}}^{2}+1, r_{\mathrm{h}}^{2}+2, \cdots$. On the other hand, the surfaces in the green region have $K^{2}<r_{\mathrm{h}}^{2}$, but the Killing vector field must be spacelike, $K^{2}>0$, so the surfaces stop at $K^{2}=0$, which will become the singularity of the black hole.

We now perform a coordinate transformation that respects (B.2) and the argument above:

$$
\begin{align*}
u & =\frac{\ell r}{r_{\mathrm{h}}} \cosh \frac{r_{\mathrm{h}} \varphi}{\ell},  \tag{B.12a}\\
x & =\frac{\ell r}{r_{\mathrm{h}}} \sinh \frac{r_{\mathrm{h}} \varphi}{\ell},  \tag{B.12b}\\
w & =\frac{\ell \sqrt{r^{2}-r_{\mathrm{h}}^{2}}}{r_{\mathrm{h}}} \sinh \frac{r_{\mathrm{h}} t}{\ell^{2}},  \tag{B.12c}\\
y & =\frac{\ell \sqrt{r^{2}-r_{\mathrm{h}}^{2}}}{r_{\mathrm{h}}} \cosh \frac{r_{\mathrm{h}} t}{\ell^{2}}, \tag{B.12d}
\end{align*}
$$

where $t \in \mathbb{R}, r \in(0, \infty), \varphi \in \mathbb{R}$. This coordinate transformation leads us to the BTZ metric (4.1). However, the metric contains an infinitely long angle $\varphi$ and the metric still describes $\mathrm{AdS}_{3}$ in a different coordinate system. Since our spacelike Killing vector field in this coordinate system is just $K=\partial_{\varphi}$, we can perform a topological identification:

$$
\begin{equation*}
(t, r, \varphi) \sim(t, r, \varphi+2 \pi) \tag{B.13}
\end{equation*}
$$

and claim that $\varphi$ and $\varphi+2 \pi$ represent the same point. The resulting metric describes BTZ black hole spacetime.

## B.1.2 QFT

The Wightman function in BTZ black hole spacetime can be constructed from the Wightman function in $\mathrm{AdS}_{3}$. Here, we first consider QFT in $\mathrm{AdS}_{3}$ spacetime and then construct the BTZ Wightman function.

## QFT in $\mathrm{AdS}_{3}$

Recall that the formulation of QFT is well-defined in globally hyperbolic spacetimes. However, $\mathrm{AdS}_{3}$ is not globally hyperbolic since its boundary is timelike (B.1). Therefore, we have to specify how a quantum field behaves at the boundary.

To properly define quantum fields in $\mathrm{AdS}_{3}$ spacetime, we use the fact that it is conformally equivalent to the Einstein static universe (ESU) [134, 102]. Recall that the lineelement of ESU is

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+\mathrm{d} \chi^{2}+\sin ^{2} \chi \mathrm{~d} \varphi^{2} \tag{B.14}
\end{equation*}
$$

where $t \in \mathbb{R}, \chi \in[0, \pi]$, and $\varphi \in[0,2 \pi)$. We consider a massless, conformally coupled scalar field in ESU, satisfying the Klein-Gordon equation and proceed with quantization by defining a vacuum state $\left|0_{\text {ESU }}\right\rangle$ with respect to a timelike Killing vector field $\partial_{t}$. The Wightman function, $W_{\text {ESU }}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$, can be obtained by

$$
\begin{equation*}
W_{\mathrm{ESU}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\left\langle 0_{\mathrm{ESU}}\right| \hat{\phi}(\mathrm{x}) \hat{\phi}\left(\mathrm{x}^{\prime}\right)\left|0_{\mathrm{ESU}}\right\rangle . \tag{B.15}
\end{equation*}
$$

By using the fact that massless conformally coupled fields in conformally related spacetimes are related by (2.22), the Wightman function in $\mathrm{AdS}_{3}$ (but admitting the leakage of the field from the northern to the southern hemispheres in Fig. B.1), $W_{\mathrm{A}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$, can be constructed as

$$
\begin{align*}
W_{\mathrm{A}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right) & =\langle 0| \hat{\phi}_{\mathrm{AdS}}(\mathrm{x}) \hat{\phi}_{\mathrm{AdS}}\left(\mathrm{x}^{\prime}\right)|0\rangle \\
& =\Omega^{-\frac{1}{2}}(\mathrm{x}) \Omega^{-\frac{1}{2}}\left(\mathrm{x}^{\prime}\right)\langle 0| \hat{\phi}_{\mathrm{ESU}}(\mathrm{x}) \hat{\phi}_{\mathrm{ESU}}\left(\mathrm{x}^{\prime}\right)|0\rangle  \tag{B.16}\\
& =\frac{\sqrt{\cos \chi \cos \chi^{\prime}}}{\ell} W_{\mathrm{ESU}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right), \tag{B.17}
\end{align*}
$$

where our conformal factor $\Omega(\mathrm{x})$ is $\Omega(\mathrm{x})=\ell / \cos \chi$ from (B.8).
To implement the boundary condition at $\chi=\pi / 2$, we employ the method of images. By defining $\tilde{x}:=(t, \pi-\chi, \varphi)$, we can properly construct the Wightman function in $\mathrm{AdS}_{3}$, $W_{\mathrm{AdS}_{3}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ as

$$
\begin{equation*}
W_{\mathrm{AdS}_{3}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=W_{\mathrm{A}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)+\zeta W_{\mathrm{A}}\left(\tilde{\mathrm{x}}, \mathrm{x}^{\prime}\right), \tag{B.18}
\end{equation*}
$$

where $\zeta \in \mathbb{R}$ determines the property of the boundary. For example, $\zeta=1$ and $\zeta=-1$ represent the Dirichlet and Neumann boundary conditions, respectively. One can also consider the transparent boundary condition, $\zeta=0$.

## QFT in BTZ

Since BTZ spacetime is constructed from $\mathrm{AdS}_{3}$ by identifying $(t, r, \varphi) \sim(t, r, \varphi+2 n \pi)$ in the coordinate system (B.12d), we can utilize the field operator in $\mathrm{AdS}_{3}$. In particular, let $\Gamma^{n}:(t, r, \varphi) \mapsto(t, r, \varphi+2 \pi n)$. Then the Wightman function in BTZ spacetime, $W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$, can be constructed from $W_{\mathrm{AdS}_{3}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)$ via the method of images [102]:

$$
\begin{equation*}
W_{\mathrm{BTZ}}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=\sum_{n=-\infty}^{\infty} W_{\mathrm{AdS}_{3}}\left(\mathrm{x}, \Gamma^{n} \mathrm{x}^{\prime}\right) \tag{B.19}
\end{equation*}
$$

One can show that this Wightman function satisfies the KMS condition with respect to time $t$ and the vacuum state (which corresponds to $\left|0_{\mathrm{AdS}}\right\rangle$ ) is the Hartle-Hawking state [102]. One can also refer to [104, 135].

## B. 2 Derivation of matrix elements

Consider two static detectors on the same axis: $\Delta \varphi=0$. We assume that the detectors switch at the same time so that

$$
\begin{equation*}
C_{\mathrm{AB}}=\lambda^{2} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} e^{-\tau_{\mathrm{A}}^{2} / 2 \sigma^{2}} e^{-\tau_{\mathrm{B}}^{2} / 2 \sigma^{2}} e^{-\mathrm{i} \Omega\left(\tau_{\mathrm{A}}-\tau_{\mathrm{B}}\right)} W_{\mathrm{BTZ}}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right), \tag{B.20}
\end{equation*}
$$

where

$$
\begin{align*}
& W_{\mathrm{BTZ}}\left(\mathrm{x}_{\mathrm{A}}\left(\tau_{\mathrm{A}}\right), \mathrm{x}_{\mathrm{B}}\left(\tau_{\mathrm{B}}\right)\right)=\frac{1}{4 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty}\left[\frac{1}{\sqrt{\sigma_{\epsilon}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right)}}-\frac{\zeta}{\sqrt{\sigma_{\epsilon}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right)+2}}\right],  \tag{B.21a}\\
& \sigma_{\epsilon}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right)=\frac{r_{\mathrm{A}} r_{\mathrm{B}}}{r_{\mathrm{h}}^{2}} \cosh \left(\frac{r_{\mathrm{h}}}{\ell} 2 \pi n\right)-1-\frac{\sqrt{\left(r_{\mathrm{A}}^{2}-r_{\mathrm{h}}^{2}\right)\left(r_{\mathrm{B}}^{2}-r_{\mathrm{h}}^{2}\right)}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell^{2}}\left(\frac{\tau_{\mathrm{A}}}{\gamma_{\mathrm{A}}}-\frac{\tau_{\mathrm{B}}}{\gamma_{\mathrm{B}}}\right)-\mathrm{i} \epsilon\right], \tag{B.21b}
\end{align*}
$$

where we used $t_{j}=\tau_{j} / \gamma_{j}$. Then $C_{\mathrm{AB}}$ becomes
$C_{\mathrm{AB}}=\frac{\lambda^{2}}{4 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{A}} \int_{\mathbb{R}} \mathrm{d} \tau_{\mathrm{B}} e^{-\tau_{\mathrm{A}}^{2} / 2 \sigma^{2}} e^{-\tau_{\mathrm{B}}^{2} / 2 \sigma^{2}} e^{-\mathrm{i} \Omega\left(\tau_{\mathrm{A}}-\tau_{\mathrm{B}}\right)}\left[\frac{1}{\rho^{-}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right)}-\frac{\zeta}{\rho^{+}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right)}\right]$,
where

$$
\begin{align*}
\rho^{ \pm}\left(\mathrm{x}_{\mathrm{A}}, \Gamma^{n} \mathrm{x}_{\mathrm{B}}\right) & :=\sqrt{\frac{r_{\mathrm{A}} r_{\mathrm{B}}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell} 2 \pi n\right] \pm 1-\frac{\ell^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell^{2}}\left(\frac{\tau_{\mathrm{A}}}{\gamma_{\mathrm{A}}}-\frac{\tau_{\mathrm{B}}}{\gamma_{\mathrm{B}}}\right)-\mathrm{i} \epsilon\right]}  \tag{B.23}\\
& =\frac{\ell \sqrt{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}}{r_{\mathrm{h}}} \sqrt{\cosh \alpha_{\mathrm{AB}, n}^{ \pm}-\cosh \left[\frac{r_{\mathrm{h}}}{\ell^{2}}\left(\frac{\tau_{\mathrm{A}}}{\gamma_{\mathrm{A}}}-\frac{\tau_{\mathrm{B}}}{\gamma_{\mathrm{B}}}\right)-\mathrm{i} \epsilon\right]}, \tag{B.24}
\end{align*}
$$

and

$$
\begin{equation*}
\alpha_{\mathrm{AB}, n}^{ \pm}:=\operatorname{arccosh}\left[\frac{r_{\mathrm{h}}^{2}}{\ell^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}\left(\frac{r_{\mathrm{A}} r_{\mathrm{B}}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell} 2 \pi n\right] \pm 1\right)\right] . \tag{B.25}
\end{equation*}
$$

We also used $\gamma_{j}=\sqrt{r_{j}^{2}-r_{h}^{2}} / \ell$.
By changing the variables from $\tau_{\mathrm{A}}$ and $\tau_{\mathrm{B}}$ to $t_{\mathrm{A}}$ and $t_{\mathrm{B}}$, respectively, via $t_{j}:=\tau_{j} / \gamma_{j}$,
$C_{\mathrm{AB}}=\frac{\lambda^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{4 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty} \int_{\mathbb{R}} \mathrm{d} t_{\mathrm{A}} \mathrm{d} t_{\mathrm{B}} e^{-\gamma_{\mathrm{A}}^{2} t_{\mathrm{A}}^{2} / 2 \sigma^{2}} e^{-\gamma_{\mathrm{B}}^{2} t_{\mathrm{B}}^{2} / 2 \sigma^{2}} e^{-\mathrm{i} \Omega\left(\gamma_{\mathrm{A}} t_{\mathrm{A}}-\gamma_{\mathrm{B}} t_{\mathrm{B}}\right)}\left[\frac{1}{\rho^{-}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right)}-\frac{\zeta}{\rho^{+}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right)}\right]$,
where

$$
\begin{equation*}
\rho^{ \pm}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right):=\frac{\ell \sqrt{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}}{r_{\mathrm{h}}} \sqrt{\cosh \alpha_{\mathrm{AB}, n}^{ \pm}-\cosh \left[\frac{r_{\mathrm{h}}}{\ell^{2}}\left(t_{\mathrm{A}}-t_{\mathrm{B}}\right)-\mathrm{i} \epsilon\right]} . \tag{B.27}
\end{equation*}
$$

Further changing coordinates $u:=t_{\mathrm{A}}-t_{\mathrm{B}}, s:=t_{\mathrm{A}}+t_{\mathrm{B}}$, the corresponding Jacobian determinant is $J=1 / 2$, and so $C_{\mathrm{AB}}$ becomes

$$
\begin{align*}
C_{\mathrm{AB}} & =\frac{\lambda^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{8 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty} \int_{\mathbb{R}} \mathrm{d} u e^{-\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right) u^{2} / 8 \sigma^{2}} e^{-i \Omega\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right) u / 2}\left[\frac{1}{\rho^{-}(u)}-\frac{\zeta}{\rho^{+}(u)}\right] \\
& \times \int_{\mathbb{R}} \mathrm{d} s e^{-\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right) s^{2} / 8 \sigma^{2}} e^{-\left(\gamma_{\mathrm{A}}^{2}-\gamma_{\mathrm{B}}^{2}\right) u s / 4 \sigma^{2}} e^{-i \Omega\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right) s / 2} \tag{B.28}
\end{align*}
$$

The $s$-integral can be analytically computed as

$$
\begin{align*}
& \int_{\mathbb{R}} \mathrm{d} s e^{-\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right) s^{2} / 8 \sigma^{2}} e^{-\left(\gamma_{\mathrm{A}}^{2}-\gamma_{\mathrm{B}}^{2}\right) u s / 4 \sigma^{2}} e^{-\mathrm{i} \Omega\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right) s / 2} \\
& =\frac{2 \sigma \sqrt{2 \pi}}{\sqrt{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}} \exp \left[-\frac{\Omega^{2} \sigma^{2}\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right)^{2}}{2\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)}\right] \exp \left[\frac{\left(\gamma_{\mathrm{A}}^{2}-\gamma_{\mathrm{B}}^{2}\right)^{2}}{8 \sigma^{2}\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)} u^{2}\right] \exp \left[\mathrm{i} \frac{\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right)^{2}\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right) \Omega}{2\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)} u\right] . \tag{B.29}
\end{align*}
$$

By changing the variables $x:=r_{\mathrm{h}} u / \ell^{2}$, we find

$$
\begin{align*}
C_{\mathrm{AB}} & =\frac{\lambda^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{8 \pi \sqrt{2} \ell} \frac{2 \sigma \sqrt{2 \pi}}{\sqrt{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}} \exp \left[-\frac{\Omega^{2} \sigma^{2}\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right)^{2}}{2\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)}\right] \\
& \times \sum_{n=-\infty}^{\infty} \int_{\mathbb{R}} \mathrm{d} u \exp \left[-\frac{\gamma_{\mathrm{A}}^{2} \gamma_{\mathrm{B}}^{2}}{2 \sigma^{2}\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)} u^{2}\right] \exp \left[-\mathrm{i} \frac{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right) \Omega}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}} u\right]\left[\frac{1}{\rho^{-}(u)}-\frac{\zeta}{\rho^{+}(u)}\right]  \tag{B.30}\\
& =2 K_{C} \sum_{n=-\infty}^{\infty} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} x e^{-a_{C} x^{2}} e^{-\mathrm{i} \beta_{C} x}\left[\frac{1}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{-}-\cosh x}}-\frac{\zeta}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{+}-\cosh x}}\right] \tag{B.31}
\end{align*}
$$

where

$$
\begin{align*}
a_{C} & :=\frac{\gamma_{\mathrm{A}}^{2} \gamma_{\mathrm{B}}^{2}}{2 \sigma^{2}\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)} \frac{\ell^{4}}{r_{\mathrm{h}}^{2}},  \tag{B.32a}\\
\beta_{C} & :=\frac{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right)}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}} \frac{\ell^{2}}{r_{\mathrm{h}}} \Omega  \tag{B.32b}\\
K_{C} & :=\frac{\lambda^{2} \sigma \sqrt{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}}{4 \sqrt{\pi} \sqrt{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}} \exp \left[-\frac{\Omega^{2} \sigma^{2}\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right)^{2}}{2\left(\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}\right)}\right] . \tag{B.32c}
\end{align*}
$$

Although the integrand in Eq. (B.31) does not have a pole, one needs to be careful about the branch cuts as shown in Fig. B.3. ${ }^{1}$ Equation (B.31) can be obtained by evaluating along $L_{1}, C_{\rho}$, and $L_{2}$ in the limit $R \rightarrow \infty$ and $\rho \rightarrow 0$, where $\rho$ is the radius of the semicircle around the branch point.

Let us choose a contour in the complex plane and use the Cauchy integral theorem. To do so, consider a complex integral of Eq. (B.31):

$$
\begin{equation*}
\oint_{C} \mathrm{~d} z e^{-a z^{2}} e^{-\mathrm{i} \beta z}\left[\frac{1}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{-}-\cosh z}}-\frac{\zeta}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{+}-\cosh z}}\right] \tag{B.33}
\end{equation*}
$$

Assuming $\Omega>0$, the integral (B.33) converges if $\left|e^{-a z^{2}} e^{-\mathrm{i} \beta z}\right|=e^{-a\left(x^{2}-y^{2}\right)} e^{\beta y}<1$, where we used $z=x+\mathrm{i} y$, and so the contour $C$ should be in $y<0$ and $-x \leq y \leq x$. From this, we choose the contour $C=L_{1} C_{\rho} L_{2} L_{3} L_{4}$ as shown in Fig. B. 3 and by making use of

[^17]

Figure B.3: Contour in a complex plane. Blue wiggly lines are the branch cuts and the contour is chosen so that the integral converges when $\Omega>0$. The dotted lines represent $y= \pm x$, and the contour must be inside of this region.
the Cauchy integral theorem with the fact that $\lim _{R \rightarrow \infty} \int_{L_{3}}=0$, Eq. (B.31) becomes an integral along $L_{4}^{-1}$ :
$C_{\mathrm{AB}}=2 K_{C} \sum_{n=-\infty}^{\infty} \lim _{R \rightarrow \infty} \operatorname{Re} \int_{0}^{R+\mathrm{i} \eta} \mathrm{d} z e^{-a_{C} z^{2}} e^{-\mathrm{i} \beta_{C} z}\left[\frac{1}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{-}-\cosh z}}-\frac{\zeta}{\sqrt{\cosh \alpha_{\mathrm{AB}, n}^{+}-\cosh z}}\right]$,
where $\eta \in(-\pi, 0)$ and $\Omega>0$; this is the expression we compute numerically.

## Transition probability $P$

For the transition probabilities $P_{\mathrm{A}}$ and $P_{\mathrm{B}}$, they are known to be [41]

$$
\begin{align*}
P_{\mathrm{D}} & =\frac{\lambda^{2} \sigma^{2}}{2} \int_{\mathbb{R}} \mathrm{d} x \frac{e^{-\sigma^{2}(x-\Omega)^{2}}}{e^{x / T_{\mathrm{D}}}+1}-\zeta \frac{\lambda^{2} \sigma}{2 \sqrt{2 \pi}} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} x \frac{e^{-a_{\mathrm{D}} x^{2}} e^{-\mathrm{i} \beta_{\mathrm{D}} x}}{\sqrt{\cosh \alpha_{\mathrm{D}, 0}^{+}-\cosh x}} \\
& +\frac{\lambda^{2} \sigma}{\sqrt{2 \pi}} \sum_{n=1}^{\infty} \operatorname{Re} \int_{0}^{\infty} \mathrm{d} x e^{-a_{\mathrm{D}} x^{2}} e^{-\mathrm{i} \beta_{\mathrm{D}} x}\left(\frac{1}{\sqrt{\cosh \alpha_{\mathrm{D}, n}^{-}-\cosh x}}-\frac{\zeta}{\sqrt{\cosh \alpha_{\mathrm{D}, n}^{+}-\cosh x}}\right) \tag{B.35}
\end{align*}
$$

where $T_{\mathrm{D}}=r_{\mathrm{h}} / 2 \pi \ell^{2} \gamma_{\mathrm{D}}$ is the local temperature at $r=r_{\mathrm{D}}$ and

$$
\begin{align*}
a_{\mathrm{D}} & :=\frac{\ell^{4} \gamma_{\mathrm{D}}^{2}}{4 \sigma^{2} r_{\mathrm{h}}^{2}}, \beta_{\mathrm{D}}:=\frac{\ell^{2} \gamma_{\mathrm{D}} \Omega}{r_{\mathrm{h}}},  \tag{B.36}\\
\alpha_{\mathrm{D}, n}^{ \pm} & :=\operatorname{arccosh}\left[\frac{r_{\mathrm{h}}^{2}}{\gamma_{\mathrm{D}}^{2} \ell^{2}}\left(\frac{r^{2}}{r_{\mathrm{h}}^{2}} \cosh \left[\frac{r_{\mathrm{h}}}{\ell} 2 \pi n\right] \pm 1\right)\right] . \tag{B.37}
\end{align*}
$$

The first two terms, which correspond to $n=0$, are the so-called AdS-Rindler terms and the last term $(n \neq 0)$ is known as the BTZ term. The second and third integrals in (B.35) also have the same branch cut subtlety, but can be treated in the same manner as for $C_{\mathrm{AB}}$.

## Non-local correlation $X_{\text {AB }}$

The derivation of $X_{\mathrm{AB}}$ is also very similar to that of $C_{\mathrm{AB}}$. However, one has to be careful with the integration range.

$$
\begin{align*}
X_{\mathrm{AB}} & =-\frac{\lambda^{2} \gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{4 \pi \sqrt{2} \ell} \sum_{n=-\infty}^{\infty} \\
& \times \int_{\mathbb{R}} \mathrm{d} t_{\mathrm{A}} \int_{-\infty}^{t_{\mathrm{A}}} \mathrm{~d} t_{\mathrm{B}} e^{-\left(\gamma_{\mathrm{A}} t_{\mathrm{A}}\right)^{2} / 2 \sigma^{2}} e^{-\left(\gamma_{\mathrm{B}} t_{\mathrm{B}}\right)^{2} / 2 \sigma^{2}} e^{\mathrm{i} \Omega\left(\gamma_{\mathrm{A}} t_{\mathrm{A}}+\gamma_{\mathrm{B}} t_{\mathrm{B}}\right)}\left[\frac{1}{\rho^{-}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right)}-\frac{\zeta}{\rho^{+}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right)}\right] \\
& +(\mathrm{A} \leftrightarrow \mathrm{~B}), \tag{B.38}
\end{align*}
$$

where $\rho^{ \pm}\left(t_{\mathrm{A}}, t_{\mathrm{B}}\right)$ is the same as (B.27). As before, one can change the coordinates as $u:=t_{\mathrm{A}}-t_{\mathrm{B}}$ and $s:=t_{\mathrm{A}}+t_{\mathrm{B}}$ with the Jacobian determinant $J=1 / 2$, the double integral becomes

$$
\begin{equation*}
\int_{\mathbb{R}} \mathrm{d} t_{\mathrm{A}} \int_{-\infty}^{t_{\mathrm{A}}} \mathrm{~d} t_{\mathrm{B}} \rightarrow \frac{1}{2} \int_{\mathbb{R}} \mathrm{d} s \int_{0}^{\infty} \mathrm{d} u \tag{B.39}
\end{equation*}
$$

It is then straightforward to have

$$
\begin{align*}
X_{\mathrm{AB}} & =-\frac{\lambda^{2} \sigma}{4 \sqrt{\pi}} \sqrt{\frac{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}} \exp \left[-\frac{\Omega^{2} \sigma^{2}}{2} \frac{\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right)^{2}}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}\right] \\
& \times \sum_{n=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{d} x e^{-a_{X} x^{2}} e^{-\mathrm{i} \beta_{X} x}\left(\frac{1}{\sqrt{\cosh \left(\alpha_{\mathrm{AB}, n}^{-}\right)-\cosh (x-\mathrm{i} \epsilon)}}-\frac{\zeta}{\sqrt{\cosh \left(\alpha_{\mathrm{AB}, n}^{+}\right)-\cosh (x-\mathrm{i} \epsilon)}}\right) \\
& +(\mathrm{A} \leftrightarrow \mathrm{~B}), \tag{B.40}
\end{align*}
$$

where

$$
\begin{align*}
a_{X} & :=\frac{\ell^{4}}{2 \sigma^{2} r_{\mathrm{h}}^{2}} \frac{\gamma_{\mathrm{A}}^{2} \gamma_{\mathrm{B}}^{2}}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}\left(=a_{C}\right),  \tag{B.41a}\\
\beta_{X} & :=\frac{\Omega \ell^{2}}{r_{\mathrm{h}}} \frac{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}\left(\gamma_{\mathrm{A}}-\gamma_{\mathrm{B}}\right)}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}, \tag{B.41b}
\end{align*}
$$

Let $I_{X}(\mathrm{i} \epsilon)$ be

$$
\begin{equation*}
I_{X}(\mathrm{i} \epsilon):=\int_{0}^{\infty} \mathrm{d} x e^{-a_{X} x^{2}} e^{-\mathrm{i} \beta_{X} x} f_{n}(x-\mathrm{i} \epsilon), \tag{B.42}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{n}(x-\mathrm{i} \epsilon):=\left(\frac{1}{\sqrt{\cosh \left(\alpha_{\mathrm{AB}, n}^{-}\right)-\cosh (x-\mathrm{i} \epsilon)}}-\frac{\zeta}{\sqrt{\cosh \left(\alpha_{\mathrm{AB}, n}^{+}\right)-\cosh (x-\mathrm{i} \epsilon)}}\right) . \tag{B.43}
\end{equation*}
$$

Then, one will find that the second term $(\mathrm{A} \leftrightarrow \mathrm{B})$ is just $I_{X}(-\mathrm{i} \epsilon)$. Therefore, $X_{\mathrm{AB}}$ takes the following form.

$$
\begin{align*}
X_{\mathrm{AB}} & \sim I_{X}(\mathrm{i} \epsilon)+I_{X}(-\mathrm{i} \epsilon)  \tag{B.44}\\
& =I_{X}(\mathrm{i} \epsilon)+\int_{0}^{-\infty}(-\mathrm{d} x) e^{-\alpha_{X}^{2}(-x)^{2}} e^{-\mathrm{i} \beta_{X}(-x)} f_{n}(-x+\mathrm{i} \epsilon)  \tag{B.45}\\
& =\int_{0}^{\infty} \mathrm{d} x e^{-a_{X} x^{2}} e^{-\mathrm{i} \beta_{X} x} f_{n}(x-\mathrm{i} \epsilon)+\int_{-\infty}^{0} \mathrm{~d} x e^{-a_{X} x^{2}} e^{\mathrm{i} \beta_{X} x} f_{n}(x-\mathrm{i} \epsilon), \tag{B.46}
\end{align*}
$$

where we have used $\cosh (-z)=\cosh (z)$. Thus, we finally obtain

$$
\begin{equation*}
X_{\mathrm{AB}}=-K_{X} \sum_{n=-\infty}^{\infty}\left[\int_{0}^{\infty} \mathrm{d} x e^{-a_{X} x^{2}} e^{-\mathrm{i} \beta_{X} x} f_{n}(x-\mathrm{i} \epsilon)+\int_{-\infty}^{0} \mathrm{~d} x e^{-a_{X} x^{2}} e^{\mathrm{i} \beta_{X} x} f_{n}(x-\mathrm{i} \epsilon)\right] \tag{B.47}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{X}:=\frac{\lambda^{2} \sigma}{2 \sqrt{\pi}} \sqrt{\frac{\gamma_{\mathrm{A}} \gamma_{\mathrm{B}}}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}} \exp \left[-\frac{\Omega^{2} \sigma^{2}}{2} \frac{\left(\gamma_{\mathrm{A}}+\gamma_{\mathrm{B}}\right)^{2}}{\gamma_{\mathrm{A}}^{2}+\gamma_{\mathrm{B}}^{2}}\right] . \tag{B.48}
\end{equation*}
$$

This single integral has the same branch cuts as in $C_{\mathrm{AB}}$ and poles do not exist. However, since $\gamma_{\mathrm{A}}<\gamma_{\mathrm{B}}$, we have $\beta_{X}<0$ if $\Omega>0$, and so the first and second integrals have different contours. This is shown in Fig. B.4.


Figure B.4: Complex plane showing the branch cuts and contours for evaluating $X_{\mathrm{AB}}$. The orange and green contours are used to evaluate the first and second integrals in (B.47), respectively. Note that there is no pole and the vertical contours does not contribute in the limit $R \rightarrow \infty$.

## Appendix C

## Free-faller's trajectory and kinematic relative velocity

## C. 1 Free-faller's trajectory

In this Appendix, we calculate the solution to the radial geodesic equation in Schwarzschild coordinates, with the goal of expressing the null coordinates $u, v, U, V$ that appear in the definition of derivative coupling Wightman functions as functions of the free-falling detector's proper time.

Consider a freely falling observer who is initially at rest at $r_{0}>r_{\mathrm{h}}$. The geodesic equations for a radially infalling observer are given by [133]

$$
\begin{align*}
& \ddot{t}=-\frac{2 M}{r^{2} f(r)} \dot{t} \dot{r}  \tag{C.1a}\\
& \ddot{r}=-\frac{f(r) M}{r^{2}} \dot{t}^{2}+\frac{M}{r^{2} f(r)} \dot{r}^{2} \tag{C.1b}
\end{align*}
$$

where the dotted derivative refers to the derivative with respect to proper time. The differential equation is also supplemented with a constraint for a massive test particle, namely that the geodesic is timelike:

$$
\begin{equation*}
-1=g_{\mu \nu} \dot{x}^{\mu} \dot{x}^{\nu}=-f(r) \dot{t}^{2}+\frac{1}{f(r)} \dot{r}^{2} \tag{C.2}
\end{equation*}
$$

where $\dot{x}^{\mu}=\mathrm{d} x^{\mu} / \mathrm{d} \tau$ is the four-velocity. By multiplying $M / r^{2}$ on both sides of (C.2) and substituting into (C.1b), we get

$$
\begin{equation*}
\ddot{r}=-\frac{M}{r^{2}} . \tag{C.3}
\end{equation*}
$$

By integrating this with the initial conditions, $r\left(\tau_{0}\right)=r_{0}, \dot{r}\left(\tau_{0}\right)=0$, where $\tau=\tau_{0}$ is the initial proper time, we obtain

$$
\begin{equation*}
\dot{r}=-\sqrt{\frac{r_{\mathrm{h}}}{r}-\frac{r_{\mathrm{h}}}{r_{0}}} . \tag{C.4}
\end{equation*}
$$

Assuming that the observer starts from $r_{0}=\infty$, the geodesic equations reduce to

$$
\begin{align*}
& \dot{t}=\frac{1}{1-r_{\mathrm{h}} / r}  \tag{C.5a}\\
& \dot{r}=-\sqrt{r_{\mathrm{h}} / r} \tag{C.5b}
\end{align*}
$$

and so $r$ can be obtained as [120]

$$
\begin{equation*}
r(\tau)=r_{\mathrm{h}}\left(\frac{\tau}{\tau_{\mathrm{h}}}\right)^{\frac{2}{3}} \tag{C.6}
\end{equation*}
$$

where $\tau_{\mathrm{h}}=-2 r_{\mathrm{h}} / 3$ is the horizon-crossing time. Note that $\tau \in(-\infty, 0)$, and the observer reaches the singularity as $\tau \rightarrow 0^{-}$.

Let us rewrite the geodesic equations in terms of the two null coordinates $v, u=t_{\mathrm{s}} \pm r_{\star}$ and the Kruskal-Szekeres null coordinates $V=2 r_{\mathrm{h}} e^{v /\left(2 r_{\mathrm{h}}\right)}$ and $U=-2 r_{\mathrm{h}} e^{-u /\left(2 r_{\mathrm{h}}\right)}$. By using (C.5a) and (C.5b), we get

$$
\begin{align*}
\dot{v} & =\frac{1}{1+\sqrt{r_{\mathrm{h}} / r}}  \tag{C.7a}\\
\dot{u} & =\frac{1}{1-\sqrt{r_{\mathrm{h}} / r}}  \tag{C.7b}\\
\dot{V} & =\frac{V}{2 r_{\mathrm{h}}} \frac{1}{1+\sqrt{r_{\mathrm{h}} / r}}  \tag{C.7c}\\
\dot{U} & =-\frac{U}{2 r_{\mathrm{h}}} \frac{1}{1-\sqrt{r_{\mathrm{h}} / r}} \tag{C.7d}
\end{align*}
$$

for $r>0$. Note that due to the local nature of the differential equations, the geodesic equations expressed in terms of these null coordinates extend into the black hole interior, in contrast to the Schwarzschild coordinate version which is only valid in the exterior region. Substituting (C.6) into these differential equations, we can obtain closed form expressions for $u, v, U, V$ as functions of infalling $\tau$,

$$
\begin{align*}
v(\tau) & =\tau-2 r_{\mathrm{h}} x^{\frac{1}{3}}(\tau)+r_{\mathrm{h}} x^{\frac{2}{3}}(\tau)+2 r_{\mathrm{h}} \ln \left[1+x^{\frac{1}{3}}(\tau)\right]  \tag{C.8a}\\
u(\tau) & =\tau-2 r_{\mathrm{h}} x^{\frac{1}{3}}(\tau)-r_{\mathrm{h}} x^{\frac{2}{3}}(\tau)-2 r_{\mathrm{h}} \ln \left[-1+x^{\frac{1}{3}}(\tau)\right],  \tag{C.8b}\\
V(\tau) & =2 r_{\mathrm{h}} e^{\frac{\tau}{2 r_{\mathrm{h}}}} \exp \left[-x^{\frac{1}{3}}(\tau)+\frac{1}{2} x^{\frac{2}{3}}(\tau)\right]\left(1+x^{\frac{1}{3}}(\tau)\right),  \tag{C.8c}\\
U(\tau) & =2 r_{\mathrm{h}} e^{-\frac{\tau}{2 r_{\mathrm{h}}}} \exp \left[x^{\frac{1}{3}}(\tau)+\frac{1}{2} x^{\frac{2}{3}}(\tau)\right]\left(1-x^{\frac{1}{3}}(\tau)\right), \tag{C.8d}
\end{align*}
$$

where $x(\tau)=\tau / \tau_{\mathrm{h}}$. One can check that at the singularity $r=0$, we get $U V=4 r_{\mathrm{h}}^{2}$, as expected. Furthermore, these null coordinates take the extended values in the relevant regions; for instance, while the coordinate transformations for $U, V$ are given for $U<$ $0, V>0$, the solutions $U(\tau), V(\tau)$ can take all real values and hence include the black hole interior.

## C. 2 Kinematic relative velocity

Here, we review the notion of kinematic relative velocity (KRV) in [126].
Let us first define what relative velocity is. Let $u, u^{\prime} \in T_{p} \mathcal{M}$ be two four-velocities defined on a single point $p \in \mathcal{M}$. Then $u^{\prime}$ can always be decomposed into the components parallel to $u$ and its orthogonal space $u^{\perp}$ [see Fig. C.1(a)]:

$$
\begin{equation*}
\exists v \in u^{\perp}, \exists \gamma>0, \text { s.t. } u^{\prime}=\gamma(u+v), \tag{C.9}
\end{equation*}
$$

where $\gamma:=-g\left(u^{\prime}, u\right)=1 / \sqrt{1-\|v\|^{2}}$. The vector $v$ represents how $u^{\prime}$ is deviated from $u$, and so we call this the relative velocity of $u^{\prime}$ observed by $u$.

KRV generalizes this definition to tangent vectors defined on two different points $p$ and $q$ on a spacelike simultaneity in a manifold by "bringing" them to one point. However, one has to "bring" a vector to another vector's tangent space in a mathematically consistent way. Such a procedure is parallel transport. Therefore, the basic idea of KRV is, first collect all spacelike simultaneous points $q \in \mathcal{M}$ of $p \in \mathcal{M}$, which is mathematically done by introducing the so-called Landau submanifold, and then parallel transport a vector


Figure C.1: (a) Defining the relative velocity $v$ of $u^{\prime}$ with respect to $u$ on a single point. (b) The process of construction of a spatial simultaneity. The curve connecting $p$ and $q$ is a geodesic.
$u^{\prime} \in T_{q} \mathcal{M}$ to $T_{p} \mathcal{M}$ so that we can adopt the aforementioned definition of the relative velocity of $u^{\prime}$ observed by $u \in T_{p} \mathcal{M}$.

We assume that the event $q$ is in the convex normal neighborhood of $p$, which means that there exists a unique geodesic connecting these two events. Let $u \in T_{p} \mathcal{M}$ be a fourvelocity and $\exp _{p}: T_{p} \mathcal{M} \rightarrow \mathcal{M}$ an exponential map. ${ }^{1}$ Then $q$ becomes an event on a spacelike simultaneity of $p$ in the following manner. The preimage of the exponential map, $\exp _{p}^{-1}: q \mapsto \exp _{p}^{-1}(q) \in T_{p} \mathcal{M}$, is an "initial vector" that determines the point $q$ on the geodesic [Fig. C.1(b)]. Since we wish to have a spacelike simultaneity, this initial vector $\exp _{p}^{-1}(q)$ has to be spacelike. We can impose this by writing $g\left(\exp _{p}^{-1}(q), u\right)=0$, where $g$ is a metric and we used the fact that $u$ is timelike. From this, let us construct a map

$$
\begin{align*}
& \Phi_{p}: \mathcal{M} \rightarrow \mathbb{R} \\
& \Phi_{p}: q \mapsto \Phi_{p}(q):=g\left(\exp _{p}^{-1}(q), u\right) . \tag{C.10}
\end{align*}
$$

Such a map turns out to be a submersion, which has a nice property where the preimage $\Phi_{p}^{-1}: \mathbb{R} \rightarrow \mathcal{M}$ is a submanifold of $\mathcal{M}$ [137]. Thus, $L_{p, u}:=\Phi_{p}^{-1}(0) \subset \mathcal{M}$ is a collection of events $q$ that satisfies $g\left(\exp _{p}^{-1}(q), u\right)=0$, meaning that they are on a surface of spacelike simultaneity of $p$, and this $L_{p, u}$ is called the Landau submanifold.

[^18]Since we now have the notion of spacelike simultaneity, the remaining task is to parallel transport a vector $u^{\prime} \in T_{q} \mathcal{M}$, where $q \in L_{p, u}$, to $T_{p} \mathcal{M}$ and apply the notion of relative velocity. Let $\tau_{q, p}: T_{q} \mathcal{M} \rightarrow T_{p} \mathcal{M}$ be a parallel transport, then KRV (denoted by $v$ ) of $u^{\prime}$ with respect to $u$ is found by $\tau_{q, p} u^{\prime}=\gamma(u+v)$. Hence,

$$
\begin{equation*}
v=\frac{\tau_{q, p} u^{\prime}}{-g\left(\tau_{q, p} u^{\prime}, u\right)}-u \tag{C.11}
\end{equation*}
$$


[^0]:    ${ }^{1}$ Technically speaking, it is appropriate to define $\phi$ as $\phi: C_{0}^{\infty}(\mathcal{M}) \rightarrow \mathbb{R}$, where $C_{0}^{\infty}(\mathcal{M})$ is a space of smooth functions with compact support on $\mathcal{M}$.

[^1]:    ${ }^{2}$ Technically, one has to specify a foliation of $\mathcal{M}$ as $\mathcal{M}=\mathbb{R} \times \Sigma$, where $\mathbb{R}$ is the time direction and $\Sigma$ is a Cauchy surface. Such a decomposition is always possible in a globally hyperbolic spacetime.

[^2]:    ${ }^{3}$ Cauchy-completion with respect to $(\cdot, \cdot)_{\mathrm{KG}}$ is required to make $\left(\mathcal{H}_{\mathrm{sol}},(\cdot, \cdot)_{\mathrm{KG}}\right)$ a Hilbert space.

[^3]:    ${ }^{4}$ The KMS condition is formally stated using the language of $C^{*}$-algebra, which we will not explore in depth. See $[62,63]$ for details.

[^4]:    ${ }^{5}$ In natural units, $\lambda$ has units of [Length] ${ }^{(n-3) / 2}$ in $(n+1)$-dimensional spacetime when detectors are linearly coupled to the field. Therefore, one needs to make this a unitless quantity $\tilde{\lambda}:=\lambda \sigma^{-(n-3) / 2}$, where $\sigma$ is a length scale, and then make an assumption that $\tilde{\lambda} \ll 1$.

[^5]:    ${ }^{6}$ If this were a mutually exclusive property such like "Hadamard-only" or "Pauli-Jordan-only" then it would be reasonable to call the former 'harvesting' and the latter 'non-harvesting'.

[^6]:    ${ }^{7}$ Notice that the expression for the concurrence (2.71) is not $\sum_{i}\left|\alpha_{i}\right|^{2}$.

[^7]:    ${ }^{1}$ In fact, this is the same result as those obtained by using the Gibbs thermal state $\rho=e^{-\beta \hat{H}_{\phi}} / Z$, where $Z=\operatorname{Tr}\left[e^{-\beta \hat{H}_{\phi}}\right]$ is the partition function [1].

[^8]:    ${ }^{1}$ Since the tripartite negativity is a lower bound, $\mathcal{N}_{\mathrm{A}(\mathrm{BC})}=0$ does not mean that there is no entanglement between detector $A$ and the (BC) subsystem; there is very likely to be some, since detector $B$ is more entangled with (AC) and detector $C$ is more entangled with (AB) then detector $B$ is entangled with detector C alone.

[^9]:    ${ }^{1}$ Strictly speaking Eddington-Finkelstein coordinates refer to coordinates $(u, r, \theta, \varphi)$ or $(v, r, \theta, \varphi)$, but we will borrow this name because they share the same region of validity (regions I and II) without any analytic extension.

[^10]:    ${ }^{2}$ The analysis of this technique is given in [123], which includes the performance of this approximation along with other possible choices of analytic functions and variations of the contour. We also note that the numerical evaluation is done using Mathematica 10 [124], as it is (surprisingly) more stable than the newer versions and in some cases the newer versions may even compute the wrong answers on physical grounds.

[^11]:    ${ }^{3}$ A similar comparison has been carried out between Rindler and Schwarzschild spacetimes [125].

[^12]:    ${ }^{4}$ All we need to change is the definition of the null coordinates into $u, v=t \mp r$ in the definition of Wightman distribution for the Boulware vacuum (6.13a).

[^13]:    ${ }^{5}$ Strictly speaking we only need the modulus $|\mathcal{E}|$ since what is more relevant is the spatial interval or region where $\mathcal{E}$ is approximately zero: the non-zero value of $\mathcal{E}$ itself is secondary.

[^14]:    ${ }^{6}$ Indeed, the absolute value $|\mathcal{E}|$ is the definition of signaling estimator in [81].
    ${ }^{7}$ Here $\rho_{\mathrm{AB}}^{(2)}$ contains all terms of order $\lambda^{2}$ in Eq. (2.43).

[^15]:    ${ }^{8}$ Recall that in PG coordinates, the spatial slices are flat. Thus the coordinate separation between two radial coordinates $r_{i}, r_{j}$ is equivalently given by the proper separation $\Delta r=\left|r_{i}-r_{j}\right|=d\left(r_{i}, r_{j}\right)$. This is not true for Schwarzschild coordinates $\left(t_{\mathrm{s}}, r\right)$.

[^16]:    ${ }^{9}$ Generically this is because, by varying $\delta / \sigma$, there will be a value $\delta_{\max }$ where it attains a maximum for both concurrence and mutual information since the same reasoning should hold if Bob is turned on "too early" in the asymptotic past. For derivative coupling, the lightlike support of the commutator implies that switching on too early also disables communication.

[^17]:    ${ }^{1}$ For the general description of branch cuts, see [136].

[^18]:    ${ }^{1}$ The intuition of the exponential map is that one can determine the point on a geodesic once the initial position $p$ and initial vector $\xi \in T_{p} \mathcal{M}$ is given since the geodesic equation is a second-order differential equation. The analogy for this is throwing a ball and predicting its landing point. The location and the velocity vector of the ball when you release determine the point where it will fall.

