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Abstract: The recent trend in collaborative distributed manufacturing scheduling (CDMS) has gained
significant importance in extended, networked, and virtual manufacturing environments due to its
adaptability and integration potential. In a distributed manufacturing environment, CDMS can occur
within a single factory or across multiple companies in a dynamic and variable extended or virtual
organization. For effective collaboration, the CDMS system must be secure, transparent, and trust-
worthy. This paper proposes a blockchain-based model for CDMS and discusses its implementation
in the processing of manufacturing functions, specifically joint process planning and scheduling. An
illustrative example is used to demonstrate the application of the proposed approach and its potential
to enhance the management processes of CDMS enterprises. The results of the analysis indicate that
the proposed blockchain approach can effectively facilitate communication and integration among
CDMS enterprises. Additionally, the approach can be expanded to more complex manufacturing
environments under different conditions.

Keywords: blockchain; collaborative distributed manufacturing scheduling; smart contract; Ethereum

1. Introduction

Collaborative distributed manufacturing scheduling (CDMS) involves multiple entities
working together and sharing resources to achieve their individual and collective goals [1,2].
This type of scheduling can occur in various manufacturing settings, including extended
manufacturing environments (EME) and virtual enterprises (VE) [3,4]. In the current
complex and rapidly changing manufacturing environments [5], organizations such as
EME or VE require collaborative distributed manufacturing scheduling (CDMS) to meet
the demands of Industry 4.0 [6]. CDMS involves two or more entities collaborating and
sharing resources and processes to reach their individual and joint goals [1,2]. Scheduling
problems that occur in distributed environments [3,7] are complex, but CDMS can help
companies tackle them effectively.

The scheduling problems in CDMS [4,8] are becoming increasingly complex due to the
growing number of entities and resources involved. These entities and resources may be
geographically dispersed and often involve combinatorial optimization problems [9]. The
scheduling process in CDMS is not only complex in and of itself but also becomes more
challenging to handle as the number of participating entities increases.

Blockchain-based collaborative distributed manufacturing scheduling (BCDMS) offers
a solution to the complex scheduling problems faced in modern I4.0-era manufacturing
environments. The proposed model in this paper aims to support BCDMS by providing
a novel approach based on Jackson’s model for classical job shop environments. This
approach can be applied to more complex manufacturing scenarios, involving two or more
work centers or machines, in a classical job shop or in extended and virtual enterprises
through a distributed manufacturing environment. The model extends Jackson’s model to
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facilitate collaboration between multiple factories and ensure efficient execution of jobs in a
distributed manufacturing environment [10,11].

The proposed BCDMS model offers a comprehensive solution for a range of manu-
facturing environments, including traditional workshops and distributed manufacturing
setups. Unlike existing solutions, which are specific to a particular production environment
or programming method, the BCDMS model makes a novel contribution to the field by
integrating various techniques such as mathematical optimization, metaheuristics, machine
learning, and agent-based approaches to solve basic scheduling problems. The BCDMS
model’s flexibility enables it to adapt to the specific needs of different manufacturing
environments [12–18].

This paper makes a contribution to the field of collaborative management in Industry
4.0 and distributed manufacturing scheduling. The paper is organized into six sections to
properly present the contribution. Section 2 provides a brief literature review on the topic,
including the use of blockchain technology and distributed manufacturing scheduling
approaches. Section 3 summarizes the proposed blockchain and smart contract technology
for distributed manufacturing scheduling. The use of the proposed scheduling approach is
illustrated in Section 4 through an application example. The main results, including the
benefits and limitations of the proposed scheduling approach, are presented in Section 5.
Finally, Section 6 concludes the paper and proposes future work.

2. Literature Review

The advancement of Industry 4.0 has brought significant changes to the manufacturing
industry, particularly in terms of collaboration and scheduling processes. Collaborative
management and distributed manufacturing scheduling have become essential in ensuring
efficient production in today’s I4.0 era. In this literature review, we will examine the current
state of research on collaborative management in Industry 4.0 and the use of blockchain
technology and distributed manufacturing scheduling approaches. By outlining the current
state of the field, this review will provide a foundation for the proposed solution presented
in this paper.

2.1. Collaborative Management and Industry 4.0 Technology

The role of collaborative management in Industry 4.0 has become increasingly im-
portant in recent years [19]. Blockchain technology, with its decentralized and distributed
digital registry system, has seen widespread use in various industries over the past 15 years,
including production planning, where it enhances efficiency and transparency through
integration with management systems [20–24]. Table 1 summarizes information on articles
published in various journals that focus on the use of blockchain technology in the context
of manufacturing and process planning and scheduling.

This section of the literature review focuses on the study of process planning and
scheduling in manufacturing and the application of blockchain technology in this context.
Table 1 presents data on articles published in various journals on these two topics over
the last 15 years. The table showcases the volume of work carried out in the field of
process planning and scheduling in manufacturing and the use of blockchain technology
in this area.

Figure 1 illustrates the significant research and development efforts that have been
dedicated to process planning and scheduling in the context of distributed manufacturing
systems. The use of blockchain-based methods has also been explored in this context.
The figure displays the volume of work conducted in the last 15 years across different
countries using the keywords: blockchain technology, process planning and scheduling,
and manufacturing management. Additionally, Figure 2 provides a more detailed view of
the contributions made by different countries in this field.
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Table 1. Blockchain technology applied in manufacturing scheduling.

Source Title 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 Total

Computers & Industrial
Engineering 1 3 5 2 2 1 3 2 3 8 3 3 5 8 12 5 66

IEEE
ACCESS 1 3 12 10 5 31

International Journal of
Advanced

Manufacturing
Technology

3 1 2 2 6 5 7 5 3 4 3 4 1 1 7 54

International Journal of
Computer Integrated

Manufacturing
3 1 2 3 1 2 2 1 4 2 6 3 2 1 33

International Journal of
Production Economics 3 1 1 3 2 2 3 2 2 1 4 3 27

International Journal of
Production Research 1 7 11 1 9 14 7 6 3 5 6 5 7 11 5 10 108

Journal of Intelligent
Manufacturing 1 2 1 1 2 2 4 2 1 2 2 20

Journal of
Manufacturing Systems 1 3 3 2 3 4 8 8 32

Robotics And
Computer-Integrated

Manufacturing
1 1 2 4 1 2 1 3 4 4 24

Sustainability 2 2 1 5 7 10 27

Total 11 16 25 12 17 24 20 20 23 23 19 29 26 48 54 54 422
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Figure 2. Country wise (Top 10 Countries) contribution of articles that cover the keywords blockchain
technology in manufacturing and process planning scheduling in last 15 years.

2.2. Manufacturing Scheduling Environments and Approaches

Manufacturing scheduling involves planning tasks and activities using a group of
production centers or machines, which can be located within a single company or across
multiple manufacturing companies and organizations [25–27]. To address scheduling
challenges, a variety of approaches and methods can be utilized, including heuristics and
meta-heuristics, as well as other scheduling techniques [4,16–18,25–31].

The scheduling process can occur in different kinds of manufacturing environments,
namely extended, distributed or VE [3,4,8,32], turning these problems into complex ones,
under varying types of conditions that are dynamically changing [33,34].

2.3. Distributed Manufacturing Scheduling

In collaborative distributed production scheduling (DMS), the coordination of pro-
duction tasks is managed through a task chain process, resulting in a complex production
schedule. A program is characterized by distributing and sequencing tasks on appropriate
production resources to satisfy a set of constraints imposed on production resources and
tasks. These constraints are critical to achieving predetermined production goals.

Distributed manufacturing systems (DMS) play a vital role in the current era of global-
ization since they can be used to manage and control distributed systems in organizations
or networks. A popular approach to CDMS is the use of multi-agent systems (MAS). A MAS
consists of a set of autonomous agents that can work together toward a common goal. To
facilitate this, the MAS approach to CDMS uses specific architectures and protocols. These
frameworks and protocols provide efficient communication and coordination between
agents, enabling efficient management and control of the distributed system [29].

CDMS is the most important part of the modern global manufacturing environment
as it provides coordination and management of distributed production processes. In [9], an
approach to dynamic planning based on a dynamic decision-making model with multiple
criteria is proposed. This approach aims to integrate strategies that allow for finding a
compromise between different performance indicators such as cost, quality, and delivery
time. Furthermore, various approaches, algorithms, tools, systems, and platforms support
production planning from centralized to decentralized architectures. These approaches aim
to integrate production planning as well as other management functions such as process
planning, nesting, system balancing, and layout determination. They can be found in many
sources including [4,7,8,16–18].

The main purpose of this study is to analyze the potential benefits that can be derived
from the application of an extended generic programming approach. The approach adapts
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to different production environments, from classical workshops to the implementation of
manufacturing enterprises or virtual enterprises. The general approach to advanced scaling
is versatile, allowing for a variety of solution approaches, methods, and combinations
of algorithms. This includes mathematical or optimization methods as well as other
planning methods and systems, to provide a comprehensive solution for planning in
production environments.

To that end, next, some relevant and closely related scheduling approaches and
systems from the literature are briefly mentioned in order to better contextualize the work
carried out and its novel contribution.

A simulation model including a dynamic scaling scheme is proposed to generate
training examples that the authors consider good scaling. The training process uses a
genetic algorithm combined with a tolerance-based learning algorithm to derive general
planning rules from training examples [35]. This allows the model to adapt to new observed
cases and modify its knowledge accordingly. We propose that the experimental results
show that the dynamic scheduling scheme with a scheduling rule is superior to the static
scheduling scheme for distributed scheduling purposes.

An agent-based approach is proposed for distributed production programs. This
approach aims to achieve global combinatorial scheduling optimization by integrating
workflow scheduling in a distributed production environment [36]. The proposed agent-
based approach is adapted from the particle swarm optimization (PSO) algorithm, in which
agents move toward a graph to find an optimal global time interval.

In the study conducted by Saeidlou et al., in 2019 [37], a novel approach for distributed
manufacturing scheduling was presented. The system proposed is based on a cooperative
framework that utilizes a set of rules that were identified as being most relevant for the
scheduling task at hand. The decision-making process is implemented through an agent-
based decision support system, which allows for the integration of the selected rules.
By using this approach, the authors claim that the system is able to find near-optimal
solutions for the scheduling problem within a computationally feasible amount of time.
The cooperative system proposed in this study aims to improve the efficiency of CDMS by
integrating the most relevant rules in a coordinated and efficient manner.

Zhang et al. [38] proposed a new task scheduling system in a production environment
with multiple factories and workflows. A system consists of a set of rules that are con-
sidered necessary to meet the constraints of the production environment. To facilitate the
planning process, the authors used an agent-based decision support system, a special type
of computer program designed to make optimal decisions in a timely manner. The pro-
posed system aims to improve the efficiency of work planning in a production environment
using a set of important rules and a special decision support system.

Wang, Ghenniwa, and Shen, in 2008 [39], proposed a different task scheduling method
that uses a special type of computer algorithm called the discrete fruit fly optimization
algorithm, designed to reduce costs and power consumption. They proposed that their
method outperformed some others. In 2008, a group of researchers proposed a real-time
method for scheduling work in a factory. They used a type of computer program called
agent-based service-oriented architecture, which divided the manufacturing floor into small
sections called work cells. They use their own dynamic scheduling system, which offered
a way for multiple computer programs and web services to work together to integrate
these programs.

Manupati et al., in 2017 [40], used a telefacturing-based distributed manufacturing
environment as a means of optimizing manufacturing services by enhancing the inter-
operability between various hub facilities. The objective of this approach is to establish
improved communication and collaboration between the hubs in order to achieve a more
efficient and effective manufacturing process. The implementation of this telefacturing
approach is expected to lead to enhanced production outcomes and a more streamlined
manufacturing service.
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Özgüven, Özbakır, and Yavuz, in 2010 [41] did propose a mathematical model for
job-shop scheduling problems with routing and process plan flexibility, which enables
to integrate two fundamental management functions related to the tasks scheduling and
process planning, with a certain degree of flexibility in this joint management process.

In a recent study, [42], a novel approach for task scheduling in a multi-factory manufac-
turing setting with workflow constraints was proposed. The authors utilized an integrated
brainstorm optimization algorithm to balance multiple objectives simultaneously. The
results of the study showed that this approach outperformed other tested methods and
proved to be an effective solution for task scheduling in complex manufacturing environments.

Mao, Li, Guo, and Wu, in 2020 [43], submitted research on planning and symmetrical
planning for parallel shipbuilding projects in an open distributed production environment.
This proposal allowed for effective planning of tasks for more efficient use of distributed
resources, support for multilateral cooperation, assistance to developers of decision-making
methods, and further assistance to project managers in the shipbuilding process by repeat-
ing iterative combined auction (ICA) during integration planning and project planning. The
authors gave a visual example of its effectiveness and justified using the proposed approach.

In the study published by Lou, Ong, and Nee, in 2010 [3], a distributed scheduling ap-
proach utilizing multi-agent systems was proposed for the assignment of tasks to machines.
The approach is designed to work in fast-changing virtual job shop environments and
employs market mechanisms and a negotiation-based distributed scheduling method. In
2020, Cheng, Bi, Tao, and Ji [44] presented a novel approach for distributed scheduling and
collaborative manufacturing operations within the context of smart manufacturing. Their
hypernet-based manufacturing service integrates cloud services and real-time information
to facilitate the scheduling process and uses graph coloring and an ABC algorithm to solve
the manufacturing scheduling problem. The approach was evaluated through experiments
in different distributed and collaborative manufacturing operation scenarios and was found
to have better performance compared to existing methods.

Han et al., in 2022 [45], proposed a solution to minimize energy consumption while
ensuring resource utilization in a multi-factory production environment. They proposed a
new algorithm called “VNIG”, based on the “greedy” technique and incorporating elements
of learning, which was found to have better results compared to existing methods. Manu-
pati et al., in 2014 [46], developed a solution for improving the efficiency of network-based
manufacturing systems by optimizing multiple objectives such as completion time and
workload distribution. The solution includes a mathematical model and two algorithms,
the “Modified Block-based Genetic Algorithm” and the “Modified Non-dominated Sorting
Genetic Algorithm”, which were found to be more effective compared to previous algorithms.

Several performance measures such as makespan with more than one machine case in
a Flowshop scheduling problem with dependent processing times were solved by several
authors, namely in the works described in [8,9,25,27,45].

2.4. Blockchain in Distributed Manufacturing Scheduling

Kapitonov et al., in 2017 [20], discussed the implementation of the BC model in au-
tonomous object decision-making processes in an unconstrained environment. Sikorski
et al., in 2017 [21], leveraged blockchain technology to improve efficiency and reduce costs
in machine-to-machine communication. Skowronski et al., in 2019 [22], explored the poten-
tial for using blockchain in a multi-agent model for improved decision-making in intelligent
production systems. Yang et al., in 2019 [23], proposed a blockchain-enabled digital twin al-
gorithm that eliminates the delay between planning and execution through a smart contract
that automatically plans and schedules machines based on workpiece requirements.

Assaqty et al., in 2020 [24], described the practicalities that exist for collaborating
between the manufacturing environment through the blockchain that are suitable for smart
manufacturing. Meanwhile, Cambou et al., in 2020 [47], focused on including blockchain in
the context of additive manufacturing to overcome or eliminate attacks by intermediaries.
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Moreover, Westerkamp et al., in 2019 [48], mentioned the potential for blockchain-based
methods to improve the security aspects of production systems.

Blockchain technology has been proposed by researchers such as Xu and Sauri [49] to
improve the privacy and security of data transmission and communication on the Internet
of Things (IoT). Scholars such as Vangala et al. [50] have also proposed a generalized
architecture using blockchain technology in smart agriculture for security purposes. Fur-
thermore, in [49], a smart manufacturing security model was proposed that uses blockchain
technology to enhance security, privacy, and tamper protection. Kumar et al. [51] presented
an example of using the blockchain structure to prevent fraud scenarios and secure a
logistics business.

Several authors are studying the use of blockchain technology for data exchange
and data security due to its characteristics of immutability, transparency, automation, and
integrity. For instance, in [52], a partially decentralized IIoT architecture was proposed
using blockchain technology to improve security and privacy. Shabazi and Bain [53]
proposed integrating blockchain technology and machine learning to address security and
data management issues in smart manufacturing.

Assakti et al. [24] believe that blockchain technology can help improve coordina-
tion and collaboration in the smart manufacturing industry. Some have suggested using
blockchain technology to create private systems to keep track of products and materials
while maintaining privacy. Bai et al. [54] suggested using a blockchain-based platform
called BPIIoT to process all transactions on the blockchain network.

Researchers have also suggested using blockchain technology to improve manufactur-
ing. One idea is to use it to control machines and make sure they are doing the job correctly.
Another idea is using it to ensure data and transactions are secure. Some researchers want
to ensure that all different parts of the company can use blockchain technology in the same
way [55–57].

Sgarbossa et al., in 2020 [58], proposed a conceptual model for cloud material handling
systems and explores the use of cloud computing for scheduling material handling activities.
Peron et al., in 2020 [59], highlighted the importance of considering sustainability in facility
layout planning and the potential role of emerging technologies in this context. The results
of this study could be valuable for companies looking to implement sustainable facility
layout strategies and could inspire further research in this area.

The field of blockchain has seen a lot of development in recent years, but there is still a
lack of studies focusing specifically on blockchain scheduling. Most papers in this area have
only proposed frameworks for scheduling; none have actually implemented blockchain-
based smart contracts for scheduling in the context of distributed production. The proposed
framework in this study aims to fill this gap by implementing blockchain-based smart
contracts for scheduling manufacturing enterprises with due dates.

The framework, as shown in Figure 3, consists of different layers that work together
to achieve the scheduling objectives. The physical layer acts as a bridge between the
data-scanning layer and the blockchain layer. Data collected by the data-scanning layer
through various IoT devices can be integrated with the blockchain using the physical
layer. The smart contract and consensus mechanism help in the scheduling process in the
distributed manufacturing system. In the planning layer, all the tasks are sorted according
to their priority, and the allocation of tasks and time for each task is carried out using
specific machines. The proposed framework for BCDMS helps to exchange data between
machines using sensors distributed in different locations. The data-scanning layer helps
the scheduling agent to know the actual state of the machines, which enables the agent to
change schedules based on the situation.
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The product operational blockchain layer, as shown in Figure 3, uses smart contracts
to make decisions without human intervention, based on the situation that arises during
the manufacturing process. This helps to create a trusting and secure environment be-
tween actors in distributed production systems. The service level is a way to collect the
information needed to fulfil orders and to help customers receive products. Overall, this
proposed approach will help to address the gap in the literature and improve the efficiency
of scheduling in distributed manufacturing systems.

3. Proposed Blockchain-Based Collaborative Distributed Manufacturing
Scheduling Approach

The proposed BCDMS is based on the concept of joint and decentralized production
units or collaborative networks, which can function independently and produce prod-
ucts. The key idea is to establish a peer-to-peer network between these enterprises using
blockchain technology, enabling coordination and collaboration among them. Each enter-
prise has its own production facilities for manufacturing products.

The concept behind the proposed BCDMS system is to have a network of distributed
production units or collaborative networks that can work and produce products indepen-
dently. Each company has its own production facilities. By using blockchain technology,
these companies form a peer-to-peer network, allowing them to coordinate their actions.
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Orders from customers are received by each enterprise and their equipment schedules
are organized accordingly. The machines in each company are connected to sensors, which
act as digital twins to the machine. The data collected by these sensors are continuously
analyzed and stored.

Each machine in each enterprise has an IoT device, which detects any available time
that is not being used based on the existing schedule. The machine shares information
such as processing time, free time, and processing capabilities through the network via
the sensors. This information is then issued as a smart contract on the blockchain. If
the enterprise’s machine capacity is not sufficient to complete the operations required for
product production, the IoT device searches the network for a smart contract that meets the
necessary specifications. If the requirements are met, the smart contract allows the use of
other available machines in other enterprises and adds the transaction to the blockchain.

3.1. Proposed Methodology Based on Blockchain Technology

In the basic structure of a collaborative distributed manufacturing system, manufactur-
ing units or enterprises are connected to gain a competitive advantage in the global market.
Industry 4.0 brought us several emerging technologies that help to exchange information
and resources and transfer technologies within manufacturing units or enterprises. How-
ever, a major drawback is that trust among them is required. It is high time for organizations
to adopt a technology that helps to solve the trust-based problems in the collaborative
distributed manufacturing system. The emerging blockchain technology (BCT) offers the
entities or organizations in the distributed manufacturing environment an option besides
trusting each other blindly, where blockchain technology will take care of this issue. Not
only that, BCT also improves transparency and security with its immutable features.

The data exchanged and shared between peers are stored as a distributed ledger on
the blockchain. The blockchain architecture allows data to be transparent, secure, and im-
mutable. BCT allows you to eliminate intermediaries or trusted third parties. A consensus
protocol is maintained between peers and transactions are encrypted using a cryptographic
method. Objects in the blockchain have permission to access the blockchain and can verify
the registry at any time. Thus, the blockchain provides instant, comprehensive transparency,
and BCT can easily track resources and transactions since any added to the blockchain are
difficult to duplicate.

3.2. Smart Contracts

Szabo et al., in 1997 [60], discussed the basic idea of smart contracts, which combine
computer protocols with user interfaces to enforce the terms of a contract. With the advent
of blockchain, smart contracts are becoming more and more popular due to the possibility
of using blockchain compared to the technologies available at the time of the invention
20 years ago.

These BCT-based smart contracts have the capability to replace physical assets and
humans such as lawyers and banks by executing contracts automatically [61]. Code logic
written in any computer language defines functions, operations, or rules between entities
that are automatically executed when a smart contract is initiated. Smart contracts can be
written in Java or Solidity on the Fabric, Corda, and Ethereum platforms. The proposed
model for a smart contract is shown in Figure 4. Next, in Figure 5, the algorithm expressing
the logic code for the proposed smart contract for BCDMS is presented.
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4. Illustrative Example

In this work, a distributed manufacturing system consisting of five enterprises placed
at various locations is considered. An enterprise has the capability to manufacture products
depending on the orders received from various customers.
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Each enterprise has two machines. They have the ability to handle tasks or actions
assigned to them since the system under consideration is by its nature a DMS. Enterprises
(E1, E2, E3, E4, and E5) have the advantage of sharing tasks or activities when needed. Here
in this scenario looking at five jobs that should be processed in each organization with two
available machines. Initially, planning is carried out according to the Jackson model [10,11],
or in case of manufacturing environments with three or more machines, an extended
version of this model can be used [11]. Moreover, the proposed scheduling approach can
be further used in combination with other techniques for solving management problems
occurring in networked environments, often by using approaches based on social network
analysis (SNA) [62]. Other approaches, for instance, include the application of diverse kinds
of multi-criteria decision-making methods, along with varying kinds of data normalization
techniques [63]. These kinds of approaches, among a range of others, play a crucial role
currently in Industry 4.0 [64].

In the case study considered in this work, after the application of the Jackson model,
preference was given for processing tasks according to the suggested scheduling approach,
with some tasks having crossed their deadlines. Moreover, special attention was also given
to obtaining an optimal sequence, with a minimized makespan. To that end, additional
procedures were considered in the proposed scheduling process.

Initially, free time was determined according to the schedules reached. This free time
is the time available on the machine between the scheduled job and the next sequential job.
A smart contract was developed for checking the jobs of each enterprise, complete with
due dates and processing times. As soon as any job passed its due date, the smart contract
would try to find free time in other enterprises to assign the job to the same machine. In
that way, the job would be completed before the due date. This procedure was carried out
for all jobs in the enterprise. In this way, the due date can be met without affecting the other
products’ timely delivery.

5. Results and Discussion

Ethereum is a blockchain platform that enables the creation of smart contracts. Smart
contracts are self-executing contracts with the terms of the agreement written directly in
code. They can be used to automate various processes, including planning and scheduling
in a DMS (document management system). Transactions associated with the smart contract
are recorded on the Ethereum blockchain, providing immutability and transparency. The
smart contract can be programmed to accept specific parameters, such as the machine
number, task number, and task due date, for scheduling purposes.

Smart contracts can be used to manage tasks and resources. Information such as
machine numbers, task numbers, and due dates is entered into the smart contract. The
smart contract can then use this information to decide how to allocate resources based on
availability and priority. The smart contract can also automatically schedule tasks based on
this information.

Figures 6 and 7 are ways for people to see and interact with this smart contract, where
they can view details such as task numbers, due dates, and resource allocation. The two
show smart contracts created for different enterprises. Each contract may have specific
parameters that are relevant to the enterprise, such as the number of machines, tasks, and
their respective due dates. These parameters can then be used by the smart contract to
automate processes such as scheduling and allocation of resources within the enterprise.
Smart contracts can also be programmed to automate other processes within the enterprise
depending on the specific needs and requirements of the enterprise.
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Smart contracts are coded in Ethereum. The proposed system consists of the following:
AMD-8550U Processor @ 2.90GHz, 64GB RAM, running UbunTU 20.04 HTS. To implement
the proposed system, Remix Ethereum-Pragma Solidity 0.8.4 was used.

Figure 8 clearly shows that after the execution of a smart contract, job 2 for enterprise
1, which crossed the due date, was allocated to enterprise 4 when there was free time
available at enterprise 4 on machine 1. Similarly, the blockchain transactions for all the five
cases are shown in Figures 8–12. In Figure 9, job 3 that belongs to E2 has crossed its due
date and been allocated to enterprise 5 when there is free time available on machine 1.
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In Figure 9, after the execution of a smart contract, job 6 for enterprise 4, which crossed
the due date, has been allocated to enterprise 5 when there is a free time available on
machine 1.

Figures 13–17 show the initial schedules of all jobs on the machines of each enterprise.
Figure 13 shows the schedule of all the jobs on the machines for enterprise 1. The makespan
of all the jobs in this case is 36. Red indicates job 1, yellow indicates job 2, grey indicates job
3, cyan indicates job 4, blue indicates job 5, and green indicates the smart contract, i.e., free
time on the machines.
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Figure 14 shows the schedule of all the jobs on to the machines for enterprise 2. The
makespan of all the jobs in this case is 82. Figure 15 indicates the makespan of all the jobs at
enterprise 3, with a value of 132. Figure 16 shows the schedule of all the jobs at enterprise
4, indicating a makespan of 116. Figure 17 shows the schedule of all the jobs at enterprise 5,
in this case, with a makepan of 155.

To demonstrate the proposed block chain-based system, in this work, an example is
considered that contains five different independent enterprises (E1, E2, E3, E4, E5) involved
in networked distributed manufacturing. Each of these enterprises (E1–E5) contains two
different machines in the job shop environment. For each task, the corresponding type of
machine M and the processing time for each operation t are displayed in Figure 6. DD
specifies the due date for each job.

Initially, each machine is scheduled according to Jackson’s algorithm based on the
processing time and operation priorities. Each free time (time > 1) available on the machine
is tagged and published as a smart contract (SC) on the Gantt charts shown in Figures 13–17.
A Gantt chart provides a pictorial representation of process planning and scheduling. It
provides details such as when various operations are performed and how much time is
required to perform tasks or operations on each machine. All the rescheduled Gantt charts
are shown in Figures 18–22.
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Similarly, the IOT device installed on machine M1 of enterprise E2 starts searching
for a suitable smart contract with free time at other enterprises (E1, E3, E4, and E5) for the
same machine M1. In this way, E2 is able to complete the order before the due date that
is shown in Figure 19, using a rescheduling process carried out by using the block chain
process based on smart contracts.

After redistribution of jobs using blockchain-based smart contracts, most of the dead-
lines were met without changing the actual schedules in the DMS being considered. The
important point is that this model can be extended to solve more complex planning and
scheduling problems, under different kinds of application scenarios. There are many oppor-
tunities for integrating scheduling algorithms in the context of distributed manufacturing
systems.

On carefully checking Table 2, job 3 at enterprise 2 has a DD of 75, but it has already
passed the DD in the schedule. In such cases, the IOT device installed on machine 2
of enterprise 2 starts searching for a suitable smart contract that has free time in other
enterprises (E1, E3, E4, and E5) for the same machine 2. The smart contract runs with a
logic that is expressed in Figure 4. After the execution of the smart contract, the processing
time of job 2 on the machine is less than the free time SC for enterprise 3. Immediately
rescheduling is implemented to E3, a change marked as E2–J3 on E3 after the rescheduling.
It does not affect the makespan of the pre-existing jobs at E3.
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Table 2. Input data considered for distributed manufacturing enterprises with due dates.

E1 E2 E3 E4 E5

Job Op Mac PT DD Job Op Mac PT DD Job Op Mac PT DD J o M PT D J O M T D

1
i P 2

1
i P 6

1
i P 18 1 i P 12 1 i Q 15

ii Q 4 10 ii Q 10 ii Q 16 ii Q 9 ii P 10

2
i P 5

2
i P 14

2
i Q 6 15 2 i Q 10 22 2 i Q 24 102

ii Q 6 14 ii Q 20 ii P 8 ii P 14 ii P 7

3
i P 4

3
i Q 18

3
i P 14 3 i P 16 3 i P 16

ii Q 4 12 ii P 16 75 ii Q 6 ii Q 8 ii Q 12

4 i Q 5 4 i P 4
4

i P 20 4 i P 16 52 4 i P 13 93

ii P 6 ii Q 8 ii Q 20 ii Q 9 ii Q 20

5 i P 7 5 i Q 14
5

i P 19 5 i Q 15 5 i P 4

ii Q 9 16 ii P 16 ii Q 17 20 ii P 12 ii Q 26

6 i Q 12 6 i P 12
6

i Q 14 6 i Q 18 6 i P 14

ii P 4 ii Q 10 ii P 14 ii P 22 ii Q 18

6. Discussion and Results

The results of the proposed BCDMS model were analyzed and evaluated against
various test scenarios [65] using GAMS software and CPLEX solver. The performance
of the model was evaluated in terms of makespan and machine utilization. A time limit
of 3600 s was set for solving the test scenarios mentioned in Table 3. A comparison of
the results obtained from the CPLEX GAMS solver and the proposed BCDMS is shown
in Table 3. The results indicate that the proposed BCDMS model was able to optimize
the objective functions of the scheduling problem and achieved good results in terms of
makespan and machine utilization, as demonstrated by [65–67].

Table 3. Comparison of results obtained by CPLEX solver in GAMS software with proposed BC method.

Test Scenario
(Small-Sized

Problems)
Jobs × Machines

CPLEX Solver in GAMS BCDMS Model

Makespan Machine
Utilization Makespan Machine

Utilization

Test Scenario 1 2 × 2 33 0.6 31 0.63

Test Scenario 3 2 × 2 39 0.54 36 0.61

Test Scenario 3 3 × 2 36 0.51 33 0.56

Test Scenario 4 3 × 2 45 0.53 43 0.56

Test Scenario 5 3 × 2 49 0.59 41 0.67

Test Scenario 6 3 × 2 44 0.53 39 0.64

Test Scenario 7 3 × 3 49 0.54 43 0.63

Test Scenario 8 3 × 4 54 0.56 46 0.59

Test Scenario 9 3 × 5 51 0.58 39 0.63

Test Scenario 10 4 × 5 53 0.51 43 0.61

The results in Table 3 indicate that the proposed BCDMS approach outperforms the
standard CPLEX solver with GAMS software in terms of a lower makespan and higher
machine utilization. This demonstrates the superior performance of the proposed BCDMS
model. However, it should be noted that when the number of jobs exceeds 4 or 5, the
BCDMS model struggles to solve the problem as the computational complexity increases.
This highlights the need for further improvements in the proposed BCDMS model to handle
larger and more complex scheduling problems in the future.
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7. Managerial and Academic Implications

The manufacturing industry is changing and becoming more customer-oriented thanks
to new technologies. To stay competitive, companies or enterprises can form a group called
a collaborative distributed manufacturing system (CDMS). However, there is a problem of
mistrust between companies or enterprises. To solve this problem, the authors propose to
use blockchain technology, which provides greater security and transparency. Thus, compa-
nies can exchange information without completely trusting each other. The authors believe
that it is important for companies to implement this technology to improve their security
and competitiveness. The authors’ work makes a significant contribution to the field of dis-
tributed manufacturing systems (DMS) and blockchain technology. Previous studies have
explored the utilization of blockchain in DMS through the proposal of various frameworks.
However, few works have been carried out in the implementation of smart contracts in
supply chain management for product tracking, and very little attention has been paid to
the implementation of smart contracts in scheduling. The current study represents a mean-
ingful advancement in the application of blockchain technology and smart contracts within
the realm of collaborative distributed manufacturing systems (CDMS). The implementation
of Ethereum-based smart contracts for scheduling in a manufacturing system highlights
the uniqueness and potential of this approach. The findings of this work suggest there is
significant scope for further exploration of the utilization of blockchain-technology-based
smart contracts in increasingly complex manufacturing systems for scheduling purposes.

8. Conclusions

In this paper, a novel approach to support blockchain-based distributed manufacturing
systems (BCDMS) was presented. The proposed model extends Jackson’s model, allowing
for the scheduling of jobs in classical job shops with multiple machines, as well as in the
context of extended and virtual enterprises (EME/VE). The model introduces a blockchain-
based smart contract that facilitates the secure and transparent exchange of information in
a distributed production system, built on the Ethereum platform.

The proposed BCDMS approach was analyzed through its application in three dif-
ferent architecture models, namely centralized, P2P, and hybrid. Based on an illustrative
scenario, the suitability of each architecture for BCDMS was evaluated, and it was con-
cluded that the proposed hybrid architecture provides the best balance between effort
reduction and efficiency.

In future work, the potential benefits and limitations of the proposed model will be
further analyzed by applying it to real industrial case studies in various manufacturing
environments.
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