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Motivated by the recent success in finding coherent structures in turbulent flows and describing their

noise emission using the Resolvent Analysis (RA), the method is applied to a turbulent jet flame at

Re = 15 , 0 0 0 and a corresponding non-reacting flow to investigate their axisymmetric dynamics. The RA, 

which in this study assumes a passive flame and neglects compressibility effects, is based on the govern- 

ing equations linearized around the temporal mean state. It is validated against Spectral Proper Orthogo- 

nal Decomposition (SPOD) obtained from time-resolved snapshots. Both the temporal mean state and the

snapshots are obtained by Large Eddy Simulation (LES). The SPOD reveals that an axisymmetric, convec- 

tive Kelvin–Helmholtz (KH) instability is the dominant hydrodynamic mechanism in the jet flame within

a narrow frequency band and incorporates up to 40% of the turbulent kinetic energy. Results show that

the RA is capable of reproducing the mode shapes seen in the SPOD. The RA furthermore allows to ad- 

dress the origin of these hydrodynamic structures: While the corresponding KH mode in a non-reacting

turbulent jet flow is most sensitive to perturbations in the nozzle boundary layer, the same dominant

mode in the turbulent Bunsen flame is most receptive to perturbations in the region between the nozzle

edge and the annular pilot burner. The results suggest that the strong density gradients in this region

initiate perturbations in the baroclinic torque, which are feeding the KH mode. Finally, a linear stabil- 

ity analysis proves that the high sensitivity of the KH structure is due to resonance with stable linear

eigenmodes, which explains its high energy content. By applying the RA to a turbulent reacting flow, this

study opens up a new pathway in analyzing the role of hydrodynamic structures in reacting flows.
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. Introduction

Modern gas turbines are operated in the lean flame regime, 

ue to its beneficial attributes regarding nitric oxide emissions. 

t the same time, for technical reasons, reaching perfectly pre- 

ixed fresh gas conditions is nearly impossible in a real engine. 

nfortunately, both the lean flame regime and partially premixed 

resh gases make the flame especially prone to combustion insta- 

ilities, i.e., fluctuations in heat release rate [1,2] . There are two 

istinctively different mechanisms leading to combustion instabili- 

ies, which both are highly unwanted effects. In the first case, the 

eat release rate fluctuations are most notably mono-frequent and 

ccur due to a feedback mechanism between an acoustic mode of 
∗ Corresponding author.

E-mail address: t.kaiser@tu-berlin.de (T.L. Kaiser).
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he combustion chamber and the heat release rate fluctuations [3] . 

hese instabilities are of thermoacoustic nature and may restrict 

he operation range of a gas turbine or, in extreme cases, result in 

 destruction of the combustion chamber. 

The second mechanism causing combustion instabilities occurs 

ue to turbulence. In this case, the combustion instabilities, just 

ike the turbulence, are of broad band nature [4] . The heat release 

ate oscillations occur either due to fuel ratio inhomogeneities, 

hich are caused by turbulent mixing processes, or due to a direct 

nteraction between turbulence and the flame front. These broad 

and heat release rate fluctuations act as a source term in the 

coustic field, leading to direct combustion noise [5] , which is cur- 

ently in the focus of both research and industry due to increas- 

ngly strict legal restrictions on noise pollution of aero-engines [6] . 

For thermoacoustic instabilities, it has been common knowl- 

dge for several decades that the interaction of the flame with hy- 
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Nomenclature 

Latin 

c Progress variable 

c p Isobaric specific heat capacity 

D Main nozzle diameter 

f Frequency 

f Body force/forcing 

I Identity tensor 

L , B , A Linear operators 

M RA weighting matrix 

Ma Mach number 

N Number of 

p Pressure 

Pr Prandtl number 

q State vector/response 
ˆ Q Spectral data matrix 

R Specific gas constant 

R Resolvent operator 

Re Reynolds number 
ˆ S Cross-spectral density 

Sc Schmidt number 

St Strouhal number 

t Time 

T Temperature 

u Velocity

h Heat release 

U Bulk velocity 

W SPOD weighting matrix 

Y Mass fraction 

Greek 

α Cell size 

η Thermal conductivity 

λ SPOD eigenvalue 

� Structural sensitivity

ν Kinematic viscosity 

ρ Density 

σ Optimal Gain 

φ Optimal forcing 

	 Equivalence ratio 

ψ Optimal response 

ω Angular frequency/LSA eigenvalue 

Subscripts 

(·) DFT Discrete Fourier Transform 

(·) eff Effective 

(·) r Radial 

(·) seg Segment 

(·) x Streamwise 

(·) th Thermodynamic 

(·) t Turbulent 

(·) 0 Unburnt 

Superscripts 

(·) † Adjoint ̂ (·) Complex Amplitude

(·) H Conjugate-transposed ˜ (·) Periodic fluctuation

(·) ′ Remaining fluctuation

(·) Temporal mean 

(·) T Transposed 

Glossary 

BC Boundary Condition 
a

CFD Computational Fluid Dynamics 

CFL Courant-Friedrichs-Lewy 

EVP Eigenvalue Problem 

FE Finite Element 

FTF Flame Transfer Function 

GEVP Generalized Eigenvalue Problem 

KH Kelvin-Helmholtz 

LES Large Eddy Simulation 

LSA Linear Stability Analysis 

RA Resolvent Analysis 

RHS Right Hand Side 

RST Reynolds-Stress 

SGS Subgrid Scale 

SPOD Spectral Proper Orthogonal Decomposition 

TFC Turbulent Flame-speed Closure 

TKE Turbulent-Kinetic-Energy 

rodynamic perturbations is one of the main causes of heat release 

ate fluctuations. Only In recent years however, research has been 

uccessful in finding more and more coherence in form of wave 

ackets in turbulent flows. One method, which has proven valu- 

ble in this context, is the RA which goes back to the early works 

f Trefethen et al. [7] , Farrell and Ioannou [8] and Reddy and Hen-

ingson [9] , Reddy et al. [10] . The RA is based on a linearization

f the governing equations around a temporal mean state. By op- 

imizing a predefined gain function, it identifies the spatial dis- 

ribution of a periodic volume forcing resulting in the strongest 

esponse. This way, not only the dynamic structures occurring in 

he flow can be reproduced, but the method also, and this is its 

ey benefit, provides insight into the generation mechanisms of 

he very same structures. In recent years, the RA deepened the 

nderstanding of turbulent cold flow configurations, such as Cou- 

tte [11] , pipe [12] and channel flows [13,14] , flat-plate [15] , Bla-

ius [16] as well as turbulent boundary layers [17] , a wake behind 

 NACA airfoil [18] and circular jets [19–21] . In these studies and 

thers, at least some order was brought to apparently chaotic tur- 

ulence. If transferred successfully to turbulent reacting flows, the 

ethod could be used in the long run to understand and control 

ame dynamics and subsequent effects such as noise generation. 

his is underlined by recent studies, focusing on noise emission of 

urbulence based on RA, such as Jeun et al. [22] and Pickering et al. 

23] . Recently, RA was firstly applied to a reacting flow [24] , how-

ver, not in order to reproduce wave packets in turbulence, but to

eproduce the dynamic response of the flow to harmonic acoustic

erturbations.

The recent advancements, motivate the present study to apply 

he method of RA to analyze turbulence in a generic Bunsen flame, 

ith the goal to enhance the understanding of the generation of 

oherent hydrodynamic structures in a reacting flow as well as 

heir interaction with the flame front. The configuration was pre- 

iously investigated experimentally [25] and by means of LES [26] . 

n order to validate our approach against previous studies, the RA 

s additionally applied to the same configuration at non-reacting 

onditions. 

In the present study, the RA is based on LESs which provide 

he time averaged fields, serving as input to the linearized method. 

urthermore, SPOD [27,28] , which constitutes the ideal validation 

asis for RA response modes [29] , is applied to extract the most 

nergetic wave packets from LES snapshots. While SPOD was pre- 

iously applied to non-reacting, subsonic, transonic and supersonic 

et flows in order to recover the dominant flow dynamics [21,30] , 

he investigation of a low-swirl jet flame by Shoji et al. [31] is so

ar, to the authors’ best knowledge, the only application of SPOD to 

 reacting flow. In addition to the RA, the related method of Linear 
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tability Analysis (LSA) will provide further insight in the genera- 

ion process of the wave packets. 

In this study, RA and LSA use a passive flame approach, previ- 

usly known from thermoacoustics [32] , and the assumption of in- 

ompressibility of the flow. This way, the method focuses on purely 

ydrodynamic structures and neglects acoustic waves and source 

erms in the linearized equations due to chemical reactions. 

Only global heat release rate fluctuations contribute signifi- 

antly to flame noise [5,33] as well as to most types of ther- 

oacoustic oscillations. As a consequence, this study focuses on 

xisymmetric perturbations alone, since only they can contribute 

o global heat release rate fluctuations in a symmetric confi- 

uration. 

The paper is structured as follows: Section 2 describes the setup 

nd results of the LES. The SPOD approach as well as the results 

or both the non-reacting and reacting conditions are discussed 

n Section 3 . Section 4.1 presents the linearized framework for 

oth RA and LSA as well as an outline of the numerical setup. 

n Section 4.2 , the results from the linear framework analyses are 

resented and compared to those empirically obtained by SPOD. 

ection 5 concludes the results. 

. Flow configuration and LES

The empirical (SPOD) and the deterministic (RA and LSA) meth- 

ds rely on time-resolved snapshots and time averaged fields, re- 

pectively. To provide this data, fully compressible reacting LES 

omputations are performed. In the following, specifics on the flow 

onfiguration setup as well as an outline of the LES framework are 

iven. The LES of the configuration under investigation was previ- 

usly validated against experimental measurements in [34] . Since 

he focus of this work is on the RA, only the case setup and the

asics of the numerical LES framework are discussed here. For a 

horough discussion of the LES strategy, the interested reader is 

indly referred to Zhang et al. [34] . Further discussion of the LES 

pplied to different configurations can be found in [26,35–37] . 

Figure 1 a illustrates an instantaneous snapshot of the tempera- 

ure, T , and reaction rate, h , and gives insights into the configura-

ion setup. The burner consists of a central converging nozzle with 

n area ratio of nine which is connected to a straight tube of di- 

meter D = 35 mm and length 4 . 3 D which ends at the main burner

xit at x = 0 . An annularly arranged nozzle with an inner and outer

iameter of 1 . 17 D and 1 . 34 D , respectively, is connected to the exit

lane and provides the pilot flow. 

Both the main and the co-axial pilot burner are operated with a 

remixed methane/air mixture at an equivalence ratio of 	 = 0 . 9 , 

n initial temperature of T 0 = 293 K , and ambient pressure of p 0 =
01 . 325 kPa . The Reynolds number is based on the diameter, D , of

he primary nozzle, the bulk velocity, U , at the exit plane and the 

inematic viscosity, ν0 , of the fresh gas and is Re = 15 , 0 0 0 result-

ng in a flame with a thermal load of 14 . 5 kW . The Mach number,

a = 0 . 022 , is based on the bulk velocity and ambient air. 

The computations are performed with the open-source code 

penFOAM [38] which solves the fully compressible Favre-filtered 

onservation equations governing mass, momentum and enthalpy. 

he Smagorinsky model [39] is applied to account for Sub- 

rid Scale (SGS) Reynolds stresses, along with constant turbu- 

ent Schmidt and Prandtl numbers, Sc t = Pr t = 0 . 7 , for the unre-

olved scalar and heat fluxes. Turbulence-chemistry interactions 

re governed by a Turbulent Flame-speed Closure (TFC) model 

for details see, e.g., [34] ) which solves an additional transport 

quation for the Favre-filtered reaction progress variable. Species 

ass fractions from 1D freely-propagating, unstrained premixed 

ethane/air flames are computed in Cantera [40] along with the 

RI-3.0 reaction mechanism [41] . These are projected onto the 
rogress variable c, leading to a chemistry look-up table with the 

ass fractions of species j, as functions of c, i.e., Y j = f (c) . 

The computational grid covers the inflow section depicted in 

ig. 1 a and a downstream, cylindrical domain with 80 D extension 

n streamwise and radial direction. The grid is locally refined to- 

ards the burner walls and the shear layer of the jet, having the 

mallest grid resolution of 0 . 3 mm in the radial direction. The com- 

utational grid consists of 11.2 million hexahedral grid cells in to- 

al. Figure 2 provides an overview of the computational domain 

nd grid used. 

At the entrainment and outlet boundaries, gradients of the ve- 

ocity u , the temperature T and the progress variable c are set to 

ero. No-slip conditions are used for the velocity on the nozzle 

alls. A turbulence inflow generator [42] has been used to repro- 

uce experimentally measured flow velocities within the burner 

ozzle. A partially non-reflecting boundary condition [43] has been 

pplied to all inlets, outlets and openings. As the overall maximum 

ach number in the simulation is below 0.03, the interaction of 

coustic waves with the flow can be neglected. The time step is 

herefore set to 2 . 5 · 10 −5 s , which ensures a maximum Courant- 

riedrichs-Lewy (CFL) number of approx. 0.8. 

The time-average and one snapshot of the streamwise veloc- 

ty based on the LES of the Bunsen flame are illustrated in Fig. 1 b

nd 1 c, respectively. The mean flame position is approximated by 

 black, dashed contour line of the temporally averaged progress 

ariable ( c = 0 . 5 ). In addition to the LES computations of the re-

cting flow, results for an equivalent non-reacting configuration are 

btained. 

. Spectral proper orthogonal decomposition

.1. Outline of the spectral proper orthogonal decomposition 

In the pre-processing of the SPOD, the time average is sub- 

racted from the LES velocity snapshots, which are interpolated 

n an unstructured grid of M discrete points. Subsequently, they 

re averaged in azimuthal direction to restrict the analysis to ax- 

symmetric perturbations. After splitting the azimuthally averaged 

napshots into N seg overlapping segments of length N DFT , a tem- 

oral Fourier decomposition is performed on each of the N seg seg- 

ents. The resulting N seg spectra are resorted into spectral data

atrices, ̂ Q St k 
( x ) =

[ ̂ q 

(1) 
St k 

( x ) , ̂  q 

(2) 
St k 

( x ) , . . . , ̂  q 

(N seg ) 

St k 
( x ) 

] 
∈ C 

3 M×N seg , for

ach discrete dimensionless Strouhal number, St k = f k D/U , where 

 = 1 , 2 , . . . , N DFT / 2 and where ̂ q 

( j) 
St k 

= 

[ ̂ u 

T ( j) 
x, St k 

, ̂  u 

T ( j) 
r, St k 

, ̂  u 

T ( j) 
t, St k 

] T
∈ C 

3 M 

ncorporates the Fourier transforms of the velocity components of 

ach segment j = 1 , 2 , . . . N seg . An inner product of the data matri-

es, ̂  Q St k 
( x ) , yields an approximation of the weighted cross-spectral

ensity, ̂  S St k 
, based on Welch’s method, such as

 

 St k = 

1 

N seg − 1 ̂

 Q 

H

St k 
W ̂

 Q St k 
, (1) 

here (·) H and (·) T denote the conjugate and ordinary transposed, 

espectively. The diagonal weighting matrix is defined as 

 = diag 
(
[ w 

T , w 

T , w 

T ] T 
)

∈ R 

3 M×3 M , w = [ ρ i αi r i ] i =1 , 2 , ... M 

∈ R 

M ,

(2) 

hich accounts for the temporal mean density ρ , the grid cell size 

eight α and the radius r, due to the cylindrical coordinate system. 

inally, an eigenvalue decomposition of the cross-spectral density 

ields pairwise SPOD modes. These are (eigenvalue, eigenvector)- 

olutions at discrete, dimensionless Strouhal numbers St k , which 

re sorted according to the eigenvalue magnitude in descending 

rder. The eigenvector yields the spatial structure which incorpo- 

ates the amount of turbulent kinetic energy associated with the 
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Fig. 1. Computational setup and flow fields of the turbulent Bunsen flame; The temporal mean flame position ( c = 0 . 5 ) is displayed as black, dashed line. 

Fig. 2. Configuration for the LES.
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igenvalue. If one mode contains significantly more energy than 

ll remaining modes and therefore dominates the flow in terms of 

nergy, the flow is called to be of low-rank. The relative eigenvalue 

s introduced to measure the contribution of the i th mode on the 

otal fluctuation energy of all N seg modes at one particular Strouhal 

umber St k : 

∗
i ( St k ) = 

λi ( St k ) ∑ N seg 

j=1 
λ j ( St k ) 

, i = 1 , 2 , . . . , N seg . (3)

q. (3) is referred to as relative spectrum in the following. 

Snapshots for both configurations are sampled with a rate of 

t = 1 ms on a rectangular domain bounded by (x min , x max ) = 

0 , 40) D . A total amount of 4800 snapshots is available for 

he non-reacting configuration and split into segments of length 

 DFT = 100 resulting in frequency resolution of St 0 = 0 . 0473 . In

ase of the reacting flow, a higher number of 5600 snapshots is 

vailable allowing for a longer segment length of N DFT = 250 which 

esults in a higher frequency resolution of St = 0 . 0189 . 
0 
.2. Spectral proper orthogonal decomposition of the non-reacting 

onfiguration 

Figure 3 illustrates eigenvalue spectra of the non-reacting con- 

guration as a function of the dimensionless Strouhal number 

here the shading of the curves from black to white indicates 

he mode number in increasing order. The figure furthermore dis- 

lays the streamwise and radial velocity components of the leading 

POD mode, exemplary for the frequency where it comprises most 

nergy relatively. 

Figure 3 a shows that the magnitude of all eigenvalues mono- 

onically decreases with frequency, while the leading eigenvalue 

isplays a noticeable elevation from the remaining ones within the 

ntermediate frequency range 0 . 3 � St � 1 . 0 . The relative spectra in

ig. 3 c depicts that the leading mode incorporates up to 8% of the 

otal turbulent kinetic energy at St = 0 . 56 , while the second mode 

ncorporates approximately 4% over the entire frequency range in- 

estigated. The SPOD spectrum therefore shows a clear mode sepa- 
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Fig. 3. SPOD of the non-reacting configuration.

Fig. 4. SPOD of the reacting configuration.
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ation between leading and remaining modes in the respective fre- 

uency range. 

Figure 3 b and 3 d shows the streamwise and radial components 

t the frequency of largest mode separation (see the +-marker in 

ig. 3 c). Both the streamwise and radial fluctuations originate and 

volve in the potential core adjacent shear layer until they de- 

ay further downstream. Upstream of x ≈ 1 D , the spatial patterns 

f the streamwise velocity fluctuations are horizontally directed. 

hen, further downstream, they rotate into an orientation perpen- 

icular to the streamwise direction. This vortex tilting is typical for 

H-type wave packets which, together with the separation of the 

eading eigenvalue, has been identified as dominant within a sim- 

lar frequency range in previous studies [21,30] ). 

.3. Spectral proper orthogonal decomposition of the reacting 

onfiguration 

Analogously to Figs. 3, 4 depicts the SPOD results of the reacting 

onfiguration. 
While the absolute spectrum ( Fig. 4 a) displays a distinct eleva- 

ion of the leading eigenvalue at low frequencies ( 0 . 04 � St � 0 . 15 ),

he relative spectra in Fig. 4 c show that the leading SPOD mode 

ncorporates up to 40% of the total fluctuation energy. This dis- 

inct mode separation is significantly stronger than in the non- 

eacting case and evidence for the low-rank behavior of the Bun- 

en flame at these frequencies. Moreover, the mode separation 

f the leading and the second mode occurs at far lower fre- 

uencies as well as within a much narrower frequency band. 

orresponding to the maximum relative eigenvalue (see the +- 

arker in Fig. 4 c), Figure 4 b and 4 d shows the mode’s stream-

ise and radial components, respectively. Similar to the non- 

eacting configuration, the mode shows a KH-type pattern, how- 

ver with larger wavelength. Perturbations originate from the 

ame root and form horizontally directed patterns. In downstream 

irection, the wave packets spatially grow within the shear layer 

nd are tilted similarly to the non reacting configuration (see 

ig. 3 b). 
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. Resolvent analysis and linear stability analysis

Unlike the purely empirical SPOD, linearized methods allow to 

escribe the dynamics using a deterministic approach. In the fol- 

owing, the numerical strategy in the linearized framework is pre- 

ented and subsequently, the results of both RA and LSA are dis- 

ussed. 

.1. Passive flame approach and linear framework methods 

For the derivation of the linearized equations, additional simpli- 

cations are made in comparison with the LES in Section 2 . These 

re: 

1. The flow is considered in the low-Mach-number regime. This

means that compressibility effects are neglected.

2. Following a similar approach known from thermoacoustics,

heat release is modeled by a passive flame [32] . This means

that fluctuations in density due to advective transport and tur- 

bulent heat diffusion are taken into account. Coherent fluctu- 

ations in the reaction chemistry and the therefrom resulting

temperature and density fluctuations, on the other hand, are

neglected.

3. Material properties are constant and equal for all species.

4. Source terms originating from chemical reactions, heat radia- 

tion, viscous heating are neglected.

5. The influence of product terms which include stochastic density

fluctuations is neglected.

The non-linear conservation equations of mass, momentum and

nergy deduced from the above listed simplifications read 

∂ρ

∂t 
+ ∇ · ( ρu ) = 0 , (4a) 

(
∂ u

∂t
+ ( u · ∇) u

)
= −∇p + ∇ ·

(
1

Re

(
(∇ + ∇ 

T ) u − 2 

3
(∇ · u ) I 

))
+ f u , (4b) 

∂ρT 

∂t 
+ ∇ · ( u ρT ) = ∇ ·

(
1 

Re Pr 
∇T 

)
, (4c) 

here ρ , p, and f u denote the density, the dynamic pressure and 

n arbitrary body force, respectively. I is the identity tensor. The 

randtl number is 

r = 

ρ0 νc p

η
, (5) 

here ρ0 , c p and η are the density of the unburnt mixture, the iso- 

aric specific heat capacity and thermal conductivity, respectively. 

ote that the energy equation is formulated as a transport equa- 

ion of temperature [44] . 

.1.1. Linearized equations 

The triple decomposition introduced by Reynolds and Hus- 

ain [45] allows to address the problem of coherent fluctuations 

n the presence of stochastic turbulence. It decomposes the state 

ariables into a temporally averaged, periodically fluctuating, and 

emaining fluctuating part which is decorrelated from the period- 

cally fluctuating part. These contributions are indicated by (·) , (̃·)
nd (·) ′ , respectively, and read

= u + 

˜ u + u 

′ , p = p + ̃

 p + p ′ , ρ = ρ + ̃

 ρ + ρ ′ ,
f u = f u + ̃

 f u + f 
′ 
u , T = T + ̃

 T + T ′ . (6) 

he periodic fluctuation is the difference between temporal and 

hase average. Substituting the triple decomposition into the non- 

inear governing equations ( Eqs. (4) ), neglecting terms of second 
nd higher order in periodic fluctuations and subtracting the tem- 

oral average of the resulting equations from its phase average 

ields 

∂ ̃  ρ

∂t 
+ ∇ · ( ρ˜ u ) + ∇ · ( u ̃

 ρ) = 0 , (7a) 

ρ
(
∂ ̃u

∂t 
+ ( ̃  u · ∇) u + ( u · ∇) ̃u

)
+ ̃

 ρu · ∇ u

= −∇ ̃

 p + ∇ ·
(

Re −1 
(
(∇ + ∇ 

T ) ̃  u − 2 

3 

(∇ · ˜ u ) I
))

+ ̃

 f u − ρ ˜ u 

′ · ∇ u 

′ , (7b) 

∂ ̃  T 
∂t 

+ ρu ∇ ̃

 T + ρ˜ u ∇ T + ̃

 ρu ∇ T = ∇ ·
(

1
Re Pr ∇ ̃

 T 
)

− ∇ ·
(
ρ ˜ u ′ T ′ 

)
. (7c) 

The linearized set of Eq. (7) was applied in previous stud- 

es for a local stability analysis [46] as well as global RA [24] .

t this point, the system still is unclosed due the last term on 

he Right Hand Side (RHS) of both Eq. (7b) and (7c) . Reynolds 

nd Hussain [45] identify the first as the fluctuation of the back- 

round Reynolds-stresses due to the passage of periodic structures. 

n this study, they are modeled using an eddy-viscosity, νt (see 

lso [17,47–52] ). Following Kaiser and Oberleithner [53] , the re- 

aining term on the RHS of Eq. (7c) is modeled analogously by 

sing the gradient-diffusion hypothesis to relate it to an eddy- 

iffusivity, ηt . 

After substituting both the eddy-viscosity and eddy-diffusivity 

odels into Eq. (7) the harmonic ansatz 

 

 = [ ̃  ρ, ̃  u , ̃  T , ̃  p ] T = [ ̂  ρ, ̂  u , ̂  T , ̂  p ] T exp (−iωt) = ̂

 q exp (−iωt) , (8a)

 

 = [0 , ̃  f u , 0 , 0] T = [0 , ̂  f u , 0 , 0] T exp (−iωt) = ̂

 f exp (−iωt) , (8b)

s introduced for the variables of state, where ω is a complex fre- 

uency, while ̂ (·) and (·) T denote the complex amplitude of the re- 

pective state variable and the transposed, respectively. Similar to 

he empirically driven analysis by SPOD, only axisymmetric fluctu- 

tions are considered within the linearized framework which are 

overned by the ansatz in Eq. (8) (which neglects any azimuthal 

ependency). After substituting it into the system in Eq. (7) , the 

esulting equations read 

iω ̂

 ρ + ∇ · ( ρ̂ u ) + ∇ · ( u ̂

 ρ) = 0 , (9a) 

ρ( −iω ̂

 u + ( ̂  u · ∇) u + ( u · ∇) ̂  u ) + ̂

 ρu · ∇ u

= −∇ ̂

 p + ∇ ·
(

1

Re eff

(
(∇ + ∇ 

T ) ̂  u − 2 

3 

(∇ · ̂ u ) I
))

+ ̂

 f u , (9b) 

iω ρ̂ T + ρu ∇ ̂

 T + ρ̂ u ∇ T + ̂

 ρu ∇ T = ∇ ·
(

1
Re eff Pr eff

∇ ̂T 
)
, (9c) 

here the effective Reynolds and Prandtl numbers read Re eff = 

D (ν + νt ) −1 and Pr eff = (η + ηt )[(ν + νt ) ρ0 c p ] 
−1 , respectively. The

ffective Prandtl number is fixed to Pr eff = 0 . 7 . 

To finally close the set of equations, an eddy-viscosity model 

eeds to be chosen. The choice is based on an evaluation by means 

f an alignment coefficient which compares the RA modes to those 

btained by SPOD [54] . A comparison of different turbulence mod- 

ls has shown that the mixing length model, applied previously by 

ickering et al. [30,47,55] performs best for the configuration and 

ill therefore be used in this study. 

In order to link both the mean and the coherent fluctuations of 

he temperature and density, respectively, the ideal gas law and its 

inearized counterpart are applied: 

 = 

p th
ρR 

, ̂ T = − p th

R ρ2 ̂
 ρ = −T 

̂ ρ

ρ
, (10) 
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Fig. 5. Numerical domain and discretization for the linear framework; �i are the boundaries, where a, i, o, w denote the inlet, the axis, the outlet, and the wall.
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Fig. 6. Comparison of SPOD and cold-flow RA of the non-reacting configuration and

optimal forcing.
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here R is the specific gas constant. Substituting these relations 

nto Eq. (9) removes any dependency on the temperature and re- 

uces the vectors for the state variables in Eq. (8) to ̂  q = [ ̂  ρ, ̂  u , ̂  p ] T 

nd ̂

 f = [0 , ̂  f u , 0] T . Due to the low-Mach-number assumption, the

ynamic pressure, p, is decoupled from the thermodynamic pres- 

ure, p th [56] . 

After spatially discretizing the resulting set of equations, it can 

e cast into the operator based notation 

ω B ̂

 q + L ̂  q = ̂f , (11) 

here B and L denote the mean fields depending, discrete, opera- 

ors, which in general are complex. In this study, analyses based on 

he whole set of Eq. (9) are referred to as low-Mach-number anal- 

ses, while the term cold-flow will refer to the simplified sys- 

em without the linearized energy equation, where T = const . and 

 

 = 0 .

.1.2. Linear stability analysis 

In LSA, one considers the homogeneous problem leading to the 

eneralized Eigenvalue Problem (GEVP) 

 B ̂

 q = L ̂  q . (12) 

he real part of the eigenvalue, ω r , represents the angular fre- 

uency at which the mode oscillates in time. The imaginary part, 

 i , is its temporal growth rate. 

Solutions of the adjoint problem of Eq. (12) yield the adjoint 

igenmodes. In this work, the adjoint problem is addressed by ob- 

aining the complex conjugates of the disretized matrices, L † and 

 

† , and subsequently solving the GEVP given by Eq. (12) for these 

djoint operators. The adjoint eigenvectors describe which initial 

ondition optimally excites their direct counterparts [57,58] , and 

herefore reveal their receptivity to periodic perturbations. 

Given a pair of a direct and an adjoint mode, the internal feed- 

ack mechanism can be analyzed by determining the structural 

ensitivity, �( x ) , which is defined as [59] 

( x ) = ‖ ̂

 u 

† ‖ · ‖ ̂

 u ‖ ∫ ̂ u 

† ̂ u d x 

, (13) 

here (·) † denotes adjoint. The structural sensitivity reveals the 

egions of strongest feedback of the global mode. It often is at- 

ributed to the wave maker region [59] . In this work, the norm in

he nominator of Eq. (13) is the L 2 -norm of all velocity compo- 

ents. 
.1.3. Resolvent analysis 

In contrast to the LSA, RA accounts for the harmonic body force 

n Eq. (11) . The resulting, linear system is rearranged to 

 

 = 

(
L − ω B 

)
−1 ︸ ︷︷ ︸

= R (ω)

f̂ , (14) 

here ̂  q and ̂

 f are referred to as response and forcing in the con- 

ext of RA. The operator R is the resolvent operator, which linearly 

aps any arbitrary volume forcing, ̂  f (ω) , onto the response. Note

hat in the context of RA ω is the real-valued angular frequency 

nd serves as an input parameter to the analysis. 

In order to quantify the amplification between a response- 

orcing pair, a gain function, σ , is defined, which relates the in- 
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Fig. 7. SPOD modes ( •, left column) and cold-flow RA responses (+, right column) of the non-reacting configuration (streamwise component, real part); Frequencies as 

indicated by the markers in Fig. 6 a.
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Fig. 8. Comparison of SPOD and cold-flow RA of the reacting configuration and op- 

timal forcing.
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egral energies of response and forcing 

2 = 

̂ q 

† M q ̂ q ̂ f 
† 
M f ̂f 

, (15) 

here both M q and M f are the Finite Element (FE)-discretized in- 

er products corresponding to 

 v , v 〉 = 

∫ ∫ 
v H diag 

(
0 , 1 , 1 , 1 , 0 

)
v ρr d x d r, (16)

or an arbitrary vector v with the structure of ̂  q or ̂  f , respectively.

n this study, M q and M f are identical and the index, therefore, will 

e dropped ( M q = M f = M ). The objective of RA is to find a fre-

uency depending forcing-response pair that maximizes the gain. 

t can be shown [15] that this objective is addressed by solving the 

igenvalue Problem (EVP) 

 ̂

 φ = σ 2 ̂ φ, (17) 

here A = M 

−1 R 

† M R . The eigenvalues and eigenvectors of A are 

he optimal, squared gains σ 2 
i 

and optimal forcing modes ̂ φi which

pan an orthogonal basis of forcings. Applying the resolvent oper- 

tor on the set of optimal forcings yields optimal response modes ̂ 

 i which also span an orthogonal basis. The resulting triplets of

 ̂

 φ, σ, ̂ ψ } i (ω) are ranked according to the gain-magnitude in de- 

cending order. If the first, i.e., the leading, gain is significantly 

arger than the remaining ones, the resolvent operator is said to 

xhibit low-rank behavior at this particular frequency. In this case, 

he response to a forcing, which is not by coincidence close to or- 

hogonal to the leading optimal forcing, can be approximated by 

he leading optimal gain, forcing and response alone. 

.1.4. Numerical approach for solving the linearized equations 

The linear system in Eq. (11) is discretized and solved using the 

ELiCS solver. The solver uses a bi-global approach by taking ad- 

antage of the axisymmetry of the time averaged flow and solving 

he governing equations on a 2D grid. The domain is spatially dis- 

retized using the open source FE package fenics [60] with triangu- 

ar continuous Galerkin elements of second order for the velocities 

nd first order for the remaining quantities. To solve the linear sys- 

ems given by Eqs. (12) and (17) , the ARPACK library [61] is used. 

Figure 5 provides the information on the spatial discretization 

nd labels the boundaries. The Boundary Condition (BC) for ax- 

symmetric perturbations [62] are applied at the axis. While homo- 
eneous Dirichlet conditions are applied for all fluctuation quan- 

ities at inlets and outlets, walls are treated with homogeneous 

irichlet conditions for the velocity and homogeneous Neumann 

onditions for pressure and density. The domain size in down- 

tream direction was chosen as large as possible to avoid an in- 

erference between the periodic structures and unnatural outlet 

Cs [63] . 

Regions of high shear gradients, such as the shear layer as well 

s the boundary layer inside the nozzle are resolved with cell sizes 

own to 1 . 7 · 10 −3 D , which is significantly smaller than the grid

ize in the LES. The resolution decreases in radial and streamwise 
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Fig. 9. SPOD modes ( •, left column) and cold-flow RA responses (+, right column) of the reacting configuration (streamwise component, real part); Frequencies as indicated 

by the markers in Fig. 8 a.
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irections downstream of the nozzle (largest cell size of approx. 

 . 67 D ). Mesh convergence studies for both the RA and the LSA con-

rm that a further refinement of the mesh presented in Fig. 5 has 

egligible influence on the results. 

.2. Linear framework results 

The linearized methods discussed in Section 4.1 are now ap- 

lied to the mean flows obtained from LES. First, to validate our 

pproach, the cold-flow analysis is applied to the non-reacting flow 

n Section 4.2.1 . In order to examine the impact of the temper- 

ture change across the temporally averaged flame front and the 

esulting coherent temperature fluctuations, the linearized equa- 

ions are applied using two different premises: First, the density 

hange across the flame front is neglected by applying the cold- 

ow RA to the reacting mean flow in Section 4.2.2 . Then the low-

ach-number equations, which take the inhomogeneous tempera- 

ure field into account, are applied when performing RA and LSA 

f the reacting jet in Section 4.2.3 and 4.2.4 , respectively. 

.2.1. Cold-flow resolvent analysis of the non-reacting jet flow 

The cold-flow RA is performed on the time average of the non- 

eacting flow. Figure 6 a compares the spectra of the five leading 

A gains to the five leading SPOD eigenvalues. 

The spectra of the leading RA gain and the leading SPOD eigen- 

alue are in good agreement: Both the leading gains as well as the 

eading SPOD eigenvalues display a characteristic elevation approx- 

mately in the frequency range from St = 0 . 3 to St = 1 . 2 . 

The streamwise component of the optimal forcing, which re- 

ults in the maximum gain ( St = 0 . 56 ), is depicted in Fig. 6 b. It is

patially confined within the nozzle boundary layer and displays a 

ilted and stratified structure with maximum amplitude at the noz- 

le exit. Such forcing patterns are observed across the entire fre- 

uency range where the resolvent operator exhibits low-rank be- 

avior. These are known as Orr-type waves which were observed 

imilarly in previous studies (e.g. by Garnaud et al. [19] ), and con- 

titute a typical evolution mechanism of KH wave packets in jet 

ows. 

Optimal responses are obtained from projecting the optimal 

orcing (such as the one in Fig. 6 b) onto the resolvent opera- 

or. Figure 7 compares their streamwise components to those of 

he leading SPOD modes at three frequencies (see the markers in 
ig. 6 b). The wavelengths seen in the optimal responses and SPOD 

odes are in very good agreement. Minor discrepancies concern 

he different tilting angles of the structures especially for St = 0 . 33 

nd St = 0 . 56 , as well as the stronger streamwise decay of the op-

imal response seen for St = 0 . 56 . 

Overall, the agreement between the optimal responses and the 

POD modes is satisfactory and leads to the conclusion that the RA 

s capable of reproducing and explaining the origin of the KH-type 

tructures observed in the LES of the non-reacting flow. 

.2.2. Cold-flow resolvent analysis of the reacting configuration 

Now, the cold-flow RA is applied to the reacting temporal mean 

ow, depicted in Fig. 1 b. The resulting five leading gains from this 

nalysis are compared to the five leading, relative SPOD eigenval- 

es in Fig. 8 a. 

The resolvent operator exhibits a distinct low-rank behavior 

ith a maximum of the leading gain at St = 0 . 23 . In fact, the low-

ank range shifts towards lower frequencies compared to the one 

dentified in the leading gain of the non-reacting configuration. 

owever, Figure 8 a shows that it does not coincide with the low- 

ank range of the SPOD of the reacting configuration, which occurs 

t even lower frequencies. Moreover, the resolvent operator is of 

ow-rank in a much broader frequency band than the SPOD (note 

he logarithmic frequency scale). 

Figure 8 b shows the streamwise component of the optimal forc- 

ng associated with the maximum gain at St = 0 . 23 ( Fig. 8 a). The

orcing is spatially confined within the boundary layer inside the 

ozzle and resembles the Orr-type forcing structures observed pre- 

iously in the non-reacting configuration ( Fig. 6 b). Again, as in 

he non-reacting configuration, these spatial patterns are observed 

cross the entire frequency range where the resolvent operator ex- 

ibits a low-rank behavior. 

The streamwise components of the optimal response modes at 

he three frequencies marked in Fig. 8 a are depicted in Fig. 9 and

ompared to the respective SPOD modes. For the highest frequency 

f St = 0 . 23 , the optimal response and its SPOD counterpart show 

imilar mode shapes. Nevertheless, the location of the maximum 

ˆ  x -fluctuation predicted by the RA is significantly further upstream 

 x ≈ 5 D ) than in the LES ( x ≈ 7 . 5 D ). For lower frequencies, the RA

ppears not to capture the dynamics observed in the LES to a sat- 

sfactory degree: For the frequencies of St = 0 . 056 and St = 0 . 11 ,

he mode shapes of the RA and the SPOD expose significant differ- 
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Fig. 10. Comparison of SPOD and low-Mach-number RA of the reacting configura- 

tion and optimal forcing.
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nces, especially in regions upstream of x = 5 D . This leads to the

onclusion that the overall agreement between mode shapes is sig- 

ificantly worse than in the cold-flow configuration, at least if the 

emperature change across the flame front is ignored. 

.2.3. Low-Mach-number resolvent analysis of the reacting 

onfiguration 

In the previous paragraph, the density drop (or temperature in- 

rease) across the flame was neglected in the linearized frame- 

ork. This violates both momentum and mass conservation, which 

ould explain the discrepancies between SPOD and RA results. To 

orrect this, the RA framework is extended to account for the den- 

ity drop across the flame front due to the combustion heat us- 

ng the low-Mach-number equations ( Eq. (9) ). As a consequence, 

he resolvent operator is formed using the inhomogeneous density 

eld in addition to the temporal averages of the velocity ( Fig. 1 b). 
Figure 10 a compares the resulting five leading RA gain spec- 

ra to the five leading relative eigenvalues obtained by SPOD. The 

esolvent operator exhibits low-rank behavior over the entire fre- 

uency range. Within the lower frequency range ( St < 0 . 2 ), the 

eading RA gain exhibits a narrow peak which is in good agree- 

ent with the elevation of the leading eigenvalue observed in the 

POD spectrum. 

The leading optimal forcing is exemplary shown in Fig. 10 b for 

 frequency where both RA and SPOD exhibit a low-rank behav- 

or ( St = 0 . 1 ). It distinctly differs from the Orr-type structures ob-

erved in the forcing of the non-reacting jet flow ( Fig. 6 b) as well

s in the cold-flow RA neglecting non-uniform density ( Fig. 8 b): If 

he inhomogeneous density field is taken into account, the forcing 

s located at the edges of the primary nozzle and the pilot burner. 

his flow region coincides with the region of strongest temporally 

veraged density gradients, as can be seen in Fig. 10 c. It appears 

hat the inhomogeneity of the density field has a significant impact 

n the evolution mechanism of the wave packets. The mode itself, 

owever, retains its KH-type wave pattern as can be seen in Fig. 11 ,

hich compares the leading optimal response to the modes iden- 

ified empirically using SPOD. The figure demonstrates that taking 

nto account the inhomogeneous density significantly increases the 

greement of the leading optimal responses and SPOD modes in 

he frequency range, where the SPOD indicates low-rank behavior 

 St � 0 . 2 ) in comparison to the cold-flow RA (see Figs. 8 a and 9 ). 

The dominant coherent structures are of KH type in both non- 

eacting and reacting configuration. However, evident differences 

n the optimal forcing of these configurations suggest different 

eneration mechanisms. In fact, the optimal forcing in the reacting 

onfiguration is most significant in the flow region where max- 

mum density gradients occur. This suggests that fluctuations in 

aroclinic torque could play an important role in the amplification 

rocess since they act as a source term in the transport equation 

f vorticity fluctuations [64] . 

While for low frequencies, leading optimal responses and SPOD 

odes agree well, the agreement deteriorates with increasing fre- 

uency (see Fig. 11 ). Small deviations are visible for St = 0 . 15 ,

here wavelengths are overestimated for x < 10 D in the RA re- 

ponse. Around this frequency, the low-rank characteristic of the 

POD diminishes showing no dominant coherent structures for 

t � 0 . 2 , while the low-Mach-number RA shows low-rank be- 

aviour in the entire frequency range. Nevertheless, the RA gain 

n this frequency range is four orders of magnitude smaller com- 

ared to the global maximum at St = 0 . 1 . Furthermore, the peak at

t ≈ 0 . 9 is noticeable, but remains smaller by two orders of mag- 

itude than the global maximum. While the SPOD mode shapes at 

his frequency do not show clear coherent structures (see Fig. 11 g 

nd 11 i), the mode shapes of RA show wave patterns in the region 

f the flame tip (see Fig. 11 h and 11 j). 

Besides the velocity modes, the low-Mach-number RA yields 

lso modes describing the related density oscillation as a conse- 

uence to fluctuations in heat diffusion and advection. To com- 

are these to the empirical density fluctuations in the LES, an 

dditional SPOD is performed for the fields of density fluctu- 

tions. Figure 12 compares the density fields of the respective 

eading modes of RA and SPOD exemplary for St = 0 . 1 show- 

ng good overall agreement. The SPOD mode demonstrates that 

he strongest coherent density fluctuations occur downstream of 

he flame. This shows that, at this frequency regime, the major 

art of density perturbations do not occur due to flame move- 

ent itself, but from an interaction of the coherent velocity fluc- 

uations with the density gradients downstream of the flame 

ront. The agreement between leading SPOD and RA modes de- 

eriorates as the flow loses its low-rank characteristic with in- 

reasing frequencies, equivalently to the velocity modes seen in 

ig. 11 . 
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Fig. 11. SPOD modes ( •, left column) and low-Mach-number RA responses (+, right column) of the reacting configuration (streamwise component, real part). Frequencies as 

indicated by the markers in Fig. 10 a.

Fig. 12. Comparison of density fluctuations based on SPOD and RA at St = 0 . 1 . Con- 

tour lines indicate 0.45, 0.60, 0.90 of the modulus’ maximum.

fl

f

r

a

a

T  

p

Fig. 13. Approximated wavelength l w of the coherent structure, mean flame posi- 

tion at the jet center line l f and alignment coefficient of the leading optimal resol- 

vent mode with the leading SPOD mode, based on Eq. (18) , as a function of the

Strouhal number; The wavelength is determined assuming a convection speed of

half the flow centerline velocity at the exit plane of the nozzle, u x, cl .
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In conclusion, the low-Mach-number RA using the passive 

ame approach appears to correctly describe the dynamics at low 

requencies. For high frequencies however, the RA predicts a low- 

ank behavior of the flow, which is not seen in the SPOD results. As 

 consequence, the leading mode shapes of the RA and the SPOD 

gree for low frequencies, while they deviate for high frequencies. 

his is illustrated in Fig. 13 , where an alignment factor [54] , com-

aring the mode shapes of RA and SPOD, is plotted as a function 
f the Strouhal number. The alignment factor is obtained by 

 = 

〈 ̂  u 

SPOD 
x , ̂  u 

RA 
x 〉 ∥∥∥ ˆ u 

SPOD 
x 

∥∥∥
2

∥∥∥ ˆ u 

RA 
x 

∥∥∥
2

, (18) 

here 〈·〉 denotes the euclidian inner product and ‖ ·‖ the associ- 

ted norm. 
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Fig. 14. Eigenvalue spectrum of the direct LSA of the reacting configuration; The � -, + - and × - markers indicate the modes illustrated in Fig. 15 . 
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A similar observation was made by Kaiser et al. [24] , who an- 

lyzed the capability of the same low-Mach-number -RA/passive 

ame approach as used in this study to reconstruct the flame re- 

ponse to acoustic forcing. They found that for low frequencies the 

A was capable of describing the flame response. 

For higher frequencies, as in this study, their results differed 

rom the empirical data. They supposed that the most decisive 

eason for this is the neglection of source terms in the lin- 

arized energy equation due to chemical reactions and the subse- 

uent heat release of the flame. This explanation appears counter- 

ntuitive, when considering studies focusing on the thermoacous- 

ic behaviour of flames, which generally show that flames are pre- 

ominantly active at low frequencies (see e.g. [65–68] ). This gen- 

ral thermoacoustic property of flames manifests in the typical 

ow pass behaviour of the FTF. However, at very low frequen- 

ies, where for premixed flames | FTF ( St → 0) | → 1 , the fluctuation

n heat release is dominated by modulations of the flow rate into 

he combustion chamber and not by hydrodynamic waves, which 

ecome significant only with increasing frequency. This is shown 

or KH waves in [69] and for inertial/swirl waves in [70] . In the

resent configuration, which investigates these low frequencies, 

n the other hand, the flow is acoustically unperturbed and the 

ave patterns are of intrinsic origin. This means that no signifi- 

ant heat release oscillations are expected at very low frequencies 

which is in agreement with studies focusing on flame noise, such 

s e.g. [34,71] ). As a consequence, we uphold the presumption of 

24] , that the difference between the results of SPOD and RA at

igh frequencies is due to a lack of flame modelling in the RA.

To further analyze this claim, we assume that the deciding fac- 

or on how coherent wave packets interact with the flame front is 

heir wavelength. Figure 13 compares the flame length with a sim- 

le approximation of the wave length of the perturbations, when 

ssuming that they are advected at the half centerline speed of the 

resh gases at the exit plane of the nozzle, u x, cl . For low Strouhal

umbers the wave lengths of the hydrodynamic perturbations are 

ignificantly larger than the flame (see also, e.g., Fig. 9 c and 9 d).

hile these structures lead to an advection of the entire flame, 

hey are too large to fold the flame front and lead to flame wrin-

les. As a consequence, they do not cause significant heat release 

uctuations. This pure advection of the flame is taken into account 

n the passive flame approach. As the Strouhal number increases 

nd the wave lengths are in the same order of magnitude as the 

ame length, they are able to wrinkle the flame front, which re- 

ults in significant fluctuations in the reaction rate. This effect is 

ot accounted for in the current passive flame approach, since it 

oes not allow for fluctuations in chemical reactions and heat re- 

ease. As a consequence the alignment in this frequency range de- 
reases as illustrated in Fig. 13 . To finally test this hypothesis it 

ould be necessary to include the effect of coherent fluctuations 

n heat release in the resolvent framework in future studies. 

.2.4. Linear stability analysis of the reacting jet flow 

As seen in the previous section, a noticeable narrow peak oc- 

urs in the low-Mach-number RA gain spectrum which agrees well 

ith SPOD results. Such elevations often occur due to intrinsic res- 

nance with slightly damped global modes. In order to test this hy- 

othesis, bi-global LSA based on the low-Mach-number equations 

 Eq. (9) ) is applied to the time averaged flow ( Fig. 1 b). 

Figure 14 depicts the eigenvalue spectrum obtained from the 

irect GEVP where the resulting growth rates, ω i , are depicted 

s a function of the Strouhal number. The spatial structures 

f the modes (not shown here) at St = 0 . 29 , 0 . 39 , 0 . 89 , 1 . 19 , 1 . 4

 �-markers in Fig. 14 ) resemble the optimal RA responses at

igher frequencies St � 0 . 2 (see Fig. 11 h and 11 j). As shown in

ection 4.2.3 , the RA results do not agree with the SPOD results 

or higher frequencies ( St � 0 . 2 ) which is assumed to be due to

he lack of chemistry modeling linearized framework, which is a 

rerequisite to account for flame wrinkling. Therefore, the follow- 

ng analysis is restricted to the frequency range, where RA results 

re in good agreement with SPOD ( St � 0 . 2 ). 

Three modes elevate from the remaining LSA eigenvalue spec- 

rum ( � : St = 0 . 059 , ×: St = 0 . 103 , and +: St = 0 . 102 , in Fig. 14 ).

igure 15 compares the streamwise velocity components of these 

lobal modes and the optimal RA responses at the respective fre- 

uencies, showing an excellent agreement for all three modes. Fur- 

hermore, the frequencies of the slightly damped modes are in 

ery good agreement with noticeable elevations in the leading RA 

ain spectrum ( Fig. 10 a), including the dominant peak at St ≈ 0 . 1 ,

orresponding to the global mode with the lowest damping rate. 

hus, the LSA results provide proof for the above raised hypoth- 

sis and indicate that an intrinsic feedback is the reason for the 

ronounced low-rank characteristic of the turbulent Bunsen flame 

nd the related coherent velocity fluctuations observed in the 

ES. 

In the following, the receptivity and intrinsic feedback of the 

east damped global mode ( St = 0 . 103 , × in Fig. 14 ) is studied in

etail. Solving the adjoint GEVP yields the adjoint eigenmode of 

hich the streamwise and radial velocity components are illus- 

rated in Fig. 16 b and 16 a, respectively. The illustration reveals 

he mode’s most sensitive regions to periodic forcing, which are 

ocated between the primary and pilot burner nozzles. The stream- 

ise component of the adjoint mode furthermore agrees well with 

he leading optimal RA forcing, depicted in Fig. 10 b providing ad- 
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Fig. 15. Direct global modes and low-Mach-number RA of the reacting configuration (streamwise component, real part); Frequencies as indicated by the markers in Fig. 14 .

Fig. 16. Adjoint LSA modes and structural sensitivity associated with the direct

mode at St = 0 . 103 ( ×) in Fig. 14 . 
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itional evidence of the feedback causing the dominant flow struc- 

ures seen in both RA and SPOD. 

Finally, the structural sensitivity based on Eq. (13) is shown 

n Fig. 16 c. The location of highest structural sensitivity reveals 

he region of strongest feedback which is located at the edge of 

he primary nozzle. These results emphasize the important role of 

he flow region between the primary and pilot burner nozzles for 

he global dynamics, at least at low frequencies. This information 

an be valuable for Computational Fluid Dynamics (CFD) or for at- 

empts to reduce perturbations, for example via obstruction of the 

eedback, as shown by Kaiser et al. [72] or by modifying the mean 

ow in this region. 
. Conclusion

The present study investigates the axisymmetric dynamics of a 

urbulent jet flame ( Re = 15 , 0 0 0 ) using SPOD of time-resolved LES

napshots as well as the linear methods of RA and LSA. 

The SPOD of velocity fluctuations in the turbulent Bunsen flame 

ndicates low-rank behavior of the flow for a narrow frequency 

and, where the leading mode, which is of KH-type, incorporates 

p to 40% of the turbulent kinetic energy. It is shown that the low- 

ank characteristic of the flow is far more pronounced and the re- 

ated mode significantly more dominant in comparison to the same 

ow configuration under non-reacting conditions. 

Subsequently, a RA, which uses a passive flame approach in the 

ow-Mach-number regime, is applied to the flow. For the frequency 

and in which the SPOD depicts low-rank behavior, both the spec- 

ra and mode shapes of SPOD and RA are in very good agreement. 

his indicates that the RA, when accounting for the inhomoge- 

eous temperature field, captures the physical mechanisms which 

re relevant for the evolution of the coherent structures in this fre- 

uency range. 

The RA furthermore proves that the mechanism leading to the 

H mode differs significantly in reacting and non-reacting condi- 

ions. While under non-reacting conditions, the leading RA forcing 

hows Orr-type wave patterns in the boundary layer of the pri- 

ary nozzle to be the origin of the KH wave packets, under react- 

ng conditions, the KH mode is most efficiently forced in the region 

etween the primary nozzle and the pilot burner. This location co- 

ncides with the regions of strongest density gradients, which in- 

icates that baroclinic torque plays a significant role in the gener- 

tion process of the KH structures. 

For higher frequencies, the linearized approach appears not to 

apture the physics of the flow correctly, since here it predicts low- 

ank behavior and spatially coherent modes, and in doing so con- 

radicts the SPOD results. It is assumed that this error at higher 

requencies is due to the lack of chemistry modeling in the lin- 

arized framework. 

Finally, a LSA explains the occurrence of the dominant coherent 

tructures seen in both the SPOD and RA: The strong response to 

urbulent forcing within the narrow frequency band observed both 

n SPOD and the RA is due to harmonic resonance with slightly 
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Fig. A.18. Alignment coefficient.
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amped global modes. Like the RA, the LSA attributes significant 

mportance to the flow region between the primary nozzle and 

he pilot burners. Both the receptivity to periodic forcing as well 

s the intrinsic feedback is localized in this flow region. These re- 

ults give indications for the control of the turbulent structures. 

urthermore, care should be taken in CFD simulations to discretize 

his flow region well, in order to capture the therefrom developing 

ow structures correctly. 

This study demonstrates the capability of the RA in combina- 

ion with a passive flame approach to investigate the generation 

echanism of coherent structures in a turbulent jet flame. The 

esults furthermore show that the RA is a promising method for 

odeling combustion noise and thermoacoustics, once compress- 

bility effects and fluctuations in chemistry are accounted for. 
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ppendix A. Eddy-viscosity closure approach comparison 

This section investigates different eddy viscosity models for the 

losure of the linear system in Eq. (9) . 

The first closing approach (called νmol ), assumes νt = 0 . 

he second approach (Reynolds-Stress (RST)-model) relates the 

eynolds stress and mean strain rate in the x − r-plane [73] 

RST 
t = 

−u 

′ 
x u 

′
r 

∂ r u x + ε
, (A.1) 
Fig. A.17. Turbulence characteristic quantities and
here ε is a small number. The third approach (Turbulent-Kinetic- 

nergy (TKE)-model) is based on the mixing length model origi- 

ally proposed by Prandtl (1925, [74] ), relating the eddy-viscosity 

o a characteristic length l m 

and a velocity u ∗

TKE 
t = β l m 

u 

∗, (A.2) 

here the scaling constant β is set to 0.05. While an appropri- 

te measure for the characteristic velocity is given by the turbu- 

ent kinetic energy k = 0 . 5 

(
u ′ 2 x + u ′ 2 r + u ′ 2 

θ

)
with u ∗ = k 0 . 5 ( x ) (Kol-

ogorov, 1942; Prandtl, 1945 [74] ), the characteristic length is 

odeled as a function of the streamwise position 

 m 

(x ) = u x, cl (x )

max | ∂ r u x (x ) | , (A.3) 

here the u x, cl (x ) is the mean flow velocity at the centerline. 

Figure A.17 illustrates the turbulence-characteristic quantities 

nvolved in the respective models as well as the resulting eddy- 

iscosity fields. The viscosity from the RST-model shows a lo- 

al maximum at approximately (x, r) = (5 , 0 . 5) D , while the eddy-

iscosity from the TKE model moderately grows to a streamwise 

aximum position of x = 45 D (not shown here). In contrast to the 

KE-model, the RST-model predicts a distinct eddy-viscosity within 

he potential core due to very small mean strain rates ( Fig. A.17 c)

nd non-vanishing Reynolds stresses ( Fig. A.17 a). 
 eddy-viscosity of the RST and TKE-model.
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The agreement between the modes of RA and SPOD is mea- 

ured quantitatively by means of the alignment coefficient in 

q. (18) , which is illustrated for all three models in Fig. A.18 for

he non-reacting configuration. The bad performance of the νmol , 

specially at low frequencies, emphasizes the necessity for ac- 

ounting for the turbulent-stochastic interaction via a turbulent 

ddy-diffusivity. Finally, the TKE model was chosen as eddy vis- 

osity model, since it overall leads to a slightly better agreement 

f the RA results with the empirical data. 
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