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Abstract. The entity type information in Knowledge Graphs (KGs)
such as DBpedia, Freebase, etc. is often incomplete due to automated
generation or human curation. Entity typing is the task of assigning or
inferring the semantic type of an entity in a KG. This paper presents
GRAND, a novel approach for entity typing leveraging different graph
walk strategies in RDF2vec together with textual entity descriptions.
RDF2vec first generates graph walks and then uses a language model to
obtain embeddings for each node in the graph. This study shows that
the walk generation strategy and the embedding model have a significant
effect on the performance of the entity typing task. The proposed ap-
proach outperforms the baseline approaches on the benchmark datasets
DBpedia and FIGER for entity typing in KGs for both fine-grained and
coarse-grained classes. The results show that the combination of order-
aware RDF2vec variants together with the contextual embeddings of the
textual entity descriptions achieve the best results.

Keywords: Entity Type Prediction - RDF2vec - Knowledge Graph Em-
bedding - Graph Walks - Language Models

1 Introduction

Many efforts have been made towards the automated generation of Knowledge
Graphs (KGs) from heterogeneous resources such as text or images. One such
effort is the creation of cross-domain KGs such as DBpedia [I], Wikidata [32],
Freebase [4], etc. which are either extracted automatically from structured data,
generated using heuristics, or are human-curated. This leads to incomplete infor-
mation in the KGs which can occur on factual level (e.g., missing entities and/or
relations between the entities) or on schema level (e.g., the missing entity type

* The authors contributed equally to this paper.
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Fig. 1. Excerpt from DBpedia

rdfs: subClassOf
:

: t df:
relfs: subClassof rdf: type Christopher Edward Nolan CBE
dbo: MusicalArtist (born 30 July 1970) is a
- rdf: type ’—‘ British-American film director,
dbr: Frankfurt dbo:birthPlace dbo: Work producer, and screenwriter. His

films have grossed more than
dfs:subClassOf

relsisubLlass US$5 billion worldwide, and
Hans Florian Zimmer (born 12 dbo:abstract dbo: Film have garnered 11 Academy
September 1957) is a German Awards from 36 nominations.

rdf: type
film score composer and record P dbo:abstract
producer. His works are notable dbr: Hans_Zimmer H dbr: Inception ‘ ‘ dbr: Christopher_Nolan
for integrating electronic music _ X
sounds with traditional dbo: musicComposer dbo: director

orchestral arrangements....

information). For instance, DBpedia version 2016-10 consists of 48 subclasses
of dbo:Person; however, only 36.6% of the total number of entities belonging
to dbo:Person are assigned to its subclasses. Moreover, 307,164 entities in the
entire DBpedia 2016-10 version are assigned to owl:Thing.

To address the KG incompleteness on the factual level, a lot of models [BI6128],
etc. have been proposed. These models focus mainly on predicting the missing
entities and relations in the KGs but not the entity types. However, the entity
type information in KGs plays a vital role in various Natural Language Process-
ing based applications such as question answering [31], relation extraction [I0],
recommendation, or system [33]. Following these lines, this paper focuses on
the problem of entity typing which is the task of assigning or inferring the se-
mantic type of an entity in a KG. Figure [I] shows an excerpt from DBpedia
where the class dbo:MusicalArtistis a subclass of dbo:Artist which is a subclass
of dbo:Person. dbo:Artist and dbo:MusicalArtist, respectively, are the fine-grained
entity types for dbr:Hans_Zimmer and dbo:Artist is the missing type informa-
tion. dbo:Person is the coarse-grained type.

Recent years have witnessed a few studies on entity typing approaches in KGs
using heuristics [20] and machine learning based classification models [I7US7ITTIT2)3].
These models predict entity types using different KG features such as the anchor
text mentions in the textual entity descriptions, relations between the entities,
entity names, and Wikipedia categories. They learn the representation of the
entities from their KG structure by using translational models [15], GCN-based
models [I2], neighborhood based attention models [41] followed by the correla-
tion between the entities and its types. These models exploit the neighborhood
information only by the entities directly connected, i.e., the triple information of
the entities. However, the large amount of contextual information of the entities
captured in the graph walks remains unexplored. The work presented in this
paper emphasizes on modeling the KG by taking advantage of the semantics of
graph walks to predict the entity types with the help of different kinds of walk
generation strategies, such as classic random walks, entity walks, and property
walks. The paths generated by these graph walk strategies are used within the
RDF2vec model [27] to generate different entity representations. Additionally,
the textual entity descriptions in the KGs contain rich semantic information
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which is beneficial in predicting the missing entity types. For instance, as de-
picted in Figure[I] the textual entity descriptions of the entities clearly mentions
that dbr: Christopher_Nolan is a director, dbr: Hans_Zimmer is a music com-
poser, and dbr: Inception is a film. Some of the existing baseline models such as
MuLR [38] use non-contextual Neural Language Models (NLMs), whereas the
other uses GCN model [I2] on the words extracted from the entity descriptions.
Therefore, to capture the contextual information of the textual entity description
contextual NLM, is used to generate entity representations.

This paper presents a framework named GRAND (Graph Walks for RDF2vec
and Entity Descriptions), which exploits different variants of the RDF2vec
model based on different graph walk strategies together with textual entity de-
scriptions to predict the missing entity types in a KG. In this work, the entity
typing problem is modelled as a classification problem. A flat and a hierarchical
classification model are deployed on the top of the feature vectors generated from
the aforementioned entity representations to predict the missing entity types.
The empirical results based on the extensive experiments on two benchmark
datasets FIGER [37] and DBpedia630k [39] show that the proposed approach
is robust and outperforms the state-of-the-art (SOTA) models. Further exper-
iments show that GRAND performs considerably well on unseen entities. The
main contributions of this work are:

— A framework which leverages different graph walk strategies based RDF2vec
models and a contextual NLM for textual entity descriptions is proposed to
predict the missing entity types.

— A generalized classification framework consisting of three different modules
namely multi-class, multi-label, and hierarchical classification is introduced
to predict the missing entity types on different levels of granularity. It can
be easily deployed for predicting entity types on entity representations from
any KGs.

— Extensive experiments are conducted on the benchmark datasets to study
the impact of several combinations of entity representations generated from
the RDF2Vec variants and the NLM. An analysis on the weights in the
classification has been conducted for analyzing which entity representations
are suitable in which entity typing situations. Furthermore, the impact of
dimensionality reduction of the entity representations on the local and global
level using Principle Component Analysis (PCA) is studied.

The rest of the paper is organized as follows: Section [2] gives an overview of the
baseline approaches. Section [3] describes the proposed methodology, followed by
experiments and results in Section [dl Finally, Section [5| provides the conclusion
and an outlook of future work.

2 Related Work

This section discusses existing literature on entity typing and categorizes them
based on their underlying methodology such as heuristics-based methods or ma-
chine learning based methods.
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SDType [20] is a statistical heuristic model that exploits links between in-
stances using weighted voting. The model is based on the assumption that certain
relations occur only with particular types. SDType often does not perform well if
two or more classes share the same sets of properties and also if specific relations
are missing for the entities.

One of the recent models, Cat2Type [3], takes into account the seman-
tics underlying the textual information in the Wikipedia categories using lan-
guage models such as BERT. In order to consider the structural information of
Wikipedia categories, a category-category network is generated which is then fed
to Node2Vec for obtaining the category embeddings. The embeddings of both
structural and textual information are combined for classifying entities into their
types. In [2], different word embedding models, trained on triples, are leveraged
together with a classification model to predict the entity types. Therefore, con-
textual information is not captured. In CUTE [36], a hierarchical classification
model has been proposed which helps in cross-lingual entity typing by exploiting
category, property, and property-value pairs. Another model has been proposed
in [I7] which performs type prediction using the Scalable Local Classifier per
Node (SLCN) algorithm based on a set of incoming and outgoing relations.
However, the entities with few relations are likely to be misclassified. MuLR [3§]
learns multi-level representations of entities via character, word, and entity em-
beddings followed by the hierarchical multi-label classification. Another model,
namely FIGMENT [37], uses a global model and a context model. The global
model predicts entity types based on the entity mentions from the corpus and
the entity names. The context model calculates a score for each context of an
entity and assigns it to a type. Therefore, it requires a large annotated corpus
which is a drawback of the model. In APE [II], a partially labeled attribute
entity-entity network is constructed containing structural, attribute, and type
information for entities followed by deep neural networks to learn the entity em-
beddings. MRGCN [35] is a multi-modal message-passing network that learns
end-to-end from the structure of KGs as well as from multimodal node features.
In HMGCN [12], the authors propose a GCN-based model to predict the entity
types considering the relations, textual entity descriptions, and the Wikipedia
categories. ConnectE [40] and AttET [4I] models find correlation between neigh-
borhood entities to predict the missing types. However, unlike GRAND, these
two models do not look for information far away from the source entity. They
work on the principal of L2 distance in their embedding space to detect the
types and therefore not compared with the proposed model. Also, in order to
employ the hidden layer as latent features for entity representation, restricted
Boltzman machines (RBMs) are used to learn a target distribution across the
usage of relations of entities [34].

3 Entity Type Prediction: GRAND framework

An overview of the GRAND framework is illustrated in Figure[2| Component @
represents the RDF2vec variants that use the different strategies for generating
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Fig. 2. Architecture of the GRAND framework

graph walks, i.e., classic walks, node walks, and property walks. Component
generates the representations of the entities from the textual entity description
by using SBERT. Finally, component @ shows combinations of the variants of
entity representations used for flat as well as hierarchical classification. The rest
of the section contains the explanation of the component details.
Preliminaries. We define a knowledge graph G as a labeled directed graph
G =(V,€&), where £ C VXxRxYV for aset of relations R. Vertices are subsequently
also referred to as entities and edges as predicates.

3.1 Entity Representation

RDF2vec [27] is one of the first approaches to adopt statistical language modeling
techniques to KGs. The key idea of RDF2vec is a two-step approach: first, ran-
dom walks over the graph are executed, thereby collecting sequences of entities
and relations. To employ language modeling techniques, these sequences are then
considered as sentences where each entity and relation in the sequence are treated
as words. In RDF2vec, those sentences are then processed by word2vec [T9JI8],
where both variants of word2vec, i.e., continuous bag of words (CBOW) and
skip-gram (SG), are possible.

One limitation of the word2vec algorithm is that it is not aware of the word
order. For instance, for a window size of 4, the sentences “John ate a pizza”
and “pizza ate a John” are equivalent. This is also the case with RDF2vec:
For instance, the statements <Severus> <loves> <Lily> and <Lily> <loves>
<Severus>, are considered equivalent even though <loves> is not a symmet-
ric property. To overcome this limitation, an order-aware version of RDF2vec
has been proposed [24] which has shown improved performance on multiple ma-
chine learning datasets. This order-aware variant of RDF2vec uses a structured
word2vec model [I6] which incorporates the positional information of the words
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in a sentence. The main advantage of the order-aware RDF2vec model over the
classical RDF2vec model is that it respects the positional information of the
entities and relations in the random walks, thereby learning embeddings which
are better in terms of type separation.

Another type of RDF2vec extension is to explore different strategies for per-
forming graph walks. These strategies have been explored using either vari-
ants of random walks (e.g., community hops [I4], walklets [2I], or hierarchi-
cal walks [29]), or by combining different random walk strategies, as the on-
towalk2vec approach, which combines RDF2vec and node2vec walks [§]. In this
paper, the aforementioned order-aware as well as different RDF2vec graph walk
strategies [25] are leveraged to predict the missing types of the entities.
Graph Walk Generation Strategies. RDF2vec combines the notion of simi-
larity and relatedness. This can be easily observed when printing the most related
concepts for “Berlin” on DBpedia via KGvec2go [22], i.e., many people who are
related to the city are identified as politicians. However, those are not really
similar — they do not share properties with Berlin (which is a city rather than
a living being). This leads to further exploration of RDF2vec for entity typing.

In this paper, six different RDF2vec configurations are presented and evalu-
ated — stand alone as well as combinations. For the task of entity typing, three
different walk generation strategies are applied: (1) classic walks, (2) entity walks,
and (3) predicate walks. Each strategy is explained below in more detail.
Classic Walks. The originally presented RDF2vec variant generates multiple
random walks for each node in the graph. A random walk of length n (where n
is an even number) is of the form

W= (W_z, W_ni1,..; W,y Wa 1, W) (1)

where w; € V if i is even, and w; € R if ¢ is odd. For better readability, we
stylize w; € V as e; and w; € R as p;:

w = (e—%ap—%-i-lw'ﬂe()a"'7p%—1aeg') (2)

Entity Walks (e-RDF2vec). An entity walk contains only entities without
any other properties. Such an approach is also known as e-RDF2vec, given by

We = (€_n,€_n49,...,€0,...,€n 9, €n) (3)

For an entity walk, all elements are entities, i.e., w,, € V.
Predicate Walks (p-RDF2vec). A predicate walk contains only one entity
together with object properties known as p-RDF2vec and is defined as:

Wp = (p—%+17p—%+37"'760a"'ap%—?ﬂp%—l) (4)

The different walk strategies are visualized in component @ in Figure

Generating Entity Embeddings using RDF2Vec variants. An embedding
model is trained for each set of walks using word2vec [I9/18] and position-aware
word2vec [I6] (suffix oa in the following) which yields six sets of embeddings:
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(1) Classic RDF2vec, (2) e-RDF2vec, (3) p-RDF2vec, (4) Classic RDF2vec,q,
(5) eeRDF2vec,,, and (6) p-RDF2vec,,. The proposed model, GRAND, is eval-
uated by using the configurations presented in [3.1] on their own as well as in
a fused way. Concerning the fusion of vectors, three modes are employed: (1)
Vector concatenation, (2) Local PCA (LPCA), and (3) Global PCA (GPCA).
PCA is a technique for reducing the dimensionality of the vectors with minimal
loss in encoded information. It is used for identification of a smaller number of
uncorrelated variables known as principal components. The difference between
(2) and (3) is that in the case of the LPCA, a principal component analysis is
only performed for the subset of vectors that appear in the datasets (see Sec-
tion [4]) whereas for the GPCA, one all vectors generated from the KG using
RDF2vec variants are considered. Each of these configurations can be used as
vector within GRAND (see component @ in Figure

The main advantages of using different RDF2vec variants are: (i) With a
growing length of walks and training window, they can take advantage of large
entity context ranges by effectively treating every entity as being connected to all
the others in the graph — this is in contrast to the baseline models which are based
on local aggregation, i.e. they learn the representation of each entity based on its
adjacent entities in the KG [I2[41]. (ii) The graph walk strategies are effective,
robust, and equitable, i.e., all relations and nodes are given equal importance
in generating the embeddings. (iii) The walk strategies put emphasis on certain
semantic aspects — namely relatedness and similarity [25]. (iv) RDF2vec is a
very scalable embedding algorithm. (v) The experimental results from [42] show
RDF2vec works better on the separability task compared to the other embedding
models. The separability task aims at measuring if embeddings from different
classes can be linearly separable and the evaluation is done on 10,000 pairs of
classes from DBpedia. (vi) Any classification algorithm can be deployed on top
of entity embeddings to predict the missing types.

3.2 Entity Description Representation

The textual descriptions of an entity provide rich semantic information. Sentence-
BERT (SBERT) [26] fine-tunes the BERT [7] model using the siamese and triplet
networks to update the weights such that the resulting sentence embeddings are
semantically meaningful and semantically similar sentences are closely positioned
in the embedding space. For one epoch, a 3-way softmax classifier objective func-
tion is used for the fine-tuning of the BERT model. In the training phase of
SBERT, two input sentences are passed through the BERT model followed by a
pooling layer namely, MEAN-strategy, and MAX-strategy. A fixed-size represen-
tation for the input sentences are generated by this pooling layer. Next, they are
concatenated with the element-wise difference and multiplied with a trainable
weight. The cross-entropy loss is used for optimization. In order to encode the
semantics, the twin network is fine-tuned on Semantic Textual Similarity data.
SBERT model follows a two-step process in which it is first trained on Wikipedia
via BERT and then fine-tuned on Natural Language Inference (NLI) data. NLI
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is a collection of 1,000,000 sentence pairs created by combining The Stanford
Natural Language Inference (SNLI) and Multi-Genre NLI (MG.NLI) datasets.

In this work, the same approach is followed to extract the embedding of
the textual entity descriptions as mentioned in the evaluation of the quality of
sentence embeddings in [26]. Given be a textual entity description D,., denoted
by a sequence of words {W1, Wa, ..., W, }, where W; is the 4" word in the entity
description, and e; is the corresponding entity. The entity description D., is
considered as a single sequence of words which is provided as an input to the
SBERT model to get the embedding of the textual entity description Ep,. The
pre-trained SBERT model used in GRAND is the SBERT-SNLI-STS-base model
which is fine tuned on SNLI and STS datasets which outperforms the baseline
models as shown in[26]. The MEAN pooling strategy is used in the pooling layer.

The main advantages of using pre-trained SBERT model are: (i) Since the
pre-trained SBERT model is fine-tuned with two different datasets, the entity
description embeddings obtained lose domain-specific knowledge and bias, and
learn task-agnostic properties of the language. (ii) Unlike static word embedding
models, such as word2vec, the contextual embedding model SBERT encodes
semantics of the words differently based on different contexts. Therefore, the
entity description embeddings capture the contextual information for the task of
entity typing unlike the baseline models [T238] (iii) They are computationally
inexpensive as the model is pre-trained on huge amount of text and can be
easily fine-tuned based on the information available. (iv) A representation of
the entities can be obtained from the textual entity description for long-tailed
entities in the KG, i.e., entities with no or few properties. (v) A task-specific
classification model can be deployed on top of the entity description embeddings
for entity typing task as illustrated in the proposed GRAND framework.

3.3 Entity Type Prediction

GRAND consists of three different classification modules: (1) Multi-class, (2)
Multi-label, and (3) Hierarchical, that are discussion below.

Entity Representation. The aforementioned approaches generate entity em-
beddings from various RDF2vec variants and from the contextual embedding
model SBERT, which are provided as input to the classification modules. The
input entity vectors are generated by concatenating the different vectors gener-
ated by the embedding models as depicted in component @ in Figure
Classifiers. For multi-class classification, a Fully Connected Neural Net-
work (FCNN) consisting of two dense layers with ReLU as an activation function
is deployed on the top of the entity representation. A softmax classifier with a
cross-entropy loss function is used in the last layer to calculate the probability
of the entities belonging to different classes. Formally it is given by,

si Cr
f(5)i = =g and CEposs = —_ tilog(f(s):), (5)
Zj e i

where s; are the scores inferred for each class in C7 given in Equation [5| ¢; and
s; are the ground truth and the score for each class in C, respectively.
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In multi-label classification, an entity can belong to more than one class or
type. Therefore, a certain entity e; belonging to one class ¢; has no impact on
the decision of it belonging to another class c;, where ¢;,¢; € Cpr. A FCNN
with RELU as an activation function is used for the two dense layers. A sigmoid
function with binary cross-entropy loss is used in the last layer which sets up a
binary classification problem for each class in Cr and is given by,

CEloss - _tzZOQ(f(Sz)) - (1 - tz)log(l - f(Si))a (6)

where s; and t; are the score and ground truth for i*" class in Cr.
Hierarchical Classification can be broadly categorized into local and global
classification. The local information in local classifier can be utilized in different
ways leading to different types of local classifiers such as Local classifier Per
Node (LPN), a Local classifier Per Parent Node (LPPN) and a Local classifier
Per Level (LPL) [13]. The proposed framework GRAND uses LPL which consists
of training a flat classifier for each level of the class hierarchy. A multi-class
classifier is trained at each level of the class hierarchy is used to discriminate
among the classes at that level. The two main advantages of the LPL model are:
(i) It is computationally efficient compared to LPN for large KGs consisting of
large number of classes as LPN model would have equal number of classifiers.
The number of classifiers in LPL are restricted to the number of levels in the
class hierarchy. (ii) Since a single classifier is trained at each level, it reduces
the horizontal class prediction inconsistencies. In GRAND, a two-layered FCNN
with ReLU activation function and cross-entropy loss has been deployed at each
level of the class hierarchy. However, one of the drawbacks of LPL is that an
entity can be classified as class 1 at one level and then it can be again classified as
class 2.1 on the second level. Here, class 2.1 is not a subclass of 1 and the entity
should be classified to a subclass of 1. In order to tackle such inconsistencies, in
this work, the entity which is misclassified as 2.1 in level 2 will be typed as 1 as
its entity type as it was correctly identified in level 1.

4 Experiments and Results

This section provides details on the benchmark datasets, experimental setup,
analysis of the results obtained, and the ablation study.

Datasets. The two benchmark datasets FIGER [37] and DBpedia630k [39] are
used to evaluate the performance of the GRAND framework against the baseline
models. DBpedia630k consists of 630,000 entities and 14 non-overlapping classes
and FIGER consists of 201,933 entities with 102 classes from Freebase. The
entities of the extended DBpedia630k dataset are split equally into three parts
DB-1, DB-2, and DB-3, each containing 210,000 entities. Each DBpedia split is
divided into a train, test and validation set with 50%, 30%, and 20% of the total
entities respectively [12] as well as to 48 classes in the class hierarchy. There
are no shared entities between the train, test, and validation sets for all the
DBpedia630k splits and in FIGER. FIGER has been extended with triples from
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Table 1. Statistics of the datasets

Parameters DB-1 | DB-2 | DB-3 [FIGER
#Entities 210,000|210,000(210,000{201,933
#Entities train 105,000{105,000{105,000{101,266
#Entities test 63,000 | 63,000 | 63,000 | 60,447
#Entities validation| 42,000 | 42,000 | 42,000 | 40,220

DBpedia as explained in [I2I3]. The statistics is provided in Table |1} The code,
and data are publicly availabl

Experimental Setup. The experiments are conducted on six sets of embed-
dings: (1) Classic RDF2vec, (2) e-RDF2vec, (3) p-RDF2vec, (4) Classic RDF-
2veC,q, (5) e-RDF2vec,q, and (6) p-RDF2vec,,. The walks are generated with a
depth of 8 and 500 walks per entity. Classic and OA embeddings are trained us-
ing SG with 200 dimensions and 5 epochs. For training the order aware variants
(4-6), walks from the corresponding non-order aware variants (1-3) are reused.
The training was performed using the jJRDF2vec frameworkﬂ [23]. All the clas-
sifiers are used with the batch size 64, 100 epochs, and adam optmizer. The
vectors are publicly available[']

Results. In order to evaluate the proposed approach against the baseline mod-
els, Micro-averaged Fy (Mi-Fy) and Macro-averaged Fy (Ma-Fy) metrics are
used along with the accuracy. Different variants of RDF2vec have been eval-
uated which serve as an ablation study. The baselines used for the experi-
ments are: CUTE [36], MuLR [38], FIGMENT [37], APE [11I], HMGCN [12],
and CAT2Type [3]. The results of the proposed framework on two benchmark
datasets and their comparison with the baseline models are depicted in Table
The results of GRAND as depicted in Table |2| can be obtained as follows: (i)
Coarse-grained setting: For DBpedia splits, the original dataset consisting of 14
non-overlapping classes is used. For FIGER, the number of coarse-grained classes
is 30 and they are non-overlapping as well. Since, none of the entities belong
to more than one class, multi-class classification settings have been used here.
(ii) Fine-grained setting: The original DBpedia630k dataset is expanded with
the DBpedia hierarchy to 37 fine-grained classes and these are non-overlapping
classes. Therefore, a multi-class classification model is used here as well. On the
other hand, the FIGER dataset consists of overlapping fine-grained classes, i.e.,
one entity can belong to multiple classes. Therefore, a multi-label classification
is used for fine-grained FIGER dataset. (iii) For Hierarchical Classification, a
classifier on each level of the hierarchy is deployed. For DBpedia splits, it is a
multi-class classification model and for FIGER it is a multi-label classification
model at each level of the hierarchy. The baseline models which use a non-
hierarchical classification such as CAT2Type [3] also use a multi-class classifi-
cation for DBpedia splits and a multi-label one for FIGER dataset. The SOTA
model for hierarchical classification HMGCN [12] uses multi-label classification
model. The results show that GRAND outperforms the SOTA model CAT2Type
with an improvement of 0.8% on Ma-F; and 0.7% on M;i-F; for DB-1, 0.7%

5 shorturl.at/abJRW 5 https://github.com/dwslab/jRDF2Vec
" https://bit.1ly/3besalF
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Table 2. Results of GRAND on benchmark datasets. The best result of each mode is
printed in bold, the runner-up is underlined.

Model DB-1 DB2 DB3 FIGER
Ma-F1 Mi-F1|Ma-F1 Mi-F1|Ma-F1 Mi-F1|Ma-F1 Mi-F1
CUTE [36] 0.679 0.702 |0.681 0.713 |0.685 0.717 [0.743 0.782
MuLR [38] 0.748 0.771 |0.757 0.784 |0.752 0.775 |0.776 0.812
Baselines FIGMENT [37] 0.740 0.766 |0.738 0.765 |0.745 0.769 |0.785 0.819
APE [11] 0.758 0.784 |0.761 0.785 |0.760 0.782 |0.722 0.756

HMGCN-no hier [12] 0.785 0.812 |0.794 0.820 |0.791 0.817 |0.789 0.827
CAT2Type-BERT [3] 0.983 0.984 {0.983 0.983 |0.985 0.985 |0.764 0.881
classic-RDF2vec,, &

GRAND s-RDF2vec,, @ 0.991 0.991|0.990 0.990|0.989 0.989(0.801 0.893
Coarse-grained |p-RDF2vec,, & SBERT

SBERT - only 0.972 0.972 [0.97 0.97 [0.97 0.97 [0.648 0.844
Baselines CAT2Type-BERT [3] 0.402 0.732 [0.369 0.721 [0.847 0.915 [0.703 0.835

Fine-grained |CAT2Type-node2vec [3]]0.391 0.694 |0.365 0.677 |0.807 0.878 |0.701 0.833
classic-RDF2vec,, @

gﬁ?_grgmed s-RDF2vecoq @ 0.745 0.8700.723 0.851|0.880 0.931(0.706 0.881
p-RDF2vec,, © SBERT
ﬁf‘sehne. HMGCN-hier [12] 0.794 0.816 [0.796 0.824 [0.798 0.819 |0.798 0.836
ierarchical
classic-RDF2vec,, ®
GRAND s-RDF2vec,q @ 0.731 0.882(0.729 0.881[0.726 0.877 |0.701 0.880

Hierarchical p-RDF2vec,q
classic-RDF2vec,, @
s-RDF2vec,, @ 0.731 0.875 |0.718 0.869 |0.935 0.946(0.712 0.883
p-RDF2vec,, & SBERT

and 0.4% on both the metrics for DB-2 and DB-3 respectively for the coarse-
grained classes. The original dataset with 14 classes which do not contain the
hierarchy is used for this coarse-grained non-hierarchical variant. Furthermore,
for hierarchical classification, the proposed model significantly outperforms the
SOTA HMGCN-hier model with an increment of 6.6% for DB-1, 5.7% for DB-
2, and 12.7% for DB-3 on the Mi-F; measure. For FIGER, the coarse-grained
approach is a multi-class classification whereas the fine-grained approach is a
multi-label classification. GRAND achieves the best results for FIGER on the
coarse-grained approach which outperforms the baseline models. Moreover, with
the multi-label fine-grained settings it achieves comparable results with the non-
hierarchical baseline model CAT2Type and significantly outperforms the other
non-hierarchical model HMGCN. One advantage of GRAND over CAT2Type is
that it can be applied to any KGs and is not restricted to KGs containing in-
formation on Wikipedia Categories. Table [3] and Table [ show the experimental
results of the proposed approach for the coarse-grained and fine-grained classes
respectively with different variants of RDF2vec and their combinations. Exper-
iments using Single strategy show that all order-aware RDF2vec embeddings
significantly outperform their classic counterparts. Hence, the fusion strategies
only focus on position-aware embeddings reducing the combinatorial complexity.

Impact of RDF2vec variants on Coarse-Grained Entity Typing. Table[3]
shows the results of the experiment for coarse-grained entity typing. On the DB1
Split of the dataset, the best results for GRAND are obtained where the models
are combined, i.e., classic-RDF2vec,, ® p-RDF2vec,, & e-RDF2vec,, (concat)
outperforms HMGCN for Ma-F; by 0.1744 and for Mi-F; by 0.148 and achieves
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comparable results with CAT2Type. However, e-RDF2vec configurations per-
form the weakest on their own but introduces additional value when combined
with other approaches as depicted in the concat model. The best performing
configuration includes the entity embeddings. Given the data, it appears that
the PCA discards too much valuable information for DBpedia splits but not for
FIGER. Overall, it can be observed that the performance differences between p-
RDF2vec and classic-RDF2vec are minor. Nonetheless, the embeddings encode
different information which is visible when combining the embeddings. There-
fore, it can be concluded that the contextual information of the entities in form
of path captures the characteristics features of the entities. Similar observation
has been made for both DB2, DB3 split and FIGER. A detailed analysis of the
impact of different vector components is provided in Section [4]

Impact of RDF2vec variants on Fine-Grained Entity Typing. GRAND is
compared with the two best variants of CAT2Type namely BERT and node2vec
as shown in Table [2| and results show that the proposed model significantly
outperforms the CAT2Type model for all DBpedia splits and FIGER. In general,
it is observed for uneven class distribution the evaluation metric Ma-F; achieves
lower values compared to Mi-F;. However, the Ma-F; results of GRAND for
DB1 and DB2 splits are much better than that of CAT2Type. It strengthens
the fact that the representation of entities obtained using strategic graph walks
and contextual embedding of entity descriptions contain more information about
entities compared to the embeddings used in CAT2Type.

Impact of RDF2vec on Hierarchical classification. Table [5| shows the
results of the hierarchical classification of the GRAND framework on different
levels of the class hierarchy. The performance is computed for only classic-
RDF2vec,, ® p-RDF2vec,, ® e-RDF2vec,, since it is the highest performing
model based on experiments discussed in previous sections. The results show
higher performances on level 1 since the number of classes is lesser i.e., 5, as
compared to other levels. GRAND outperforms the baseline model HMGCN-
withHier for Mi-F; metric as depicted in Table

Impact of Textual Entity Descriptions To analyze the impact of entity de-
scriptions, a multi-class classification was performed on the entity embeddings
generated from the SBERT model. As shown in Table 2] GRAND with only
SBERT performs better than all the baseline models except CAT2Type. There-
fore, it can be concluded that contextual embeddings using SBERT provide the
necessary relevant information as compared to the triple-based baseline models.

Analysis of Vector Component Weight. In the experiments, it can be seen
that the concatenation of embeddings achieves the best result. Therefore, it is
further evaluated (1) which components are the most and the least important
for the predictions and (2) whether there is a difference in the weights given the
coarse-grained and the fine-grained prediction tasks.

Experimental Setup. In order to analyze the weights each vector component
receives in the neural network, a FCNN with one layer was trained on the com-
bination of all ordered aware RDF2vec (depicted in 1st 2 rows in coarse-grained
and 1st 2 rows in fine-grained in Table @ and also with SBERT. It is noted that
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Table 4. Evaluation of Single Classifier Results on the Fine-Grained Dataset. The best result of each mode is printed in bold, the
runner-up is underlined. The overall best configuration for each dataset is bold and underlined.

Dataset Mode Model DB-1 DB-2 DB-3 FIGER.
>QQ H/\Hm\nmﬂ zwn.mﬂ >OQ H/\—mﬁ.mup H/\Elmﬂw >OQ H/\—mﬁ.mup §&|ﬁ~ >QQ Zmﬁmm zwn.mﬂ
classic-RDF2vec  |0.6716 [0.374 |0.672 |0.6635 |0.363 |0.663 |0.8402 |0.736 |0.840 |0.991|0.467 |0.774
classic-RDF2vec,,  [0.704 |0.386 |0.704 [0.701 |0.356 |0.701 |0.871 |0.774 |0.871 |0.987 |0.469 |0.778
Sinele o-RDF2vec 0.564 [0.297 [0.5643 [0.5231 |0.3164 [0.5231 [0.6709 |0.5632 [0.6709 [0.946 |0.445 |0.721
& e-RDF2veco, 0.5831 |0.3064 |0.5831 |0.5542 |0.3174 |0.5442 [0.6926 [0.5747 |0.6926 [0.951 |0.452 |0.722
p-RDF2vec 0.6500 [0.3549 [0.6499 [0.6504 [0.3449 [0.6504 |0.7848 0.6513 |0.7848 [0.949 [0.467 [0.77
P-RDF2veco, 0.706 [0.384 |0.706 |0.702 |0.381 |0.7022 [0.847 [0.732 |0.8471 [0.951 [0.459 |0.772
e-RDF2veco 0.699 [0.378 [0.6996 |0.698 [0.388 [0.698 [0.877 [0.784 [0.877  [0.949 |0.454 |0.774
@ p-RDF2vec,,
Fine- Concat e-RDF2vecyq
Gonied © classio R DF2vec,, 0698 0374 [0.6978 0.701 |0.384 |0.7011 |0.881 |0.7811 {0881 [0.96 (0.512 (0.781
classic-RDF2vecoa | 700 10 386 |0.707 |0.719 [0.396 0.719 |0.887 [0.781 |0.ss1  10.955 [0.519 |0.778
@ p-RDF2vec,, I e — —
classic-RDF2vec,q
@ p-RDF2vecoq 0.703 [0.393 0.720 0.7204[0.3912 |0.720 [0.890 |0.801 |0.8908 [0.961|0.519 |0.783
@ e-RDF2vec,q
e-RDF2vecoq
0.653 [0.358 [0.6538 |0.648 [0.385 [0.648 [0.806 [0.695 [0.8060 [0.948 |0.457 |0.778
@ p-RDF2vec,,
Local PCAfe-RDF2vecoq 0.6865 0.3683 0.6865 |0.6952 [0.3682 |0.6952 [0.8746 [0.7770 [0.8746 [0.951 |0.501 [0.779
@ classic-RDF2vec,q
classic-RDF2vecoa ) 760610.3902/0.7006/0.7116 [0.3907(0.7116 |0.8774/0.7801/0.8774 [0.950 [0.504 |0.771
@ p-RDF2vec,, R Y.(115
classic-RDF2vec,q
@® p-RDF2vecoq 0.6936 [0.3839 0.6936 |0.7122[0.3438 [0.7123 [0.864 [0.764 [0.864 [0.958/0.514 [0.781
@ e-RDF2vec,,
e-RDF2vecoq 0.6845 [0.3716 0.6844 |0.66125(0.3189 |0.6612 [0.855 [0.7525 [0.8547 [0.942 [0.449 [0.772
@ p-RDF2vec,,
Global PCA e-RDF2vecoq 0.6908 |0.3879/0.6908 |0.67143(0.3119 0.67143 [0.8677 [0.7686 [0.8677 [0.945 |0.449 |0.769
@ classic-RDF2vec,q
classic-RDF2vecoa | coc1 |0 3778 |0.6081 |0.6881 [0.3241 [0.6881 |0.8754|0.7771 |0.8754 |0.956 [0.457 |0.771
@ p-RDF2vec,,
classic-RDF2vec,q
@® p-RDF2vecoq 0.7005(0.3768 |0.7004/0.7014[0.3228|0.7014 [0.8709 [0.7780[0.8709 [0.961|0.498 |0.784
@ e-RDF2vec,,
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Table 5. Results of the GRAND-LPL classification model at each level

Level |#classes DB1 DB2 DB3
Ma-F1 Mi-Fl Ma-F1 M’i-F1 Ma-F1 Mi-Fl
5 0.961 0.962(0.960 0.960 |0.959 0.959
11 0.744 0.925 |0.747 0.929 |0.744 0.924
12 0.857 0.934 |0.851 0.926 [0.859 0.935
17 10.361 0.705 ]0.358 0.702 [0.359 0.674

=W N =

Table 6. Relative network weights of each vector component group for DB-1 split.

Dataset Epoch|SBERT|Classic RDF2vec,,|p-RDF2vec,,|e-RDF2vec,,

1 - 35.5% 44.4% 20.0%
Coarse-Crained 10 - 32.9% 49.9% 17.1%

1 58.04% [14.6% 16.28% 11.08%

10 47.9% |18.5% 22.8% 10.8%

1 - 35.4% 42.1% 22.5%
Fine-Grained 10 - 33.6% 46.4% 20.0%

1 56.7% [15.36% 16.84% 11.1%

10 51.19% [16.83% 19.5% 12.48%

the overall goal of this setup is to analyze how much weight each of the four
vector groups receive. Therefore, the sum of absolute weights in the network
given to each vector is calculated for the first, and the tenth epoch.

Results. The relative weights can be found in Table [f] It is observed that
the highest overall impact is independent of the dataset, achieved using the p-
RDF2vec embeddings. This is followed by the classic RDF2vec embeddings. The
least impact is achieved by the e-RDF2vec embeddings. Interestingly, a weight-
shift occurs when switching from the coarse-grained entity typing to fine-grained
entity typing, i.e., it is visible that the classic and the entity embeddings are more
important for fine-grained predictions. The results suggest that p-RDF2vec is
helpful for coarse-grained type prediction — an intuitive finding given that p-
RDF2vec encodes structural similarity. However, the more fine-grained the task
gets, the more important are the actual neighbor vertices.

5 Summary & Future Directions

This paper proposes a novel entity type prediction framework, named GRAND
based on RDF2vec variants and textual entity descriptions. The variants are
constructed by different walk generation strategies and a new order-aware variant
of word2vec. GRAND is evaluated on DBpedia630k and FIGER, datasets. The
results show that GRAND considerably outperforms all the baseline models.
Also, given the weight analysis, further experimentation on more fine-granular
type systems — such as in YAGO [30] or CaLiGraph [9] is to be conducted.
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