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Abstract: With power comes responsibility: as robots become more advanced and prevalent, the role
they will play in human society becomes increasingly important. Given that violence is an important
problem, the question emerges if robots could defend people, even if doing so might cause harm
to someone. The current study explores the broad context of how people perceive the acceptability
of such robot self-defense (RSD) in terms of (1) theory, via a rapid scoping review, and (2) public
opinion in two countries. As a result, we summarize and discuss: increasing usage of robots capable of
wielding force by law enforcement and military, negativity toward robots, ethics and legal questions
(including differences to the well-known trolley problem), control in the presence of potential failures,
and practical capabilities that such robots might require. Furthermore, a survey was conducted,
indicating that participants accepted the idea of RSD, with some cultural differences. We believe
that, while substantial obstacles will need to be overcome to realize RSD, society stands to gain from
exploring its possibilities over the longer term, toward supporting human well-being in difficult times.

Keywords: robot self-defense; robot ethics; robot violence; robot crime; technological acceptance;
dark side of human–robot interaction (HRI)

1. Introduction

The current article explores the broad picture of robot self-defense (RSD). To motivate
our work, we start by examining a real example of a horrific attack [1]: On 13 March 1964,
a young woman, Kitty Genovese, was stabbed to death in a crowded residential area. The
cards were stacked against her: In Kitty’s case, she was tired, on her way home after work
in the early morning, and unarmed, in contrast to her attacker, who had a deadly weapon,
and alleged experience killing two victims before. Over a half-hour, her cries for help were
unheard, ignored, or misinterpreted by local residents; some phone calls to the police were
unclear and not given high priority. When the killer was apprehended and asked why
he had felt so bold, he said, “I knew they wouldn’t do anything, people never do”. The
bottom line is that, in some cases, neither law enforcement, nor bystanders, nor the victim
themselves can prevent an attack.

While the shocking details of this case helped to spur the creation of various programs
such as the 9-1-1 system, the fundamental problem of violence remains. Victims are typically
at a disadvantage; the attacker decides the time and circumstances of the attack, selecting
targets they believe to be weaker, and victims’ reactions are delayed by the time needed
to understand what is going on and what they should do (not to mention any accidental
excessive force can result in victims themselves being criminally charged). Bystanders
as well must consider their own safety, and, as the saying goes, “when seconds count,
the police are only minutes away”, so sometimes there is no one who shows up to help
on time: numerous recordings of unprevented attacks can be seen on social media [2].
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More generally, violence is recognized as a serious and prevalent problem in human
societies, leading to thousands of deaths annually, mental problems, reduced productivity,
administrative burdens, and weakening attempts to tackle poverty [3–6]. Its cost in 2015
has been estimated at approximately USD 13.6 trillion, or 13.3% of the sum of global gross
domestic product.

This article poses the question: What if there were another option? What if, in the
future, nearby robots could help? Robots are expected to become increasingly present in
human environments where violence can take place: For example, Tung and Jara Santiago
Campos mention that markets for professional and consumer service robots have increased
in 2021 to USD 6.7 billion and USD 4.4 billion (growth rates of 16% and 12% from 2020),
with the market for social robotics projected to grow rapidly in the near future [7]. This
trend could possibly also be aided by recent excitement over the next possibilities for
Artificial Intelligence (AI) and robotics (e.g., with the introduction in late 2022 of ChatGPT
(Chat Generative Pre-trained Transformer) [8,9]). As such robots transition from labs to
the homes, schools, stores, and streets of our societies, they will bear witness to not just
our daily triumphs, but also our struggles. Robots will be useful in various public and
domestic settings, providing care, transport, cleaning, companionship, entertainment, or
education, and placing them in a position where they could help. For example, a care robot,
Autonomous Vehicle (AV), or cleaning robot, which would not feel tired or cold, might
be present at late times when there are few people outside and crimes are more likely to
occur. Given that robots can be repaired or replaced, such a robot would also not likely
feel fear at having to confront a violent attacker. Thus, in some cases, we believe robots
could help. People could be warned (e.g., by digitally sending emergency messages to
police or security, acoustically announcing an attack/calling for help/blaring sirens, or
visually suggesting danger via lights or a fearful expression). Moreover, crimes could be
documented, attackers placated (e.g., by calming, distracting, negotiating and obstructing),
and victims allowed to evade or escape. However, a question arises in regard to what
a robot should do in difficult situations in which physical harm to someone, attacker or
victim, cannot be avoided. For example, when an attacker and victim are pressed together,
attacks are fast and deadly, and the victim is not able to stop the attack, find help, or get
away. This is the main scenario considered here, shown in Figure 1.

(a)

Attacker

Victim

(c)(b)

Robot

Figure 1. Could a robot step in to defend a person who is under attack, (a) detection what is
happening, (b) applying needed force, and (c) conducting post-hoc deescalation?

To go deeper, we define how some important terms are used in the current article:
RSD is defined here as “the use of force by a robot to protect a person in the robot’s care
from an immediate threat of physical danger from some attacker when safe retreat is not
possible”. This is in line with the common definitions of robots and self-defense below.
“Robots” are machines with human-like qualities that are controlled by a computer to carry
out tasks [10], encompassing both humanoid robots as well as other embodiments such as
AVs, drones, or zoomorphic robots. “Self-defense” is “the act of defending yourself, your
property, etc.” [11]. McCormack summarizes its mentality as follows: “I am not allowed
to use deadly force against another person unless that person represents a threat of great
bodily harm to me or another, and even then I can only use so much force as necessary to
remove the threat” [12]. Furthermore, he discusses how preemptive use of force, likewise,
should only take place when threat is imminent and action necessary, as per the “Caroline”
test. (Note: here “self-defense” does not refer to a case in which a robot defends only
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itself against an attacker, since robots can be repaired or replaced, and we believe the
fundamental case of risk of harm to humans is more important and interesting to explore.)

We note that the current work differs from previous conceptualizations where the
focus has been on robots whose sole purpose is security (e.g., a RoboCop or PackBot).
Rather, here our focus is on a more ubiquitous or dispersed responsibility to help that could
be given to advanced technological artifacts, in analogy to the duties people are expected to
perform. For example, this could involve vehicles and humanoids whose primary uses lie
elsewhere, in transport or healthcare. (Even more radically, a person’s environment could
defend him/her, such as a smart home opening a door to let in a victim, removing stairs,
and thrusting up walls and barriers to block and trip an attacker, etc.)

What then might be useful for robot designers and policy-makers who are interested
in exploring this direction? We believe that an important initial goal would be to gain
insight into the “big picture” of RSD. The challenge is that the question is highly complex,
requiring knowledge from various areas such as psychology, philosophy, computer science,
AI, jurisprudence, and security, but previous insights on how robots could help support
people’s well-being by physically defending them from violence are likely to be scattered
here and there, requiring work to pull together. Furthermore, the public might perceive the
question differently from academics, but the participation of both groups would be vital.
Academics are experts who guide and push forward the frontier of knowledge, whereas
the public are the end users we want to help and those who control the vote to put systems
into use or not.

Thus, the intended contribution of the current article is to explore the broad scope of
RSD, extending our previous work, as follows:

• Academic theory. We explore the concept of RSD in depth based on a rapid scoping
review of the literature, encompassing the intersection between robots, crime, and
violence, and other “dark” topics in Human-Robot Interaction (HRI).

• Public opinion. Furthermore, we report on the results of an online survey to check how
people in two different countries perceive the effects of two factors that we felt could
be important, a robot’s embodiment and use of force.

The remainder of this article is structured as follows: Section 2 summarizes some
academic work related to RSD, identifying gaps such as cultural comparisons. Section 3
explores public opinion, reporting on the results of an online survey administered in Japan
and the United States (U.S.), which are discussed in Section 4, along with limitations and
next steps. We conclude by returning full-circle to our initial “attack narrative”, which is
used to illustrate our vision for how robots could help.

2. Scoping Review

An initial check did not turn up a review on RSD or related topics such as the dark
side of HRI. Thus, our goal was to broadly and rapidly map existing studies and identify
gaps within this seemingly under-examined area. In such cases, scoping reviews have been
described as appropriate; therefore, in line with the prescriptions of Arksey and O’Malley
and the Joanna Briggs Institute, we followed a process consisting of the following steps:
(1) a broad search to refine selection criteria, (2) selecting and reviewing, and (3) mapping
and summarizing results [13,14].

2.1. Review Process

Our basic process is shown in Figure 2: (1) First, the review question was specified:
“What is known from the existing literature about RSD?” Objectives, inclusion criteria and
methods were also specified in advance. Given that different authors might use different
words to refer to similar concepts, various related keywords were identified. In general,
within the broader area of the dark side of HRI, keywords focused on what the robot should
do (defend or protect) or prevent (violence, crime, or attacks). Some keywords such as
security appeared to lead to a reduction in the relevance of the search results, yielding
many papers about networking security, so were not included.
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Figure 2. The process followed for the rapid scoping review.

(2) Thereafter, a rapid scoping review was conducted using the first fifty results each
from ACM Digital Library, IEEE Xplore, and Google Scholar using the search phrase: “(robot
OR HRI OR “human–robot interaction” OR robotics) AND (defense OR violence OR crime OR
dark OR protection OR attack)”. The 150 search results were entered into a shared document
for processing, and 12 duplicates were removed from consideration. The inclusion criteria
in the first round of processing were that the paper should be written in English and not be
fiction or an “own” publication. Exclusion was not conducted based on year of publication,
kind of paper, field, or target demographic. This resulted in the removal of three papers:
One paper in Chinese was removed from consideration. One fictional story was removed,
after checking its summary to make sure it did not contain new ideas related to RSD. One
of our own publications was removed from the main group of reviewed publications, and
cited later in the article, at the end of this section.

Next, to identify potential relevance for each paper, a quick scan was conducted of
the title, abstract, and figures, and a “find” function was used to see how the key words
in the search string were discussed. Two reviewers were involved; interpretations were
compared and discussed to resolve conflicts (seven papers with differing interpretations
were discussed and agreement reached). As a result, 91 papers were removed due to
lack of relevance to the review question. For example, searching for the dark side of HRI
also led to some search results on physical darkness. Papers that seemed to have some
relevance to the topic were then read and notes taken. Some papers cited in the initial
papers’ bibliographies were also added. While, as expected, no papers directly addressed
the exact topic of the current paper—self-defense as a secondary function for social robots—
several papers were found to indirectly touch upon the theme of the dark-side of HRI and
the role of robots might play in violent encounters.

(3) Some basic statistics were calculated, and papers were analyzed. Figure 3 suggested
that the reviewed publications were mostly from recent years (start year: 1967, end year:
2022), with a growing trend since around 2004; the current average rate of detected publica-
tions related to the topic seemed to be approximately 7.4 papers per year, considering the
past ten years from 2012 to 2022. As well, Figure 4 indicated that the reviewed publications
comprised roughly the same amount of conference papers and journal articles, along with
a few technical reports and theses. Next, these publications were grouped into themes, as
shown in Figure 5, summaries of content merged, and our own thoughts, suggestions, and
proposals included.
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Figure 5. The main themes that emerged from our review, represented visually as yellow squares,
as well as sub-themes, in purple truncated squares. (Culture was felt to be a separate, overarching
theme). Numbers indicate section numbers.

The themes that emerged included: Background (13 publications cited), Risks for
People (21), Violence to Robots (23), Tasks (30), Control (13), and Culture (11). (Thus, the
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most citations related to the Tasks theme, and the least to Culture.) These themes are
briefly described below. Section 2.2 Background touches on the history of robots capable
of wielding force, which are finding increasing use in law enforcement, military, and pest
control applications. Their use is not uncontroversial. Section 2.3 Risks for People discusses
merits and demerits of RSD in comparison to current attitudes toward military robots and
convergence with human responsibilities, how RSD relates to the trolley problem, and legal
questions. The flip side of this “coin” involves considering not just what robots might do
to people, but what people might do to robots. Section 2.4 Violence to Robots examines
real-world examples of violence toward robots, negative perceptions of robots compared to
humans, and strategies for how robots could avoid violence. Section 2.5 Tasks approaches
more practical concerns of what a self-defense robot would actually be required to do and
how capabilities could be implemented. Since tasks can be carried out via teleoperation or
by a robot itself, Section 2.6 Control touches upon control interfaces, autonomy, and failure
mitigation strategies. Finally, Section 2.7 Culture highlights that groups’ requirements for
RSD will likely differ.

2.2. Background: Defense Robots

A fundamental “call to arms” can be found in the words of Haring et al. [15]. The
authors argue that researchers have mostly focused on the positive side of HRI, despite the
need to also identify possible problems—given the expectation that some robots will be
placed in charge of life-or-death situations in our surroundings, that robots can cause harm,
and that there is a current lack of specifications for ethical robot behavior. Furthermore,
they point out a need to go beyond Asimov’s laws, which were originally intended to bring
attention to problems that can occur with rigid rules, within the context of fiction intended
to entertain.

Yet, fiction could be considered to serve as a useful starting point for discussion. While
it has also been speculated that robots will help us with dull, dirty, and dangerous tasks [16],
the latter aspect being our focus here, there is likely more to the story of why designers
are striving to build robots than utilitarian considerations. As Cha describes, robots are
considered “cool”; when customers see a robot for the first time, they often use the word
“wow”, and coolness can predict people’s intentions to adopt technologies [17]. In the
context of RSD, violence does not necessarily curb such impressions. Even if we might
not wish to be the target of violence ourselves, reports of aggression and force can excite
people, in the phenomena described as “recreational fear”, “voluntary arousing of negative
emotions”, “angstlust”, or “excitation transfer”, and be perceived positively through their
association with power and achievement [18–20]. Thus, as one might expect, the basic motif
of a robot that could use force to help save people from physical danger appears in various
works of fiction. In Ancient Greek and Jewish myth humanoids of metal and clay hurled
boulders or struck enemies to defend people, and both Japanese cartoons and Hollywood
movies describe robots and cyborgs that use firearms and gadgets to protect people from
criminals and other robots (e.g., Talos, golems, Doraemon, Tachikoma, RoboCop, and
Terminator) [21]. A more in-depth depiction of law enforcement robots in fiction can be
seen in a work by Reid [22].

Similarly, in the real world, the focus for force-wielding robots has also been on
dedicated platforms intended to help in law enforcement, military, and other applications
such as conservation. The line between applications is not always fully clear. For example,
PackBots have been used to find people (emergency victims or snipers) in dangerous terrain
such as ruined buildings or caves, clean up, and detect and defuse improvised explosive
devices (IEDs), during the Iraq and Afghanistan conflicts, 9/11, and the Fukushima nuclear
disaster [23]. Nonetheless, some details are provided by application below.

2.2.1. Police Robots

In the U.S., robots have been used in various settings by law enforcement, as described
by Carruth and Bethel [24]. The goal therein is to be able to remotely monitor and act
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without risking officers’ lives, given that each year many officers are killed and injured
in the line of duty. While typical current uses comprise explosive ordnance disposal and
scouting, various other possible tasks could be conducted, including guarding, search and
rescue, distraction, serving warrants, negotiating and recovering casualties. As such, most
Special Weapons and Tactics (SWAT) teams have access to robots, with a reported average
annual usage in Section 3.1 interventions. One specific example of usage in the U.S. was
in a trial in 2019, in which Massachusetts State Police tested Boston Dynamics’ Spot [25].
Another example of a security robot in the U.S. is the Knightscope RoboCop, which can
detect nearby mobile usage and scan license plates; this robot was developed in the wake
of the December 2012 mass shooting at Sandy Hook Elementary School that left 20 children
dead [26]. As well, Reuben Brewer, a researcher at a non-profit organization called “SRI
International” in the U.S., built a robot called the “Go-Between” to reduce harm during
police traffic stops [27,28]. The robot consists of a remote conference system and ticket
dispenser attached to a rod that can be extended from a police car to the window of a car in
front, as well as a spike strip to prevent a motorist’s escape. In the U.S. also, a robot called
the Telebot was designed to potentially patrol under the control of a disabled police officer
or veteran [29]. As well, the Cobalt robot patrols in office buildings, alerting a human if
anomalies are detected such as open windows or people in restricted areas [30].

In Japan, various security robots have been designed by the company Secom, such as
the Secom Robot X and COCOBO, which can emit smoke, patrol, and detect suspicious
objects (e.g., at a home or airport) [31,32]. As well, a security robot, Ugo from Mira Robotics,
was tested in an office building in Tokyo; the robot, which was designed with a cute
appearance to avoid intimidating people, patrolled every two hours, calling an elevator
itself, and allowing remote monitoring through its cameras [33]. Additionally, Japanese
police used drones with nets to capture a drone piloted by an activist that attempted to
carry radioactive sand to the prime minister’s residence [34].

As well, in 2017, a humanoid “police robot”, the “REEM” by “PAL Robotics”, patrolled
the Dubai Mall in the United Arab Emirates; its capabilities include providing information,
processing fines, and remitting monitoring footage to a control center [35]. Maliphol and
Hamilton also describe a drive toward “smart policing” by using robots as 25% of Dubai’s
police force and realizing a smart police station that does not require humans by 2030. The
authors also describe a robot at a police station in India, KP-Bot, which hears complaints
and guides visitors. Additionally, the Singapore Police Force has used a fleet of drones for
area observation to pick out suspicious activity, police presence (drones come equipped
with red-and-blue police blinkers), enforcement, and search and rescue; for example, in
2021, a man evading a police check was detained with the help of a drone that saw him
hiding at a construction site [36,37]. In China, the robot AnBot, which was trialled at
an airport, can seize and incapacitate targets with a stun gun [38,39]. Furthermore, the
“E-Patrol Robot Sherriff” has patrolled a train station and can purportedly detect wanted
criminals, alerting police and following the suspect until police arrive [30,38]. In South
Korea, a prison guard robot introduced in 2012 allows guards to remotely communicate
with inmates, also detecting anomalous behavior related to emergencies such as suicide,
assault, or arson [40,41] In the latter work, McKay furthermore mentions a similar trial
in Hong Kong in 2019, including use of robots to detect drugs in prisoners’ feces, and a
trend (mentioning China) toward “robotocracy” and establishing smart systems capable of
“hyper” or “blanket security” and “optimal orderly functionality”. Moreover, the Korean
national police agency apparently plans to form an “Iron Man Police” service, under the
rubric “Police Future Vision 2050”, that aims to combine robot dogs, robotic power suits,
and AI to mitigate crime [42]. As well, in the Democratic Republic of Congo in 2013, some
traffic lights with a robotic appearance waved red and green flags to direct traffic and allow
pedestrians to cross busy intersections, in an attempt to promote safety and compliance with
traffic rules [34]. The same article describes a robotic boat called “Emergency Integrated
Lifesaving Lanyard” (Emily), which was designed in the U.S. and deployed by the Greek
coast guard to try to save Syrian refugees from drowning.
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2.2.2. Military Robots

Robots capable of wielding force are also increasingly being considered or used for mili-
tary applications. In the U.S., from 2020 to 2022, robot dogs from Ghost Robotics were tested
by the U.S. Air Force, U.S. Border Protection forces, and the U.S. Space Force, for outdoor
patrolling and inspections at air bases, the southern border, and Cape Canaveral [43,44].
In 2021, the French military also tested using some robots in combat exercises, including a
Spot robot dog from Boston Dynamics, an “OPTIO-X20” tank-like robot, and Barakuda, an
armor-plated wheeled robot designed to provide cover [45]. Various other military plat-
forms also exist, such as Centaur from “Teledyne FLIR”, and Iris from Roboteam, a small
remote controlled robot that can be thrown through small openings such as open windows
to scout out buildings (similar to the Recon Throwbot and Taktyczny Robot Miotany (TRM)
Tactical Throw Robot that have been used by U.S. and Polish police) [34,46].

Some robots have also been developed that carry weapons. While a few examples of
sword-wielding robots have been described for sports training or entertainment, such as the
kendo robot Musa [47–49] and Yaskawa’s swordsman-emulating MOTOMAN-MH24 [50],
the majority of weaponized robots appears to be designed for military usage. Some of
the first robots were flying bombs and rockets, conceived of before World War I, and
featuring automatic piloting and detonation capabilities by the end of World War II (V1, V2
rockets) [51]. In addition to such drones and cruise missiles, some increasingly smaller, more
lifelike mobile robots with firearms are also being recently shown. For example, in 2008, the
“Modular Advanced Armed Robotic System” (MAARS) was introduced as a successor to the
“Special Weapons Observation Reconnaissance Detection System” (SWORDS) Talon used
since 2000, which can carry a grenade launcher, machine gun, laser dazzler, and gunfire
detection system [52,53]. In 2006, South Korea developed semi-autonomous prototypes of
robotic sentry guns called “SRG-A1” robots, to protect its border with North Korea [34].
In 2014, a taser-bearing drone called the “Chaotic Unmanned Personal Intercept Drone”
(CUPID) was demonstrated, by temporarily incapacitating a volunteer intern [54,55]. In
2016, the Dogo robot was created by General Robotics with advice from the Israeli Police
Counter-Terrorism Unit, which carries a Glock-26 pistol, eight cameras and radio, and can
enter houses quietly and climb stairs [34]. In 2017, an android robot called FEDOR (Final
Experimental Demonstration Object Research) that was developed by Android Technics
and a Russian military research agency, was demonstrated, driving, walking, and firing a
handgun [35]. In 2021, Ghost Robotics in China attached a rifle/firearm and thermal camera
to a Quadrupedal Unmanned Ground Vehicle (QUGV) robot dog [56]. In 2022, a Chinese
defense contractor posted a video of a drone delivering a robot dog carrying a light machine
gun [57]. In 2022 also, the Russian military showed a robot dog with a rocket-propelled
grenade (RPG) on its back, based on Unitree Robotic’s UnitreeYushuTechnologyDog [58].
Loitering drone systems also exist, such as the Israel Aerospace Industries (IAI) Harpy or
AeroVironment Switchblade [59].

Such weaponized platforms, whether for police or military, are not always merely
for show. In addition to some people who have been killed accidentally by large factory
robots [60], some robots have been used intentionally to exert force. As previously noted,
military robots have been used in wars. More locally, Sharkey reports that a security
robot was used outside a bar to shoot water at undesired loiterers in the U.S. in 2008 [61].
Furthermore, according to Glaser, the Los Angeles Police used a large remote-controlled
robot called the “Bomb Assault Tactical Control Assessment Tool” (“Bat Cat”) to tear down
the walls of a house during a standoff in 2011 [34]. An article also describes how, in 2013,
in the U.S., a robot helped police catch the Boston Marathon bombers [62]. The same
article also describes how police used a manually controlled mobile robot equipped with
an explosive to kill a gunman in 2016, a robot was exploded near a window to subdue
a shooter in 2018, and police used a robot to end a standoff with an barricaded arsonist,
bringing him a vape pen he had asked for and a cellphone for negotiation, in 2019. In 2020,
a robotic machine gun was remotely controlled by Israeli security to assassinate a nuclear
scientist (and then remotely detonated to minimize evidence) [63]. Furthermore, in 2020, an
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autonomous military system, the Kargu-2 drone from the Turkish company “STM”, might
have been used to kill enemy soldiers for the first time in Libya [64]. This loitering drone
is described as using machine learning and computer vision to detect and track enemies,
and being capable of operating in swarms of twenty. It seems such robot systems have also
been used elsewhere since, in Nagorno-Karabakh, Yemen, Syria, and Ukraine [59].

2.2.3. Pest Control Robots

In addition to law enforcement and military uses, robots are also being developed
for other purposes, such as conservation and wildlife control. For example, robots have
also been developed to “revolutionize” monitoring and interventions in the vicinity of
dangerous wildlife, such as elephants, bears, and rhinos (in the latter case also detecting
poachers) [65]. Some robotic devices have even been developed that are capable of force,
such as traps to spray feral cats with poison [66]. As well, drones outfitted with vacuums,
pesticides, and even flamethrowers have been used against dangerous wasps and hornets,
for which manual interventions have resulted in human deaths in the past [67].

2.3. Risks for People

The use of force-wielding robots could entail risks. Some of the reviewed publications
carry ethical insights on how robots could engage in damaging or malicious behavior, how
we can conceptualize dilemmas, and how laws might need to change to reflect such risks.

2.3.1. Ethics of Self-Defense Robots

The current paper is fundamentally concerned with the ethics of robots, which is
sometimes referred to as Robot Ethics, Roboethics, Machine Ethics, Artificial Moral Agents,
or Friendly AI. One central question can be phrased simply as “Should we have robot
defenders?” We approach this question here from various perspectives, looking first at
how people have felt about the robots capable of force described in the previous section,
and then also discussing how robots might be perceived in comparison to humans, before
examining RSD itself more closely.

First, examining perceptions of military robots, the benefits of using robots in war
include avoiding risking the lives of friendly soldiers, enhanced power, cost savings,
allowing operators to calmly make decisions away from threat (easily exchanging seats
with fresh operators, which would be difficult with manned aircraft), etc. [68]. A hope is
that robots or human–robot teams could one day be able to make better decisions than
humans alone, given robots’ potential immunity to factors that can hurt people’s ability
to make good decisions, including dangerous emotions, adrenaline, stress, fatigue, low
morale, human perceptual and communication challenges (e.g., ears being deafened, glasses
breaking)—thereby maintaining levelheadedness and avoiding overreactions that could
result in atrocities [69]. Accordingly, much money is being used to develop such systems;
for example, the U.S. reportedly allocated USD 18 billion for autonomous weapons from
2016 to 2020 [70].

Yet substantial concerns exist as well. For example, Sharkey et al. envisions misuse by
criminals: e.g., lethal cartel-controlled drug-delivery robots that could also destroy their
internal stashes when cornered, as well as robot attackers, aerial lookouts, and exoskeletons
being used to carry out robberies, assault, rape, or murder [61]. Similarly, Froomkin et
al. raise the question of how people could defend against robot-assisted crimes, such as
unlawful recording by drones or trespassing by AVs [71], and King et al. speculate that
robots could be used to torture [72]. Furthermore, Alston described for the United Nations
(UN) a potential risk of developing a “Playstation” mentality to killing, as the computer
screen/speaker interfaces for controlling robots resemble those used for playing games [12].
As well, some police boards have ceased using robots due to protests from civil rights
groups, who fear that enabling remote operation might facilitate state violence without
necessarily contributing to safety or crime prevention. In 2021, the New York Police stopped
using a robot, Boston Dynamics’ “Digidog”, after complaints were raised [62]. Likewise, in
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2022, the San Francisco Supervisory Board backtracked on a decision to allow police to use
robots to exert lethal force [73].

This concern appears to be greater still for weaponized robots that are being designed
to feature autonomous capabilities, which are known by various names, as Lethal au-
tonomous weapons (LAWs), Lethal autonomous robotics (LARs), Autonomous weapon
systems, or, more colloquially, as killer robots or slaughterbots. Researchers and politicians
have expressed worry about the risk of insufficient recognition capabilities and common
sense (e.g., errors, or lack of ability to distinguish civilians from combatants), low-end
and high-end proliferation (e.g., allowing misuse by criminal groups), the potential for
decreased accountability to facilitate war crimes, a risk of more wars being started due to
lessened costs, loss of morale if robot squad members record and spy on human soldiers,
and uncertain behavior (such as the potential to refuse reasonable orders due to some
unforeseen failure); as such, six robotics companies, including Boston Dynamics, promised
to not allow their products to be weaponized, and there appears to be ongoing debate on
regulation at the UN [69,70,74]. Popular anxiety about the potential for such autonomous
robots to rise up against humans has also more facetiously been expressed in a parody
video by Corridor Digital in 2019, which has been viewed 80 million times as of January,
2023 [75].

While the above sources might provide some insights, self-defense robots are not
military robots, and not yet a reality, such that we do not know how exactly people will
perceive them. Another way to approach this question is to follow the train of thought
that robots are often treated like people [76], and that robots are becoming increasingly
similar to humans in terms of capabilities (i.e., advancements in robotic technologies could
one day result in human-like capabilities to engage in self-defense). From this perspective,
assuming progress continues (as it has up until now), robots might be expected to one
day assume similar responsibilities as human bystanders and defenders. Although laws
for humans differ around the world, a “right to self-defense” appears to be typical. In
some regions, there is even a moral and legal “duty to rescue”, and even laws to protect
defenders who might know the attacker or victim (e.g., “good Samaritans”) [77]. In this
sense, robots might one day have similar rights, duties, and protections.

Lin et al. compare humans and robots from a different perspective [69]. They reason-
ably point out that an ethically-infallible robot should not be our first goal—even casting
doubt on whether such a robot would be feasible. Instead, they suggest that designers
should seek to first design a robot that performs better in some ways than humans, es-
pecially with respect to avoiding unlawful actions. Such a proposal could be interpreted
in different ways. Given also the prevalence of protests against excessive force by law
enforcement in the U.S., an ambitious goal could be to develop some kind of a “Turing
test” related to police work or self-defense, in which robots should outperform humans in
terms of ethical outcomes. Another more modest goal, which seems more likely in the near
future, could be to simply show that by providing robots with some capabilities to help in
self-defense situations, we will be able to avoid some harm that would have been otherwise
not prevented (or perhaps more vaguely, by showing that the crime rate is reduced).

The potential merits and demerits of RSD itself can also be considered more closely. At
the level of a single interaction, there seems to be some further uncertainty. The benefits of
a successful defense scenario seem to be self-evident: a capable robot might help not only a
victim, but also avoid the risk of harm to a human defender (e.g., as “Good Samaritans”
who try to help victims face a risk of themselves being injured or arrested), or even to a
human attacker (who could be harmed by human defenders or victims). In some cases,
the mere presence of a robot might dissuade attacks, and even if a robot is incapable of
self-defense, it could help people to feel more comfortable by acting as another potential
target for attackers, via the phenomenon of “risk dilution”, related to how people in groups
feel more comfort and less fear. Yet, the reverse is also possible: robots could cause harm. It
seems also self-evident that an attacker could sustain injuries if a defender uses force to
stop them, and that mistakes in recognition or motions could also cause harm to defenders,
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victims, bystanders, or law enforcement (e.g., if mistakes occur in detecting a threat, who
the attacker and victim are, or how much force to use, etc.). More subtle effects will also
likely exist. For example, the presence of a robot might be unwelcome if a victim feels
anxiety toward robots. If the robot is recording, a victim might feel even more shame
from having their traumatic experience potentially viewed by others. Or, in line with the
“photo-taking impairment effect”, in which taking photos can result in less vivid memory
retention, a victim might not look at their attacker carefully enough to identify them later,
assuming that the robot will see or record, which might not be the case.

Furthermore, what might happen if robots became overprotective? For example, one
extreme way to avoid violence might be to simply separate all humans, which would likely
have devastating effects, since, as Maslow describes, humans experience a basic need for
social interactions and affection. Even in a less extreme context, however, it is known that
moderate fear can be helpful. For example, fear-based play among children appears to
possibly protect against the onset of anxiety disorder, potentially by bolstering tolerance of
uncertainty, a phenomenon which has been referred to as “recreational fear” or “voluntary
arousing negative emotions” (VANE) [18]. Might RSD thus take away opportunities for
people to feel strong and self-sufficient?

2.3.2. Comparison to the Trolley Problem

Continuing along the same lines of thought, a risk to people could occur if a robot is
not able to effectively navigate the dilemmas at the heart of the RSD question: The robot
must choose whether to apply force to an attacker, possibly harming them, or to let a victim
be hurt. As such, this problem can be related to another dilemma, the trolley problem,
which is often discussed in regard to robotics and AVs (e.g., some of the cited publications
here have several hundreds or thousands of citations as of 2023). The basic version of the
trolley problem is that a decision must be made on whether a vehicle (robot) should follow
its typical course, striking five people who are improperly situated, or veer into a zone that
should be safe, striking one person who is rightly situated [78–80]. Various other variations
of this problem exist, involving bystanders, “fat men” being thrown off bridges, levers
being pulled, and animals.

Are there differences between the dilemma posed in the RSD situation and the trolley
problem? We believe yes, and list three potential differences below. First, two perspectives
are examined, that the literature seems to commonly differentiate, one of which is described
as deontological or Kantian, and the other as teleological, utilitarian, or consequential-
ist [79–81]. The deontological perspective for the trolley problem is phrased as indicating
that the person who was in the right place should not be sacrificed to save the five who
were wrong. Conversely, the teleological perspective is phrased as indicating that the robot
should kill the one person to save the group of five. However, this might not be the only
interpretation of the latter perspective. Taking into account the overall, long-term effect, if
the robot obeys the rules and kills the five, it should act to dissuade similar conduct in the
future. Clear rules that people follow should lead to less deaths and greater efficiency in the
future. Whereas, if the robot breaks the rules, the people around it will know that the rules
lack meaning and break them, leading to a chance of more deaths and less efficiency in
the traffic system in the future. In that case, both the deontological and long-term, overall
teleological views would seem aligned, given that the effect of breaking rules over years
and within a large area such as country might very well result in more than five deaths.
(Admittedly, this might become more problematic when we increase the number of people
in the group to a number greater than might be expected from dissuading rule-following;
e.g., from five to a million; although, it might also be difficult to imagine a million people
waiting for the robot to collide with them.)

Next, we consider the fundamental case for RSD treated in this article. Here, the
deontological case has been deliberately set to be clear: the attacker is in the wrong. Rather,
focus is placed on the utilitarian view, which becomes more unclear given that there seems
to be more uncertainty about the robot’s abilities. The trolley problem is intuitive in the
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sense that most people are familiar with vehicles and know well that they can kill. In the
RSD case, however, it might be the case that the attacker is likely to hurt the victim far more
than the robot would hurt the attacker, given that the attacker has initiated an unlawful
attack with malicious intent and the robot’s intent is merely defense; or, it might be the
other way around, since robots are composed of hard materials and contain sharp edges
and dangerous components such as actuators, and batteries that could explode. Moreover,
it is unknown if a robot would be able to defend a victim (the robot might be too small or
weak, a manual operator might not be able to pilot the robot well enough, and autonomous
capabilities can fail). Thus, a first difference is in how the deontological and teleological
perspectives might be interpreted, and the uncertainties in the RSD case.

Another difference seems to lie in the distinction between “killing” versus “letting
die”. In the trolley problem, doing nothing results in following the deontologically right
approach, by sparing those who are not breaking the rules. In the RSD problem, doing
nothing is counter to the deontological ideal, by not helping someone in need.

A third, fundamental difference between the two problems however might be in
the maturity of the technologies discussed, also in relation to practical usefulness, and
how likely we are to see these scenarios played out in reality and when. AVs to some
extent are a reality today. We know also that driving does not need to be perfect: our
societies accept a high number of deaths yearly due to drivers’ errors, without banning
driving. While the trolley problem has been explained as a thought experiment and
“intuition pump” designed to probe beliefs, as well as an edge case for technologically
mature systems where basic functionality is no longer a problem, some have questioned its
practical usefulness [82]. For example, Rodney Brooks asks how many times we, or anyone
we know, have been forced to make a decision about which group of people to kill, the five
nuns or the child? [83]. He goes on to mention that, just as these problems never come up
for human drivers, they might never come up for AVs either, and the problem might be
“non-existent and irrelevant”. By contrast, no robot capable of self-defense currently exists
in our surroundings. Yet, conversely, how many of us have never seen or been in a fight?
For example, Stein et al. reported that a third of high school students claimed to have been
in a fight recently, and that approximately 80% of children 7–15 had witnessed a fight [84].
Thus, for the trolley problem, the scenario of vehicles is highly prevalent, but there is some
lack of clarity regarding how prevalent the problem is (e.g., five nuns violating traffic rules
when an AV happens by), whereas for robot defense, the scenario does not yet exist, but
the problem seems to be prevalent.

Further comparisons can be made, but one challenge is that there are various variations
of the trolley problem, and the RSD scenario could also be varied. For example, to bring
the two problems closer together, we can imagine five attackers assaulting one victim (e.g.,
as an example of bullying, gang violence, or lynching, etc.). Here though, increasing the
number of rule-breakers would seem to increase the force imbalance, making it even more
desirable to help the victim. We can also imagine cases in which the deontological case
might also not be clear; e.g., if the victim has somehow goaded the attacker into attacking,
or if there is no victim (e.g., if both parties attacked one another). Other factors that could
affect judgments might include the ability of the victim to escape harm, and the balance
of force between attacker and victim; for example, is the victim a child or elderly person?
There might also be prejudices related to ethnicity or gender. Furthermore, when exploring
how people feel, people might state one opinion when they think their peers might see or
when they feel removed from the action, and another opinion when anonymous or when
they feel a connection to the attacker or victim. Thus, it seems difficult to enumerate all
possible variations for comparison.

Regardless of the differences, however, insights can be taken from previous work on
the trolley problem, on how to also deal with the RSD dilemma. For example, Goodall
proposed a three-part strategy to deal with the trolley problem for AVs, involving rules, ma-
chine learning, and explanations; he also discusses perceived downsides of deontological,
utilitarian, and AI-based approaches [81]. While our exploratory work involves gathering
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academic thought and cross-cultural probing of public views, rather than machine learning,
we believe such an approach might also be useful for RSD.

2.3.3. Laws Related to Self-Defense Robots

Given potential risks and uncertainties, legal perspectives should also be considered.
For example, Terzian argued that robotic weapons can be considered “arms” in U.S. law
under the Second Amendment, giving people a right to be defended by robots [31].

Reid speculated on what a future police robot might be like, whom she called Officer
Joe Roboto [22]. Although such a robot will eventually likely be faster than humans in
collating big data, potential concerns include privacy risks, requiring a rethinking of Fourth
Amendment doctrine in the U.S., and lack of common sense. As well, such a robot should
be treated the same as a human officer in regard to motions to suppress evidence or file
abuse of civil rights claims.

While robots might currently lack a human’s common sense, Joh has argued that the
potential legal analogy of autonomous security robots of tomorrow to past mechanical
security devices such as “spring guns” (guns designed to discharge via a tripwire or
other simplified mechanical mechanism to defend property) should be rejected [85]. She
speculates that, while deaths and injuries will also result from robots intended to provide
security, robots will have some ability to distinguish legitimate threats of deadly force from
innocent mistakes or petty crime.

Calo as well posed various legal questions [86]. For example, could robots be treated
similarly to animals under law? For example, if a robot hurts someone more than once,
could its human “owner” be held responsible, or could it be labeled as roaming? Could
attacks on robots be used like attacks on animals or domestic violence as a warning indicator
(e.g., to call child welfare services if there is a child in the house of someone who attacks a
robot)? Could police hesitate to send a robot into an encounter in which the robot could
be destroyed, as might be the case for sending in a police dog? Or, comparing robots to
humans, if a robot is involved in a fatal incident, should it be forced to “take time off”, like
a human police officer, as some programmer perhaps reviews its code and database? How
can losses be compensated for a robot with which there is an emotional bond, if a robot
becomes like a family member to someone?

Asaro counseled against the development and use of robots that could exert violent
and deadly force against people, calling this the “deadly design problem” for HRI [55]. In
discussing which legal standards could be used, who could be targeted with force (discrim-
ination), how much force can be used (proportionality), and who would be responsible
(accountability), he referred to guidelines from the United Nations Human Rights Council
and described various boundary cases that would be difficult for robots to deal with. For
example, he argues that special considerations should be made for disabled persons such as
those who are mentally ill, deaf or blind, and that weapons can be disguised and seemingly
ordinary objects such as sticks or rocks can be used as weapons.

Regarding accountability, the effects of mistakes can be complex. Robinette and
colleagues found disturbing evidence that participants in a simulated emergency in a lab
study were willing to take the advice of a robot that malfunctioned in front of them and
ignore contradictory evidence [87]. This suggests that victims or bystanders might be overly
willing to follow the lead/advice of a self-defense robot, even though the complexity of
defense situations and thus the possibility for errors seems high, and that robot designers
should take care to design responsibly.

Simmons also described benefits of police robots that will include increased efficiency,
perception (robots can detect heat, trace components, or sounds outside human hearing
range), flexibility (robots can be reprogrammed to follow new protocols and procedures)
and expendability [30]. Demerits could involve increased surveillance that might fall
disproportionately on poor, minority groups, as well as repercussions of robots mistakes
and opaqueness of robot capabilities. He suggested that such robots will be allowed to
conduct Terry stops (brief detainments based on reasonable suspicion of criminal activity),
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and potentially non-deadly force under strict management, but should not be allowed to
search people’s belongings, homes, or cars, or use deadly force.

Another potential source of liability to avoid could be intentional misleading. Lacey
and Caudwell explored the relevance to HRI of “dark patterns”, deceptive design practices
such as nagging, obstruction, sneakiness, interference, and forced action [88]. Cuteness was
proposed to provide an illusion of the robot as not being harmful, emphasize short-term
gains over the long-term, and manipulate emotions. Thus, a robot capable of self-defense
maybe should not be made to look weaker than it truly is, or to take advantage of victims
or attackers afterwards.

Carr also discussed some potential liabilities in regard to drones, under U.S. law [89].
For example, it is illegal for the public to fly a weaponized drone, but a young adult who
published videos of a drone shooting a gun and using a flamethrower to roast a turkey
argued that this law applies to aircraft rather than a hobby project in a backyard done for
non-commercial purposes. As well, although people can fly drones above their property,
robots should not “get in the way”, as in the case of a drone that delayed fire-fighting efforts.

Another topic is how to legally deal with threats to humans and robots. In regard
to previous findings that people also care about harm to robots (described in Section 2.4),
Mamak argued that it would be a crime to hesitate to destroy a robot to save a human,
and even that human-like appearance in robots is undesirable, as it could elicit empathy
or deceive people into thinking a human is in trouble [90]. Several questions emerge.
Could it one day be a crime to watch and not help a robot that is being destroyed, if
the robot is responsible for the lives of humans (e.g., a medical robot), or has somehow
acquired rights like a human? (For example, Sheliazhenko described a project started by the
Non-Governmental Organization “Autonomous Advocacy” to defend robot rights, which
included the idea that robots should have the right to self-defense [91]. He qualifies this by
stating that “every threat caused by robots can be avoided by robots, like automatic spam
filters clean email inbox from automatically sent advertising”). Assuming that some robots
(of any form, not necessarily humanoid) might appear like they could help but not be able
to, could the presence of such a robot mislead victims into a false sense of security? Who
should be liable if a robot does not help when it could (e.g., due to imperfect recognition,
or even a conscious decision)? For example, could a victim sue a robot manufacturer,
alleging that a robot vacuum cleaner simply kept cleaning while they were being attacked,
drowning out their calls for help? Various work will be required to find answers to these
and other legal questions related to RSD.

2.4. Violence to Robots

In the previous section, we have considered what robots might do to people; here
we explore findings of what people do to robots, when robots are “suddenly” placed in
real-world environments.

Various reports have described people treating security robots with empathy, like
humans or pets, giving them names like Boomer, Scooby Doo, Danny DeVito, or Owen
Wilson; attributing qualities like gender; taking them fishing; awarding medals, and
holding funerals [92]. More generally, including some experiences with other kinds of
robots, reports describe people feeling bad when robots get stuck or have to be put back
into storage; feeling self-conscious when changing clothes or having trouble concentrating
in front of a robot; selecting less optimal choices to spare robots; taking out a robot’s battery
to try to avoid having it feel “pain” during a damaging experience; accusing people who
mistreated a robot of “cruelty”; and in one case calling off a landmine defusing test for a
six-legged demining robot whose legs kept getting blown off [93].

However, many of the publications we reviewed (especially those in HRI) seem to
have focused on the idea that people sometimes abuse robots. These studies are also
relevant for the current topic because real-world examples of robot abuse support the idea
that we can expect robots to have to deal with violent behavior, they compare how much



Robotics 2023, 12, 43 15 of 37

people care about the safety of robots versus other people, and they suggest possible ways
to avoid violence.

2.4.1. Real-World Examples of Violence Toward Robots

Examples of abuse include the following. Rehm and Krogsager described how some
students were impolite to a NAO robot left in a dormitory in Denmark [94]. They high-
lighted that past work has focused on positive effects noted in successful interactions in
restricted environments, but that we need to take into account more negative ways of inter-
action in real environments, because people also sometimes behave negatively. Connolly
et al. reported that a Muscovite beat a robot with a baseball bat and kicked it, causing
it to fall, while the robot pleaded for help [95]. They also mentioned San Franciscans
kicking delivery robots on sidewalks [95]. Likewise, Bartneck and Keijsers mentioned that
HitchBOT, a “hitchhiking robot” relying on the kindness of passersby to carry it across
the U.S., was destroyed by unknown vandals, a K5 Knightscope robot was assaulted by
a drunken person (maybe in part since alcohol inhibits rational decision-making via the
prefrontal cortex), and RoboVie was obstructed and kicked by children unaccompanied by
parents [96].

In terms of the context of this paper, these examples suggest that merely having a robot
present (as “security theater”) will not always be enough to stop attacks, since people are
also willing to attack robots–such systems must be able to deal with negative interactions.
We furthermore propose that the following questions could be interesting to explore:

• Complications due to people. Could some people’s desire to mistreat robots include
sometimes trying to stop a defender robot from doing its job, or faking attacks/crimes
in front of the robot to get it to do something? For example, bystanders and victims
might not always help a robot to defend a victim. This could be unintentional (due to a
misunderstanding) or intentional, as in hybristophilia, Bonnie and Clyde syndrome, or
Stockholm Syndrome (in which people feel attracted to those who commit crimes) [97];
lack of trust in robots; or domestic violence, in which fear of later reprisal could result
in rejecting needed help. (As well, could RSD create concerns about entrapment,
e.g., given decisions on where to place robots? Furthermore, could robot abuse also
indirectly lead to violence against humans? For example, if a child gets into a fight
trying to protect their robot from a bully.)

• Physical design for self-defense. Should only certain kinds of highly robust robots that
would be difficult to topple (e.g., with a wide base, high weight, and short height) be
allowed to conduct self-defense?

• Causes for robot abuse. Why were the robots above attacked? Were the delivery robots
too slow or in the way, or too oblivious and passing through areas where an attack
would be easy to carry out? Do children attack robots because the consequences of
being caught would be less and they are not as fettered by social norms as adults?

• Defense against specific groups. How should a self-defense robot deal with drunk people
or children? For example, in the case of an attack by a child on another child, should
a child be treated the same as an adult? If not, a means of assessing potential harm
(threats and consequences of intervention) might be required.

2.4.2. Comparing Perceptions of Humans vs. Robots

One cause of negative treatment of robots could be related to how they are perceived
in comparison to humans. In particular, some studies have found that people also care
about robots, but less than they do about other people. For example, Tan et al. found that
people care about robots, intervening to help a robot that was being abused [98]. Bartneck
et al., in replicating Milgram’s experiment on obedience, found that participants were less
willing to protest when they believed they were giving electric shocks to a robot rather
than a human; thus, it is more acceptable to harm robots than humans [99]. Similarly,
Bartneck and Keijsers found that humans fighting back were perceived as more acceptable
than robots [96]; although this study uses the term “reactive aggression”, which might
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encompass also punitive or violent behavior, within a simpler dyadic context, we believe
it is also relevant for the current context of necessary self-defense in triadic encounters.
This study also speculates on why perceptions of robots and humans differ—robots attract
attacks because they are supposed to be lower in status, are expected not to react, and
cannot feel pain, so attackers can feel like it is easy to get away with attacking them and
that is not morally wrong—and describes the inherent difficulties of working in this area
of research. An actual attack could destroy a robot, which is undesirable due to danger to
humans from hard/sharp parts, as well as the high costs of robots, so various tricks have
been used, such as turning a robot off to symbolize its destruction, or using the metaphor
of a game to explore adversarial interactions in a safe way.

One thing that seems clear is that the kind of robot embodiment is likely to affect how
it is perceived. In line with the idea that familiar interfaces support interactions, Eyssel et al.
reported that a humanoid appearance was able to support “effectance motivation”, in
allowing people to make sense of a robot’s behavior and reduce their own uncertainty; the
authors also looked at anticipation of use and unpredictability of the robot [100]. Likewise,
Natarajan and Gombolay found a positive correlation between anthropomorphization
and trust, in a user study with Pepper, Nao, Kuri, and Sawyer in the U.S. [101]. The
ramifications for RSD are not completely clear; a humanoid appearance (in a human or
humanoid robot defender) could be used to reduce a victim’s fear and gain their trust,
but conversely, a non-humanoid appearance (like for an AV) could also be used to induce
anxiety in attackers to try to halt attacks as soon as possible. As well, Garcia et al. explored
the effect of manipulating the humanness and gender of the robot victim, finding that
witnessing the abuse of a female robot was more distressing, and that female observers were
more distressed than males [102]. Based on this latter study, especially in environments
with many females, a self-defense robot that could be damaged during harmful interactions
could be designed with a neutral or male appearance to minimize observers’ distress.

Another interesting idea is that such perceptions might simply be due to the fact that
most people are not used to robots, and therefore employ a model of a human to decide
how they feel about something happening to a robot: e.g., if a human would feel bad about
losing a limb, so too might a robot. Luria et al. however point out that destruction is a
common human behavior, and that robots could be designed to help people to feel good
when they are destroyed [103]. For example, a robot could break when it detects fighting
(calling for the combatants to come fix it and mend their relationships), become immobilized
over time to reflect a person’s growth (e.g., a victim’s courage in facing bullying, as the
robot is no longer needed), or take damage from people to entertain (like the BattleBots
TV show; e.g., to distract attackers from attacking a victim). In other words, what could be
considered abuse for a person could be perfectly fine for a robot, and people’s beliefs might
change in the future as they gain experience with various kinds of robots.

2.4.3. Strategies for Robots to Avoid Violence

Although a robot might be able to get an attacker to attack it instead of a victim, in most
cases it would seem desirable to avoid violence. Some of the reviewed publications have
suggested ways in which violence could be avoided. For example, Brščić et al. showed that
a robot can reduce the risk of attack from children by planning its path appropriately [104].
This could also be relevant when a robot (or navigation system) is guiding a person and
should avoid potential dangerous environments (e.g., dark streets at night where crime
is prevalent). Tan et al. found that people perceived violence to be less acceptable if a
robot victim shut down afterwards, and were more impelled to help when a robot did not
react to abuse than when it reacted emotionally [98]. The latter might have been due to
perceiving the robot as being a less capable “moral patient”, incapable of sensing negative
behavior toward it, or simply to fill the moral “void” and provide some kind of deterrence).
Interestingly, the opposite might be true when the robot is not the victim but a third party.
Connolly et al., in investigating prosocial behavior that could help others at personal
cost, found that participants were more likely to try to help when a group of bystander
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robots appeared sad about ongoing abuse than if the robots ignored it [95]. Moreover, they
discuss how a robot’s size, perceived intelligence, and behavior (emitted light) influence
the probability it will be abused.

Similarly, in regard to size, Lucas et al. found that behavior toward a large robot
was perceived as less abusive, and that the large robot was perceived as less emotionally
capable [105]. The implication for self-defense robots does not seem completely clear: For
example, a robot could be made large so that people care more for human participants
and do not worry about the robot. Conversely though, bystanders might not feel like they
have to help the victim if a large robot is in the vicinity (regardless of its actual ability to
prevent an attack), and a large robot could be considered excessive force; e.g., a baby robot
could possibly deter violence in some cases by winning over the hearts of those present,
by extending its small arms up to protect a victim (although this might also constitute a
misleading, dark pattern).

Another attribute connected to violence could be mind attribution. Keijsers and
Bartneck found that dehumanization, especially a lack of mind attribution, led to increased
abuse of a robot [106]. This relates also to a finding by Zlotowski et al. that people
perceived more threat the more autonomous a robot seemed to be [107]. An implication
for self-defense might be that in some cases a robot could prevent attacks through adept
conversation by stressing a victim’s humanity, explaining the logical reasons why they act
the way they do. Conversely though, an incapable robot could potentially lead an attacker
to attack more if its intervention is poor (e.g., if its lack of ability is revealed).

In some interactions, group dynamics can also play a factor. Yamada et al. reported
that attacks against robots by children appeared to follow an escalating pattern in which
children mimicked each other, providing validation and support for the abuse [108]. We
believe that escalating behavior could also be common in human-human interactions. From
a Fogg behavior model perspective [109], feedback from a victim’s response could increase
attackers’ confidence in their ability to successfully carry out an attack (as well as provide
a sense of power), motivation (to support the group), and act as a trigger (if it is felt that
the application of violence has started and there is no going back). The implication could
be that a robot that can recognize escalation stages can try to deescalate, and/or separate
individual attackers to try to reduce the extra confidence they receive from being in a group.
Along similar lines, Rehm and Krogsager suggest that Goffman’s notion of face and Gricean
norms can be considered for effective communication, including “positive” and “negative”
abuse/impoliteness strategies based on face needs [94].

Additionally, various plans for further research have been described in short position
papers. For example, Davidson et al. described a plan to compare how children perceive an
abused robot and an abusive adult human using videos, and to also compare a human vic-
tim with a robot victim [110]. Likewise, Nomura et al. created a tool to measure the degree
to which people feel robots should be treated morally, which might find its use in future
papers [111]. Such work could help self-defense robots to intervene more successfully.

2.5. Tasks

Some of the reviewed papers also addressed more practical concerns of what tasks a
self-defense robot could perform, which can be broadly divided into preparation (training
and predicting/detecting threats), and intervening (negotiating, assessing risks, avoiding
damage, treating victims, and gaining information).

2.5.1. Preparation: Danger Detection

Practical necessities would exist in regard to training and maintenance. Zhang et al.
point out that robots intended only for emergencies can spend much time unused, since
emergencies are uncommon, which could be dangerous [112]. This is corroborated by how
six disaster response robot prototypes developed in Japan after a disaster at Tokai 10 years
prior, could not be used during the Fukushima incident due to a lack of maintenance
and funding, becoming lost, disassembled for parts, or rendered inoperable for use in a
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museum display [113]. As noted, we advocate here that, although specialized disaster
response robots will no doubt also be developed, for some robots, self-defense can be
one capability out of others, like with humans. For example, a robot might clean 99% of
the time, but defend someone once or twice during its operating lifetime. Nonetheless,
occasional training and maintenance should still be carried out to ensure the robots are
in working order and capable of self-defense. Companies providing robots as a service
could be asked to conduct such training. Furthermore, training should not be limited to
simulations, given that virtual models do not always capture what can happen in the real
world with a physical robot. As well, demonstrating such capabilities openly, in front of
potential attackers, could deter attacks.

The next important task for RSD is that a robot should predict and detect attacks. This
could be compared to the military concept of Intelligence, surveillance, target acquisition,
and reconnaissance (ISTAR), or the related term, ISR [114]. A self-defense robot might
also be able to predict when violence is likely to occur and behave accordingly, given that
crime does not occur in a completely random manner. Victims often know their attackers,
such as in the case of domestic violence, and colloquially put, the risk of experiencing
danger increases when doing “stupid things” in “stupid places” with “stupid people” [115].
One challenge is that attacks might not always be short, clear events, but can be difficult
to detect or carried out over the long-term, such as caregiver abuse, bullying, poisoning,
or assassinations. For example, Coffee-Johnson and Perouli prescribe giving elderly a
questionnaire that could be used to detect abusive human caregivers [116]. Thus, a robot
could possibly ask questions in everyday conversations with humans to seek to detect
abuse or be assigned to protect a victim from further harm, and be aware of various cues
to detect subtle attacks. This might especially apply to robots being developed to help
with therapy, who might be required to follow a “Tarasoff standard”, or duty to warn and
help a victim when a serious threat is perceived [117]. Aside from elderly, robots could
also potentially seek to protect people from sex-related violence. Cox-George and Bewley
state that there is already a massive industry related to sex technology, including some
companies that already sell “sexbots” [118]. The authors describe how robots could seek to
obviate or decrease sex trafficking, sex tourism, the sex trade, pedophilia, rape and rape
culture, and relationship problems related to mismatched libido or erectile dysfunction,
also protecting from sexually transmitted diseases (STDs). However, negative effects could
result from promoting objectification, so more studies could be conducted to provide
evidence of positive effects.

In addition to predicting threats, robots could also seek to detect danger directly. Xilun
et al. proposed that teams of small legged and wheeled robots receiving information from
police could help with finding bombs or poison [119]. We believe that groups of robots
could also be useful for protecting people during rioting, looting, war or hooliganism, or to
track fleeing armed attackers or search for kidnapped victims. Robots could also act like
reporters or mobile surveillance cameras [120,121]. News stories could automatically be
created based on what robots see, possibly also by allowing robots to interview nearby
humans when something new is detected. Drones with cameras could be sent in to
dangerous situations to avoid potential harm to human reporters. Public robots could be
controlled by citizens, enabling a democratization of monitoring and news gathering.

Various technologies capable of threat detection are also being developed. For example,
after a terrorist attack in 2017, Manchester Arena in the United Kingdom introduced an
AI tool to scan visitors for weapons, built by a company called Evolv [122]. This also
relates to the “Social Sentinel” software service used by schools like Uvalde to monitor
social media accounts of students and related persons to detect threats, although some
discussion exists around whether such services are effective enough yet, given the attack
that occurred at Uvalde in 2022 [123]. As well, a machine learning system was developed
to predict crime a week in advance with 90% accuracy in eight U.S. cities (the study also
reported finding evidence of bias in police responses, with higher activity in wealthier
neighborhoods leading to more arrests) [124].
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Another (more far-fetched) possibility for achieving natural motion in human environ-
ments and detecting threats might be to use “cyborgs”, specifically augmented animals.
In the past, snakes with radiation monitors have been used to acquire data in Fukushima
after the nuclear disaster [125]. Scientists in the U.S. found that they could detect 2,4,6-
trinitrotoluene (TNT) versus two other smells by processing neural activity in cyborg
grasshoppers with an accuracy of 80% with seven grasshoppers (60% for one) [126]. Thus,
could the pigeons in the town square, or the ducks in a park’s pond, somehow help to
detect or stop an attack?

A complication with any kind of detection of threats is that human behavior tends to
be highly complex. Robots capable of self-defense will be required to have some ability
to distinguish between jokes, skits, or play-fighting, and true attacks. Furthermore, they
should also be secure and have a strategy to deal with hacking to make it seem like there is
some threat when there is not or interfere with threat detection (e.g., spoofing, jamming,
etc.) that might be used by criminals to get a robot to kill or harm, destroy itself, or
immobilize itself/render itself inactive/not interfere [127–129].

2.5.2. Intervention

If a potentially dangerous situation has been detected, robots could also seek to
persuade prospective attackers to stop, and victims to flee; manage tension; and analyze
risks. A short paper by Hayashi et al. proposed that in cases involving serious decision-
making, physical robots were more persuasive than virtual agents [130]. Given that current
robots often possess both physical and virtual properties (e.g., screens), designers could
consider requirements for self-defense. A robot could also seek to either put an attacker at
ease to deescalate, or to put pressure on them to desist. For example, Koay et al. found that
a robot could make people uncomfortable by moving behind them, blocking their path,
moving toward them on a collision course, interrupting them, and behaving erratically
(e.g., by spinning in place) [131]. Risk analysis should also be conducted. For example,
Guiochet et al. describe how risk analysis can be performed for a rehabilitation robot [132],
which could perhaps be adapted, not only to assess risks to attackers, but also to deal with
more complex cases such as hostage encounters.

If an attack occurs, the robot should be able to judge if it should intervene, in regard
also to safety concerns and how humans are behaving. This can include a strategy similar
to military “Laws of War” (“jus ad bellum” and “jus in bello”, or law before war and law
during war) or “Rules of Engagement” [114]. Risks of damage should be considered as
above, and compliance in collisions will be desired, along with abilities to fall safely, as
well as not being easily broken, and not hurting people when struck. A self-defense robot
should have some basic ability to predict intentions, e.g., to block an attacker or avoid
blocking a victim from escaping. This problem could be interesting, since attackers could
sometimes try to hide their true intentions, e.g., pretending to have stopped attacking, or
to be complying, before resuming or escaping (i.e., “Byzantine” or adversarial intention
recognition). Even bystanders, victims, and the robot itself could seek to mislead the
attacker through their behaviors.

If a robot decides it should intervene, a next step might be to consider how. Some
principles that should be considered include “distinction” (attackers and bystanders must
be distinguished) and “proportionality” (damage to other people or property should not
be too much given the advantage realized by an action) [74], in addition to “economy of
force” (minimum effort should be directed toward secondary actions in order to maximize
the likelihood of its primary objective), and when to move fast and when to seek to slow
the situation. Another question is the kind of force that should be used. Non-lethal tools
such as bean bags, electroshock tools, directed-energy tools, batons, chemical irritants,
high-pressure water, marking paint, or smoke could be used, but robots might not need to
be limited to traditional means used by humans: A robot could also seek to trap an attacker
using nets or sticky foam, dazzle with lasers, or emit loud sounds (e.g., high frequency if
an attacker is young). Song and Yamada reported that blinking red light could be used by a
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robot to warn people to stay away, which could perhaps be used to get attackers to flee or
help victims to escape [133]. Furthermore, to engage in an attack, a robot might have to
override some kind of safety mechanisms; for example, an AV might be given the ability to
override the feature to prevent running over people when facing a violent carjacker.

A more advanced robot could even, as noted previously, be aware of tricky situations
such as domestic violence, when a victim might not even want to be helped (e.g., out of fear
for later reprisal), how to deal with active versus barricaded shooters, how to communicate
effectively with human law enforcement officers (e.g., with gestures, in noisy environments,
or to avoid betraying its position to some attacker), or persuasive psychology. Other
complex topics could relate to armed conflict, urban warfare, close quarters battle, cover
fire, room-clearing, rhizome manoeuvres (surprise attacks from an unexpected direction,
such as through a wall or floor), dynamic defense, erratic tactics, and denial strategies. For
example, some inspiration could be taken from Flaherty’s ideas of 3D tactics for a soldier
paired with a small drone [134]. Furthermore, although we believe that the important,
fundamental scenario for self-defense robots involves credible physical harm to a person,
future robots might also be capable of acting to protect objects in the environment. As it has
been proposed that some robots could protect seashores from garbage and plants [135,136],
robots could also protect people’s pets, or prevent destruction or theft of property that
could be dangerous, like in the case of arson or the theft of a firearm, or medical device.

During or after an attack, a robot might also need to obtain consent and information
from people involved, since human self-defenders such as police must sometimes request
consent from victims and attackers to conduct searches or pass on information, and ask
questions about what might have happened before they arrived, especially if the situation
seems complex or confusing. Weng et al. explored some of the potential problems that
designers might need to consider if a robot is used to obtain informed consent [137]. The
authors observed that small acts of deception on the part of their NAO robot were largely
accepted without questions, that the robot could misconstrue a bystander’s interference
as a user having consented, and that participants did not perceive any potential danger
from the robot being very close to them due to its cute appearance. A benefit of robots
was found by Bethel et al., who observed that eyewitnesses were less misled by robots
than human interviewers, suggesting that robots could be useful for extracting accurate
information about attacks [138]. As well, Singh et al. describe a robot system called
“Social Mobile Advanced Robot Test-Bed—SMART”, which was intended to identify a
criminal based on verbally querying a victim [139]. Similar to police body cameras and
dash cams, robot camera feeds can also be recorded for accountability, while blurring faces
to preserve privacy. A short paper by Rueben et al. presented some feedback from users
who explored three strategies for indicating objects that should be kept blurred for privacy
in a robot’s video stream, using physical markers, a wand for pointing, and a graphical
user interface [140].

As well, by getting between an attacker and their victim, a robot might also become
targeted with violence (as described in the previous section) and require some technical
capabilities to deal with it. For example, Xia et al. reported on a system that can recognize
punching from first-person camera feed [141], and Garg and Nirupam described an idea
for how a drone could detect and avoid objects thrown toward it [142].

After an attack, a robot should be able to follow-up in an appropriate way. First aid
could be rendered to save lives. For example, medical professionals or security staff with
first aid training could conduct telesurgery (i.e., remote surgery) [143]. Furthermore, the
victim might require empathy, advice, or counseling. For example, Trost et al. described
how empathy displayed by a robot reduced fear and pain [144]. Finally, any data relevant
for law enforcement should be remitted in a responsible way [22]. Any intervention or
“seizure” of an attacker involving a robot might also be reported, e.g., potentially along
the lines of Graham analysis (describing the severity of the attack, immediate threat, and
resistance), or as Wanebo proposes, also describing other factors such as time available,
force options, and the fluidity of the encounter [145].
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2.6. Control

In order to accomplish tasks, a model for control is required. Some papers we reviewed
related to effective control of robots in emergencies, how varying degrees of control might
be perceived, and how to deal with failures when they invariably will occur.

2.6.1. Situation Awareness

Given that autonomous robots capable of self-defense are not yet a reality, it seems
likely that initial uses might require humans in the loop, which in turn will require interfaces
that allow adequate situation awareness, but it is not clear how a self-defense robot should
be controlled. For example, should there be one operator per robot, one operator for
multiple robots (only taking control in the rare occasion that an addressable threat is
detected, which might be practical in terms of cost), or multiple operators for a single robot
(given that mistakes could cost precious lives)? Within the context of Urban Search and
Rescue (USAR), Casper and Murphy reported on some actual experiences of rescue workers
teleoperating two kinds of robots in a trial emergency, in teams that were predominantly
two humans to one robot, comprising an “Incident Commander” to make decisions and
an operator [146]. Occasional problems with communication and collisions were reported,
which we believe could also be important to deal with in the current context. Furthermore,
in regard to interfaces, Ventura and Lima aimed to enable easy teleoperation of their robot
RAPOSA, by facilitating situational awareness through Head Mounted Displays (HMDs)
and pan&tilt stereo cameras [147]. As well, Harriott and Adams proposed to explore if
Human Performance Moderator Functions (HPMFs) could be used to check the workload
and performance of humans in human–robot teams [148]—which seemed also relevant
for the controllers of a self-defense robot, who should not experience excessive pressure in
order to make good decisions and pilot the robot effectively.

2.6.2. Perception of Robot Autonomy

Another central topic seemed to be the degree of autonomy that should be used. Some
people have described a preference for teleoperated robots. People reported feeling more
secure when interacting with a teleoperated robot, despite acknowledging that machines
can make fewer error than people, mentioning fear of new technologies [149]. People
seemed to feel less accepting of an autonomous robot’s advice, and to spend more effort
explaining to it, than when a robot appears to be controlled or there is uncertainty [150]. As
well, one tricky problem, as with AVs, is that partial autonomy on the part of the vehicle
can result in greater delays in an emergency for humans who are not actively driving or
concentrating, but must suddenly focus, leap in and carry out some action.

Others have expressed benefits of robot autonomy. Tozadore et al. and Bennett et al.
found that children and university students perceived a robot as less intelligent once they
knew it was teleoperated and not autonomous [151,152]. As well, it might not be feasible
to control all robots completely, given there might be many such robots, potential problems
recruiting enough human operators, and that controlling minute motions could be tedious
and tiring. Thus, while some human input might be useful to ensure safety, deal with
unexpected situations, and use human knowledge to realize excellent outcomes, a high
degree of autonomy could allow a single operator to control multiple robots [153].

We propose that a self-defense robot could be operated at different levels of autonomy,
such as the six levels specified in the Society of Automotive Engineers’ (SAE) J3016 standard
for AVs, from Zero (no automation) to SAE Level 5 (full autonomy) [154]. Initially, operation
at lower levels of autonomy would seem wise, until the required technologies are mature
enough and performance is clearly sufficient. Titiriga describes in depth various scales of
autonomy, and how they might be used with military robots, which could provide insights
for RSD as well [114].
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2.6.3. Effects of Control Failures

As Tian et al. noted, robots often fail, which can reduce people’s beliefs in a robot’s
performance and social competence, making error detection and recovery useful capabil-
ities [155]. For example, Halbach et al. mentioned that children’s excitement for a robot
diminished after technical problems, resulting in the children calling the robot stupid or
strange [156], and comic depictions of robots falling off staircases or toppling when failing
to kick a ball abound on social media.

In some contexts, robot failures can lead to benefits. For example, failures observed
by robot designers can expose opportunities for improvement. Failures can also elicit a
desired behavior, as in Cunningham’s Law, which states that the best way to get a correct
answer might not be to ask a question, but rather to provide a wrong answer [157,158].
Furthermore, robot failures can put people at ease, and motivate them to “learn by teaching”
in an educational setting [159]. However, failures in the case of self-defense might be
undesirable, given the potential consequences of failure.

Some problems reported by the French army and U.S. Police included low battery life,
difficulty getting the robot to move, insufficient video quality, pacing before a hill without
climbing, as well as swaying and falling down stairs or in tall grass [25,160]. Likewise,
for the KnightScope security robot, police cannot yet use some features (e.g., continual
monitoring is not possible due to data caps and lack of time) [26]. The same article describes
how a KnightScope security robot slipped on stairs, falling into a fountain in 2017, and how
a woman pressed an emergency button on the robot in 2019 to report a fight but found that
the button was not connected to the police department.

Strategies for dealing with a robot’s failure would seem useful. For example, Olsen
et al. present an algorithm for rapidly recovering from catastrophic failures, exemplified
within the context of a team of robots pursuing an evading person (as might be the case if
self-defense robots seek to stop a violent attacker from escaping and committing further
violence) [161]. We believe that inspiration can also be taken from standards for AVs,
such as ISO (International Organization for Standardization) 26262, governing functional
safety and malfunctions, ISO 21434, dealing with cybersecurity, and perhaps especially
“Safety Of The Intended Functionality” (SOTIF: ISO/Publicly Available Specification (PAS)
21448) [162], which addresses new challenges that autonomous robots face for inherently
imperfect functions such as classification. There, the aim is to move from unknown unsafe
states, to known unsafe states, to known safe states, with the latter most preferable, by
identifying and mitigating hazards.

2.7. Culture

Of various gaps that seemed to exist, one important factor that did not seem to have
been clearly treated was culture, which we felt was an overarching theme. Some cultural
differences, such as linguistic differences, seem clear; e.g., in order to effectively persuade
attackers to desist, perhaps allowing them to save face, a robot in Korea might require the
ability to use honorifics, rather than the indirect speech acts often used in English [163].
However, in general, it can be difficult to make conclusions about cultural contexts, given
their complexity. For example, although various authors have speculated that attitudes in
Japan toward social robots might be different due to familiarity, animistic beliefs, positive
portrayals in the media, and optimism regarding loss of jobs or privacy, in some cases,
the actual evidence can be conflicting and unclear [164]. Likewise, Brohl et al. comparing
cross-cultural attitudes toward robots in Japan, the U.S., China, and Germany, found that
the results could not be simply explained by classifying countries as “eastern” or “western”
and speculated that various factors come to play [165].

Yet, despite the challenges, modern psychology argues we never “cast aside our
cultural dressings to reveal the naked universal human mind”, and that culture must be
taken into account when we consider people’s beliefs, not only as we identify differences,
but also to find what might be shared [166]. For RSD, various cultures could be examined.
We focused on countries where we expected we might be able to observe cases of robots



Robotics 2023, 12, 43 23 of 37

in self-defense situations (i.e., countries with high robot prevalence). Given that the two
regions with the most robots in use in 2014 were Japan (306,700), followed by North
America (237,400), where most are in the U.S. [167], we focused on the Japan and the U.S.

As noted, Japan and the U.S. appear similar in some respects, e.g., in terms of their
high use of robotics and economic strength, and neither country is regarded as highly
dangerous (U.S. is the 79th most dangerous country in the world, and Japan is 187th,
or conversely the 6th safest country) [168]. Nonetheless, Grinshteyn and Hemenway
note some cultural differences related to violence, as follows [169]. The U.S. seems more
dangerous (homicide rate: 0.3 in Japan vs. 5.3 in the U.S.). As well, the kind of violence
is different, with firearms much more prevalent (firearm death rate: 0.0 in Japan vs. 10.2
in the U.S.). However, certain kinds of violence, such as suicide, are more common in
Japan (suicide rate: 23.1 in Japan vs. 12.4 in the U.S.). Various explanations exist for these
differences: Aside from the high availability of firearms, the U.S. is a highly heterogeneous
country, with high income/wealth inequality, many immigrants, and proximity to the
most dangerous countries in the world (e.g., El Salvador, Venezuela, Colombia, Guatemala,
Honduras, Brazil, The Bahamas, and Haiti), where violent death rates differ based on region
and ethnicity [168,169]. While both countries might be said to have some kind of martial
culture (Western movies romanticizing gunslingers in the U.S., versus martial arts in Japan),
notwithstanding some exceptions (such as the assassination of former Prime Minister
Abe via a firearm in 2022 [170]), laws regarding firearms differ highly. Furthermore, one
explanation for the high suicide rate in Japan has been that there might be high pressure
on people in Japan to conform, sacrificing individual goals for the group (collectivism
rather than individualism) and internalizing aggression, as well as indifference to others’
problems, which could affect how RSD is perceived [171].

Likewise, there seems to be differences in terms of self-defense laws. In relatively
homogeneous Japan, self-defense of one’s self and others involving appropriate force is
permissible when criminal aggression is impending and otherwise unavoidable, according
to Article 36 Paragraph 1–2 of the Japanese criminal code [172]. By contrast, in the U.S.,
laws vary greatly by state. While the “castle doctrine” protects citizens attacked in their
own homes, in a little over half of the states (28), the law also indicates no duty to retreat
when threatened by unlawful and immediate danger in a place where the defender is
lawfully present (in 10, more protective “stand your ground” language is included). In
16 states, there also exists a “presumption of reasonableness”, or “presumption of fear”,
in which the burden of proof is placed on the prosecutor to show that a defender has not
acted reasonably [173,174]. As well, some differences in opinions can be seen in regard to
one form of robot, the AV. Attitudes in the U.S. have been found to be more positive than in
Japan, who were least willing to pay [175].

One point of caution in regard to RSD is that a rise in violent crimes in the U.S. was seen
after expanding self-defense rights via stand-your-ground laws, possibly due to an increase
in the number of violent incidents [176]. It would be regrettable if RSD might also lead to
more violence and inequality. People might be slower/less inclined to flee if they think
robot could help, and robot owners might come from some economic groups/ethnicities
more than others (e.g., rich white persons). While we believe that introducing unarmed
robots to help might not have the same effects as encouraging defense (by people who
often use firearms), we believe nonetheless that lawmakers and designers should be careful
to avoid such effects.

Thus, Japan and the U.S. seemed to be a good target for cross-cultural exploration,
given their similar prevalence of robots but differences in regard to homogeneity, safety,
firearms, AVs, etc.

2.8. Own Work

The scoping review suggested that various gaps should be explored, including the
effects of culture on public opinion. In one study similar to our own work, Gallimore
et al. showed a video to Amazon Mechanical Turk (AMT) participants to explore public
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opinion of autonomous robots that could harm people [177]. The participants preferred the
robot shown, a large sentry robot using non-lethal force (a strobe light) to guard a security
checkpoint, within a military, rather than a public, context. Furthermore, female partici-
pants perceived the robot to be more competent and benevolent, and expressed greater
willingness to have such a robot at a hospital or college campus than male participants. In
our previous study in Japan, focused on RSD, we initially explored two factors that we
felt might strongly influence people’s perceptions of the acceptability of RSD: the role of
embodiment (humanoid and AV), and force (pushing vs. disarming or firearms) [21,178].
However, it was not clear if our results were limited only to Japanese participants, or
potentially applicable to other cultures as well. Therefore, we focused on examining the
effects of culture on the public’s perception of the acceptability of RSD in the second portion
of this article.

3. Study Comparing Cultures

To gain insight into how much public opinion might differ in different countries, we
extended our previous study conducted in Japan with new participants from the U.S.

3.1. Hypotheses

Since there is more crime in the U.S., we considered that U.S. participants might feel
more strongly about the need to do something to reduce crime, and thus be more accepting
of defense in general, including robot defenders. This includes that U.S. participants have
expressed a more positive opinion about AVs in the past. Furthermore, since firearms are
more prevalent in the U.S., U.S. participants might be more accepting of lethal force. This
led to the hypotheses below:

Hypothesis 1. (Embodiment) Participants in the U.S. will be more accepting of the idea of self-
defense and robot defenders than participants in Japan.

Hypothesis 2. (Force) Participants in the U.S. will be more accepting of the idea of use of lethal
force by a robot than participants in Japan.

3.2. Participants

In this study, 304 participants in Japan (157 women, 146 men, 1 who declined to
specify; average age: 41.4 years, SD = 9.7; recruited via a recruiting agency in Japan) and
307 participants in the U.S. (94 women, 211 men, 2 who declined to specify; average age:
35.3 years, SD = 9.9; recruited via AMT) participated in our survey. Through a filtering
process that checks invalid answers with missing data or the same value input for each
question, we extracted 299 participants’ data in Japan and 249 participants’ data in the U.S.
All participants received some small compensation (<USD 5), regardless of the validity of
their data.

3.3. Measurements

To investigate the perceived acceptability of RSD, we used a seven-point response
format with this question: “I can accept the actions of the defender (human or robot) who
comes to the aid of the person being attacked.” (1: strongly disagree, 7: strongly agree).

3.4. Procedure

First, the participants read explanations of the aims of our study via a web page.
Participants who agreed to join the survey viewed instructions about this study, including
an introduction of the three characters (human, humanoid robot, and AV). Then they
watched eight videos in random order, and answered a questionnaire about the perceived
acceptability for each video.
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3.5. Videos

The eight videos developed for our previous study in Japan were used again, as is.
Generic characters were used to represent humans and robots, as shown in Figure 6, and
animated using Autodesk 3ds Max, Autodesk Maya, and Unreal Engine 4.27. (A male
human character was selected since males commit more violent crimes than females [179].)
Videos V1–V5 were designed to gain insight into effects of embodiment (human, humanoid
robot, or AV), and V6-8 to investigate how different degrees of force were perceived (firearm,
pushing, blocking), as shown in Figure 7. For our initial exploration, not all combinations
were tested, since some cases were expected to be more interesting than others. In each
eight second video, the storyline is the same: an attacker on the left attacks a victim on the
right, causing a defender to show up from the bottom of the screen to prevent the attack, as
summarized in Figure 1. The details for the videos, which can all be seen online [180], are
shown below:

• V1. A Human Defender stops a Human Attacker, both using Non-lethal force.
• V2. A Humanoid Robot Defender stops a Human Attacker, both using Non-lethal force.
• V3. An AV stops a Human Attacker, both using Non-lethal force.
• V4. A Human stops a Humanoid Robot Attacker, both using Non-lethal force.
• V5. A Humanoid Robot Defender stops a Humanoid Robot Attacker, both using

Non-lethal force.
• V6. A Humanoid Robot Defender stops a Human Attacker, both using Lethal force.
• V7. A Humanoid Robot Defender stops a Human Attacker, using Non-lethal force

against Lethal force.
• V8. A Humanoid Robot Defender stops a Human Attacker, using Disarming against

Lethal force.

(a) (c)(b)

Figure 6. Characters used in the animations: (a) human (both attacker and victim), (b) humanoid
robot, (c) autonomous vehicle (AV).
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V6 V7 V8

V1 V2 V3 V4 V5

Human Attacking Robot Attacking

Embodiment(a)

Force(b)

Figure 7. The animated videos (in each case, the attacker is on the left, and the defender on the right):
(a) Embodiment. V1–V3: A human attacker is stopped by a (human/humanoid/AV) defender. V4–
V5: A humanoid attacker is stopped by a (human/humanoid) defender. All use the same non-lethal
force (pushing). (b) Force. V6–V8: A human attacker using lethal force is stopped by a humanoid
defender using (lethal force/pushing/disarming).

3.6. Statistical Analysis

Figure 8 shows the averages and standard errors for questionnaire results. We
conducted a two-factor mixed ANOVA with SPSS [181] for the perceived acceptability
on culture factor and video-type factor. Two-factor mixed ANOVA with SPSS has been
conducted before in HRI studies (e.g., to explore the positive effects of exercising with
a robot [182]). Mauchly’s test indicated that the assumption of sphericity had been
violated χ2(27) = 451.991, p < 0.001, therefore a Huynh–Feldt correction was applied
(ε = 0.802). Figure 9 summarizes the significant differences that were found, which
are also described below. We found significant differences for the video-type factor
(F(5.691, 3107.141) = 111.486, p < 0.001, η2

p = 0.170), and the interaction effect (F(5.691,
3107.141) = 42.265, p < 0.001, η2

p = 0.073). We did not find an overall significant difference
for the culture factor (F(1, 7.639) = 3.655, p = 0.056, η2

p = 0.007).
The simple main effects showed significant differences: V1 (U.S. > Japan, p = 0.032),

V2 (U.S. > Japan, p < 0.001), V3 (U.S. > Japan, p < 0.001), V6 (U.S. > Japan, p < 0.001),
V7 (Japan > U.S. p < 0.001), and V8 (Japan > U.S., p < 0.001), Multiple comparison with
Bonferroni method showed significant differences in Japan: V1 > V2, V3, and V6 (all
p values < 0.001), V2 > V3 (p < 0.001) and V2 > V6 (p = 0.008), V4 > V1, V2, V3, and V6
(all p values < 0.001), V5 > V1, V2, V3 and V6 (all p values < 0.001), V6 > V3 (p < 0.001),
V7 > V1, V2, V3, V4, V5 and V6 (all p values < 0.001), and V8 > V1, V2, V3, V4, V5, V6 and
V7 (all p values < 0.001). Multiple comparison with Bonferroni method showed significant
differences in the U.S.: V1 > V3 (p < 0.001), V2 > V3 (p < 0.001), V4 > V3 (p = 0.004), V5 > V3
(p < 0.001), V7 > V3 and V6 (all p values < 0.001), V8 > V3 (p < 0.001) and V8 > V6 (p = 0.002).
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Figure 8. Questionnaire results.

Source F p V1 < V4, V5, V7, V8

Video(V) 111.486 <0.001 V2 < V1, V4, V5, V7, V8

Country(C) 3.655 0.056 V3 < V1, V2, V4, V5, V6, V7, V8

V × C 43.265 <0.001 V4, V5 < V7, V8

V6 < V1, V2, V4, V5, V7, V8

V7 < V8

US > Japan V3 < V1, V2, V4, V5, V7, V8

Japan > US V6 < V7, V8

Japan

V1, V2, V3, V6
US

V7, V8

Figure 9. Summary of the statistical differences found.

3.7. Summary of Results

The experiment results appeared to show some similar patterns: the least acceptable
defense involved AVs and a robot’s lethal force (videos V3 and V6), and most acceptable
involved non-lethal force used to defend against a lethal attack (videos V7 and V8). Public
opinion dipped below neutral in only one case (the AV defender in Japan). The results
did not show that participants in the U.S. were significantly more positive about self-
defense in general than in Japan, but perception differed between countries related to the
identify of the defender. The participants in Japan preferred human defenders more than
robot defenders significantly, but the U.S. participants did not significantly prefer human
defenders compared to robot defenders. As well, the AV defender was more acceptable in
the U.S. Thus, Hypothesis 1 was partially supported. As well, the U.S. participants were
more accepting of the self-defense of robots, except for non-lethal and blocking defenses in
the lethal case. In other words, the participants in Japan preferred non-lethal and blocking
defenses of the robot more than other types of self-defense. Thus, Hypothesis 2, that U.S.
participants would accept firearms more, was supported.
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4. Discussion

In summary, the aim of the current article was to gain insight into the “big picture”
in regard to the possibility for future robots in our surroundings to help us when we are
threatened with violence. A rapid scoping review was conducted on academic thoughts
about how robots will be expected to defend and protect against violence and crime, and
a study was conducted to gain insight into public opinion on acceptability. As expected,
various initial work seems to be in progress in various areas. Our contributions are
summarized below:

• Background. We gathered together recent information on the usage of robots by law en-
forcement, military, and pest control groups in various countries, that could potentially
be developed and adapted for self-defense.

• Risks for people. We discussed potential merits and demerits of RSD from the per-
spectives of historical attitudes to previous force-wielding robots, comparison with
humans, as well as the unique qualities of RSD. Furthermore, we contrasted the fun-
damental dilemma of RSD with that in the well-known trolley problem, pointing
out some similarities and three differences (in regard to utilitarian clarity, opposite
emphasis on “letting die”, and prevalence of the scenario and problem).

• Negative perceptions. We put forth questions and proposals about how self-defense
robots might be designed to put people at ease and avoid violence (e.g., a stable,
neutral embodiment with adept communication abilities).

• Tasks. We made various proposals (e.g., exploring how various military ideas such as
ISTAR and rules of engagement could be translated to RSD, raising the problem of
“Byzantine” intention recognition, and describing objects that might also be important
to defend, etc.).

• Control. We proposed extending AV standards to self-defense robots, such as SAE’s
J3016 standard for levels of autonomy, and the SOTIF (ISO/PAS 21448) standard for
dealing with recognition failures.

• Culture. Since few studies seemed to have looked at cultural influences on RSD, a
study was conducted, revealing some cultural differences. A small preference for
human defenders found in Japan was not observed in the U.S. As well, the idea of
lethal force by a robot was more acceptable in the U.S.

4.1. Limitations and Future Work

The rapid scoping review that was performed had several limitations. The search
results were dependent on the search query we used, as well as the databases checked,
as well as when the search was conducted, given that search results change over time.
Only two reviewers were used, a librarian was not consulted in refining the search query,
and follow-up interviews with experts were not conducted. Some few papers were also
excluded due to language and type.

As well, for the cultural study, the results are limited first by the countries tested
and number of participants, as well as potential effects of age, gender, local attitudes,
and demand characteristics. For example, Japanese and Americans are typically familiar
with depictions of robots in movies, books, and other media, whereas participants from
some other countries might have less exposure and preconceptions. As well, regarding
age and gender, young Americans consider themselves more open-minded [183] (thus
possibly more in favor of new ideas involving robots?), and males tend to be more in
favor of firearms and use of force than females [184]. Furthermore, we do not know which
states our U.S. respondents came from (the results might have a different meaning if they
came from those regions in which support for self-defense, firearms and AVs is higher).
While the geographic distribution of respondents appears to be similar to that of the U.S.
population, with most coming from California, Texas, Illinois, Florida, North Carolina
and New York [185], big cities with high population density and education rates tend
toward liberal ideas [186]. This might have led to a positive trend (optimism for new ideas
and AVs) or a negative trend (pessimism toward increased options for the use of force,
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firearms, and stronger laws of self-defense). Furthermore, demand characteristics might
have played a role. As with police advisory boards that changed opinions on use of robots
when they received backlash, some participants might have said what they thought would
be socially acceptable.

Future work will include addressing the limitations above by conducting more thor-
ough reviews, and considering gender, age, and specific locations. As well, for law enforce-
ment and military robots, next developments should be tracked. For negativity toward
robots, insight would be useful into why violence towards robots occurs, and how different
target groups can be handled in a good way, such as drunk persons. For ethics and law, we
should explore various cases: e.g., how people perceive RSD when potentially lives could
be lost if a robot is damaged (attacks on a nurse robot, rather than on a cleaning robot),
how opinion is affected by if attacks are repeated or provoked by a victim, how acceptable
RSD would be for other embodiments such as drones, if an AV’s defense is less acceptable
than a humanoid with a firearm when the attack is lethal for both, what happens if victims
are children or female, what if the number of victims or attackers differs, or what if there
is no clear attacker (e.g., both humans are attackers). For tasks, autonomous technologies
that could be used will be developed, including robust recognition; e.g., approaches such
as OpenPose might be used to detect pose of attackers and victims. Subtle cues such as
signs of an impending attack can be read, and intentions inferred. For control, studies
will be conducted to determine differences in how people perceive RSD in a manual or
autonomous robot. As well, we should explore how people feel if a self-defense robot tries
but fails. Thus, much work remains to be performed, although we believe that advances in
robust recognition for example could benefit areas outside of only RSD as well.

4.2. The Genovese Case—Revisited

On 13 March 2044, a young woman returning home from work in the early morning is
prompted by the parking lot that a man is approaching her who might be armed. She is
able to look back over her shoulder in time and see the knife coming—time buys options.
The AV she had taken back home jumps back to life, getting between her and her attacker
as she runs toward the building. In the country where she lives, it was felt that AVs should
not be able to use force, so the AV merely continues to obstruct and sends a message to
law enforcement, blaring an alarm and flooding the area with pulsing red light. The man
catches up and grabs her with a leveraging arm, only to be pushed backwards by the
building’s custodian, a humanoid robot. The robot is designed safely, with a stable base
resembling a PackBot, and neutral features. Due to the sudden nature of the emergency, the
robot initially moves autonomously, deciding that an intervention is necessary, predicting
where the attacker is trying to go, and the least amount of force needed to deter him.
Suddenly, a voice is heard from the robot, which still holds the struggling attacker; law
enforcement have taken control of the robot, and now the situation seems much more
positive. The young woman has reached the locked door of the building, which having
received information about the emergency, has quickly opened to let her in. She is shaken
by the experience—but safe and sound.

Thus, in summary, the take home message then of this article might be that: Self-
defense by a robot could be permissible if various requirements are met (e.g., it detects
an ongoing or imminent threat that cannot be handled without force, its intervention is
judged likely to result in less harm than not intervening, and it has sufficient confidence
in its abilities; i.e., it is deemed that its recognition capabilities allow it to accurately grasp
what is happening and assess risk, and its behavioral capabilities are sufficient to deter
the attack). Is this full scenario likely to be a reality soon? The answer is probably not.
This task seems like it would require various advanced abilities that might not be possible
for most current robots. Does this mean it is useless to think about RSD? We believe no,
that such conceptualizations fall within the umbrella of speculative design, which seeks
to provoke thought and stimulate discussion on important topics (before it may be too
late). Will we first see technologically mature, dedicated “police robots” before self-defense
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becomes a duty for robots in general? The answer is maybe yes, maybe no. As the article
describes, there is a broad range of capabilities that robots could employ, some of which
are feasible today (e.g., an emergency button that generates a loud noise to alert attention).
We look forward with interest to how robots might begin to take on increasingly more
human-like responsibilities, thereby “paying back” society and potentially contributing to
human well-being.
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