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Abstract

Global warming profoundly impacts our environment, causing ice melting, rising sea levels,
extreme weather events, ocean acidification, and habitat destruction. These changes threaten
biodiversity and require immediate action to mitigate their effects. Renewable energy sources,
such as geothermal energy, have the potential to reduce the emissions that contribute to global
warming significantly. Geothermal projects harness the Earth’s natural heat, generating
electricity without producing greenhouse gas emissions. Additionally, geothermal power
plants have a small footprint and can be located in various areas, reducing the reliance on
fossil fuel-based power generation. Investing in renewable energy sources such as geothermal
energy can help alleviate the negative impacts of global warming while transitioning to a
sustainable energy future.

Wellbores are a critical component of geothermal energy production. They are drilled
deep into the earth’s surface to expose a working fluid to hot formation or tap into natural
geothermal reservoirs, which contain hot water and steam that can be used to generate heat
and electricity. The design and construction of wellbores are essential to ensure efficient
heat transfer and prevent contamination of the geothermal resource. Moreover, proper
maintenance of wellbores is vital to ensure the continued operation of the geothermal power
plant.

Numerical modeling of fluid flow, heat transfer, and mechanical behavior in the wellbore
and surrounding geologic formations provides a means to optimize system performance,
predict issues, and identify risks such as thermal damage or wellbore instability. Nonetheless,
The accurate mathematical description of the wellbore system is highly challenging due
to the complex interplay between several factors, including fluid flow inside the wellbore,
conductive and convective heat transfer within different components (such as the working
fluid, cement, casing, annulus, and formation), pressure fluctuations caused by gravitational
forces and friction, as well as mass exchange between the wellbore and reservoir. Dealing
with two-phase multicomponent flows can further escalate this complexity, as it requires
accounting for phase change, varying velocities of the phases, gas and salt solubility in the
aqueous phase, and transport of multiple components (i.e., solving more partial differential
equations).
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The iterative algorithm for computing gas components’ solubility in the aqueous phase
is computationally expensive for modeling two-phase multicomponent flows in geothermal
wellbores. Therefore, Chapter 3 of the thesis aims to develop a precise and efficient machine-
learning-based equation of state (EOS) for two-phase geofluids. A robust fugacity-activity
model is preliminarily implemented to provide accurate solubility data based on pressure,
enthalpy, and composition. This data is then fed into a gene expression programming model
to generate highly-precise explicit formulas for output computation, which are validated
using one million input sets. The new EOS, GENEOS, can compute gas solubility in brine
with almost no iteration and can also calculate other properties such as density, viscosity, and
thermal conductivity. Developing a wellbore simulator that incorporates advanced equations
of state and couples continuity, momentum, and energy equations with eight other partial
differential equations for transporting (H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and
MgCl2) is one of the main contributions of this study to the existing literature.

Chapters 4 and 5 present novel deep closed-loop geothermal (CDG) systems that generate
a significant amount of thermal power without contaminating subsurface water or triggering
seismic activity. The main focus of Chapter 4 is to quantify the thermosiphon flow in CDG
systems and to assess its stability under various scenarios over time. The findings of this study
indicate that a CDG system with a depth and horizontal length of 4 km can generate about 2
MW of thermal power through thermosiphon flow for a period of 100 years. The next study
(chapter 4) aims to quantify the power generation per meter of multilateral CDG (MCDG)
systems possessing several parallel injection and horizontal wellbores. Characterization of
common features of successful MCDG systems and prediction of their long-term performance
as a function of their short-term behavior are the most important findings of this study.
The successful implementation of these insights can significantly improve the design and
contribution of MCDG systems to green energy generation.

Chapter 6 focuses on the development of a predictive model for CO2-induced corrosion,
which is a significant threat to the structural integrity of geothermal wellbores. Most existing
models for predicting this type of corrosion are only valid for CO2 partial pressures below 10
bar, which is applicable for deep geothermal wellbores. As such, the primary aim of this study
is to present an innovative predictive model for high-pressure CO2-induced corrosion that
accurately matches the available experimental data. The R2-coefficient of 0.99 obtained from
fitting the experimental test dataset indicates that the developed model has been successful in
accurately predicting high-pressure CO2-induced corrosion.



KURZFASSUNG

Die globale Erwärmung hat tiefgreifende Auswirkungen auf unsere Umwelt. Sie verursacht
Eisschmelze, den Anstieg des Meeresspiegels, extreme Wetterereignisse, die Versauerung der
Meere und die Zerstörung von Lebensräumen. Diese Veränderungen bedrohen die biologis-
che Vielfalt und erfordern sofortige Korrekturmaßnahmen. Erneuerbare Energiequellen wie
die Geothermie haben das Potenzial, die Emissionen, die zur globalen Erwärmung führen,
erheblich zu reduzieren. Geothermische Projekte nutzen die natürliche Wärme der Erde zur
Stromerzeugung, ohne dabei Treibhausgasemissionen zu erzeugen. Außerdem haben geother-
mische Kraftwerke einen geringen Platzbedarf und können in einer Vielzahl von Gebieten
errichtet werden. Investitionen in erneuerbare Energiequellen wie die Geothermie können
dazu beitragen, die negativen Auswirkungen der globalen Erwärmung abzuschwächen und
gleichzeitig den Übergang zu einer nachhaltigen Energiezukunft zu schaffen.

Bohrlöcher sind ein kritischer Bestandteil der geothermischen Energieerzeugung. Sie
werden tief in die Erdoberfläche gebohrt, um eine Arbeitsflüssigkeit in die heiße Formation zu
leiten oder natürliche geothermische Reservoirs anzuzapfen, die heißes Wasser und Dampf
zur Erzeugung des Stroms und der Wärme enthalten. Planung und Bau der Bohrlöcher
sind von entscheidender Bedeutung, um eine effiziente Wärmeübertragung zu gewährleisten
und eine Verunreinigung der geothermischen Ressource zu verhindern. Darüber hinaus
ist eine ordnungsgemäße Wartung der Bohrlöcher für den kontinuierlichen Betrieb des
geothermischen Kraftwerks unerlässlich.

Die numerische Modellierung von Flüssigkeitsströmung, Wärmeübertragung und mecha-
nischem Verhalten im Bohrloch und den umgebenden geologischen Formationen ermöglicht
die Optimierung der Systemleistung, die Vorhersage von Problemen und die Erkennung von
Risiken wie thermische Schäden oder Instabilität des Bohrlochs. Die genaue mathematische
Beschreibung des Bohrlochsystems ist jedoch aufgrund des komplexen Zusammenspiels
verschiedener Faktoren, einschließlich der Flüssigkeitsströmung innerhalb des Bohrlochs,
der konduktiven und konvektiven Wärmeübertragung innerhalb verschiedener Komponen-
ten (wie Arbeitsflüssigkeit, Zement, Verrohrung, Ringraum und Formation), der durch
Schwerkraft und Reibung verursachten Druckschwankungen sowie des Massenaustauschs
zwischen Bohrloch und Lagerstätte, äußerst schwierig. Die Komplexität kann bei zweiphasi-
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gen Mehrkomponentenströmungen noch zunehmen, da Phasenwechsel, unterschiedliche
Geschwindigkeiten der Phasen, die Löslichkeit von Gasen und Salzen in der wässrigen Phase
und der Transport mehrerer Komponenten berücksichtigt werden müssen (d. h. mehrere
partielle Differentialgleichungen gelöst werden müssen).

Der iterative Berechnungsalgorithmus für die Löslichkeit der Gaskomponenten in der
wässrigen Phase ist für die Modellierung zweiphasiger Mehrkomponentenströmungen in
geothermischen Bohrlöchern sehr rechenintensiv. Daher zielt Kapitel 3 der Dissertation
darauf ab, eine präzise und effiziente, auf Maschinenlernen basierende Zustandsgleichung für
zweiphasige Geofluide zu entwickeln. Ein robustes Fugazitäts-Aktivitäts-Modell wird vor-
läufig implementiert, um genaue Löslichkeitsdaten auf der Grundlage von Druck, Enthalpie
und Zusammensetzung zu erhalten. Diese Daten werden dann in ein Genexpressionspro-
grammierungsmodell eingespeist, um hochpräzise explizite Formeln für die Berechnung
des Outputs zu generieren, die anhand von einer Million Eingabesätzen validiert werden.
Das neue EOS, GENEOS, kann die Gaslöslichkeit in Sole fast ohne Iteration berechnen und
andere Eigenschaften wie Dichte, Viskosität und Wärmeleitfähigkeit ermitteln. Entwicklung
eines Bohrlochsimulators, der fortschrittliche Zustandsgleichungen enthält und Kontinuitäts-,
Impuls- und Energiegleichungen mit acht anderen teilweisen Differentialgleichungen für den
Transport von (H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2) koppelt, ist einer
der wichtigsten Beiträge dieser Studie zur bestehenden Literatur.

In den Kapiteln 4 und 5 werden neuartige geothermische Tiefensysteme mit geschlossenem
Kreislauf (CDG) vorgestellt, die eine beträchtliche Menge thermischer Energie erzeugen,
ohne das unterirdische Wasser zu verunreinigen oder seismische Aktivitäten auszulösen. Der
Schwerpunkt von Kapitel 4 liegt auf der Quantifizierung des Thermosiphonflusses in CDG-
Systemen und der Bewertung seiner Stabilität unter verschiedenen Szenarien im Zeitverlauf.
Die Ergebnisse dieser Studie zeigen, dass ein CDG-System mit einer Tiefe und horizontalen
Länge von 4 km über einen Zeitraum von 100 Jahren etwa 2 MW thermische Leistung durch
Thermosiphonströmung erzeugen kann. Die nächste Studie (Kapitel 4) zielt darauf ab, die
Stromerzeugung pro Meter von multilateralen CDG-Systemen (MCDG) zu quantifizieren,
die mehrere parallele Injektions- und Horizontalbohrungen aufweisen. Die Charakterisierung
gemeinsamer Merkmale erfolgreicher MCDG-Systeme und die Vorhersage ihrer langfristigen
Leistung in Abhängigkeit von ihrem kurzfristigen Verhalten sind die wichtigsten Ergebnisse
dieser Studie. Die erfolgreiche Umsetzung dieser Erkenntnisse kann das Design und den
Beitrag von MCDG-Systemen zur grünen Energieerzeugung erheblich verbessern.

Kapitel 6 befasst sich mit der Entwicklung eines Vorhersagemodells für CO2-induzierte
Korrosion, die eine signifikante Bedrohung für die strukturelle Integrität der geothermis-
chen Bohrlöcher darstellt. Die meisten bestehenden Modelle zur Vorhersage dieser Art von
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Korrosion sind nur für CO2-Partialdrücke unter 10 Bar gültig, was für tiefe geothermische
Bohrungen gilt. Das Hauptziel dieser Studie ist es daher, ein innovatives Vorhersagemodell
für CO2-induzierte Hochdruckkorrosion vorzustellen, das den verfügbaren experimentellen
Daten genau entspricht. Der R2-Koeffizient von 0,99, der bei der Anpassung des experi-
mentellen Testdatensatzes erzielt wurde, zeigt, dass das entwickelte Modell bei der genauen
Vorhersage der CO2-induzierten Hochdruckkorrosion erfolgreich war.
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Chapter 1

Introduction

Global warming is a significant threat to our environment. Recent data from NASA’s
Goddard Institute for Space Studies (GISS) has conveyed alarming news about the increase in
temperature in recent years [1]. Fig. 1.1 illustrates the variation of global surface temperature
in comparison with the long-term average from 1951 to 1980. The year 2020 statistically tied
with 2016 as the hottest year on record since the commencement of record-keeping in 1880.
Despite the cooling impact of the La Niña climate pattern in the tropical Pacific, every month
of 2022 ranked among the top ten warmest for that month. The coolest month of this year
(November), was 0.75 ◦C warmer than the average [6]. This rise in temperature contributes
to rising sea levels, melting glaciers and ice caps, more frequent and intense weather events
such as hurricanes and heat waves, changes in precipitation patterns, and loss of biodiversity.

Fig. 1.1 Change of global surface temperature in comparison with the long-term average
from 1951 to 1980 [1].
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Human activities such as burning fossil fuels are the primary cause of global warming.
These activities release greenhouse gases, including carbon dioxide, into the atmosphere,
trapping heat from the sun and resulting in an increase in Earth’s temperature. Other human
activities like deforestation, industrial processes, and agriculture also contribute to greenhouse
gas emissions. Based on the analysis conducted by NOAA’s Global Monitoring Lab [2], the
global average atmospheric carbon dioxide reached 418.56 parts per million (ppm) in 2022,
setting a new record, despite the negative economic impact of the COVID-19 pandemic.
Fig. 1.2 depicts the modern record of atmospheric carbon dioxide levels that began with
observations recorded at the Mauna Loa Observatory in Hawaii [2]. The graph highlights that
the more we exceed the natural processes’ capacity to remove carbon dioxide in a given year,
the quicker the atmospheric concentration of carbon dioxide rises. The rate of the annual
increase in atmospheric carbon dioxide over the past sixty years is approximately 100 times
greater than previous natural increases, such as those observed at the end of the last ice age
between 11,000-17,000 years ago.

Fig. 1.2 Carbon dioxide atmospheric concentration over time [2].

The Earth’s climate has already undergone substantial changes due to the rise in green-
house gases, and if we fail to reduce emissions, the consequences could be catastrophic.
Urgent action is, therefore, necessary to reduce greenhouse gas emissions and shift towards
a sustainable, low-carbon economy to alleviate the impacts of global warming. Renewable
energy sources such as hydroelectric, solar, wind, geothermal, and biomass play a significant
role in reducing CO2 emissions. In contrast to fossil fuels, renewable energy technologies
produce electricity without emitting greenhouse gases that contribute to climate change. The
International Energy Agency (IEA) estimates that renewable energy sources contributed to
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nearly 80% of the increase in global electricity generation in 2020 [7]. Indeed, renewable
energy was the sole energy source that experienced an increase in demand in 2020, whereas
the demand for fossil fuels decreased.

The 2050 net-zero plan is a global effort to reach a balance between greenhouse gas
emissions and removals, with the aim of limiting global warming to below 2 °C above
pre-industrial levels and pursuing efforts to limit the increase to 1.5 °C. The plan involves
transitioning to renewable energy, improving efficiency, and implementing carbon capture
technologies to achieve net-zero emissions by 2050. Combining various renewable energy
sources is crucial in achieving the goals of the 2050 net-zero plan. This is because no single
renewable energy source can provide all the energy needed to replace fossil fuels entirely.
By combining different sources such as solar, wind, hydro, geothermal, and biomass, it is
possible to create a more reliable and consistent energy supply that can meet the needs of
society while also reducing greenhouse gas emissions. Additionally, a mix of renewable
energy sources can help to address regional variations in energy resources and ensure a more
resilient energy system.

Geothermal energy is a critical component of the energy mix for several reasons. Firstly,
it is a renewable and sustainable energy source that is constantly replenished by the Earth’s
natural heat, making it a clean and reliable energy source. Unlike some other renewable
energy sources like wind and solar, geothermal energy is available 24/7, which makes it a
predictable and consistent source of power. Secondly, geothermal energy is cost-effective,
versatile, and possesses a substantially lower carbon footprint than conventional fossil fuels.
It can be utilized for various purposes, including electricity generation, heating, and cooling,
making it a versatile energy source that can be employed in homes, buildings, and industries.
As of year-end 2022, the total installed geothermal power generation capacity stood at 16,127
MW, which is an increase of 286 MW over 2021 [8]. However, the annual electric production
of 86 TWh reported for 2017 is still far from the 2050 goal of 1000 TWh per year [7].

Geothermal energy faces several barriers to increasing its contribution to renewable ca-
pacity, including high upfront costs, limited availability, technical challenges, environmental
impacts, and policy and regulatory challenges. Overcoming these barriers requires a combi-
nation of technological innovation, supportive policies and regulations, and investments in
infrastructure, research, and development. To make geothermal energy more accessible and
cost-effective, governments and industry stakeholders must work together to reduce the costs
of drilling and exploration, increase the efficiency of geothermal plants, and create more
favorable policies and incentives to support geothermal energy development. With these
measures in place, geothermal energy has the potential to become an increasingly important
contributor to renewable energy portfolios worldwide.
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1.1 Motivation

An ideal geothermal system would have stable and predictable heat output, low environmental
impact, and a favorable regulatory environment. Such a system would be able to produce
reliable, low-cost, and sustainable energy while minimizing its environmental impact and
complying with local regulations and laws. Closed-loop geothermal installations can be an
ideal geothermal system in certain circumstances. There are numerous advantages associated
with them, such as a reduced environmental impact, decreased operating expenses, and a
diminished risk of contamination or alterations to the subsurface stress field. Additionally,
it is feasible to use them in a wider range of geographic locations than open-loop systems,
making them more accessible to a broader range of consumers. Nevertheless, Closed-loop
geothermal installations have lower efficiency than open-loop systems, as they have less
direct access to the geothermal resource. This is because their heat exchange surface is
limited to the lateral area around the wellbore structure, making it challenging to scale up the
power output to meet larger energy demands. These systems require electricity to operate
the circulation pump, which reduces their net energy output and can increase overall energy
costs.

In light of the limitations of closed-loop geothermal systems mentioned earlier, the need
to operate within an ideal framework, and the importance of wellbore modeling for both
safety and efficient energy production, the primary objectives of this study are:

(i) To gain a comprehensive understanding of non-isothermal, multiphase, and multi-
component flow in geothermal wellbores by developing a robust and fast numerical
tool

(ii) To apply the acquired knowledge in the previous step in designing innovative geother-
mal frameworks that prioritize wellbore integrity and optimize energy absorption
through wellbore systems

Backed by these motivations, the study is conducted in four parts:

1. Modeling of non-isothermal multiphase and multicomponent flows

Numerical modeling of multicomponent flows in geothermal wellbores is crucial for opti-
mizing energy production, improving accuracy, and enhancing safety. Geothermal energy
is a renewable source of energy, but to make it cost-effective, it is essential to optimize its
production. Numerical modeling allows us to simulate complex systems accurately, provid-
ing insights into how fluids behave in geothermal wellbores, which leads to more efficient
energy extraction. Additionally, numerical modeling helps predict potential safety hazards
and design safer and more reliable geothermal energy systems.



1.1 Motivation 5

Modeling multiphase multicomponent flows in geothermal wellbores is a highly complex
task due to the presence of multiple phases and components in geothermal fluids. This
complexity stems from the need to accurately capture interfacial phenomena and the ther-
modynamic behavior of the fluid, such as surface tension, viscosity, mass transfer, phase
behavior, and temperature and pressure effects. Researchers employ various methods, includ-
ing computational fluid dynamics simulations, analytical models, and empirical correlations,
to address these challenges. These methods require sophisticated numerical algorithms
and high-performance computing resources to simulate fluid behavior accurately. Overall,
modeling multiphase multicomponent flows in geothermal wellbores demands a deep under-
standing of underlying physics, advanced computational tools, and expertise in numerical
modeling and simulation.

2. Intelligent design of deep closed-loop geothermal systems

The intelligent design of closed-loop geothermal systems plays a vital role in optimizing
the efficient and sustainable utilization of geothermal energy. To maximize the system’s
efficiency, it is essential to consider several factors during the design phase. The thermal and
physical characteristics of the underground structure are vital in assessing the viability of the
project. The petrophysical characteristics and tectonic situation of the site are essential factors
in determining the required depth and type of borehole for the geothermal energy system.
For example, the thermal properties of the subsurface play a crucial role in dictating the heat
extraction capacity and sizing of the heat exchanger. Therefore, a thorough understanding of
these site-specific factors is necessary to optimize the system’s performance and achieve the
desired energy output.

Design and operational parameters of the closed-loop geothermal system are also essential
to ensure maximum efficiency and sustainability. The size and layout of the loop, the type
of heat transfer fluid used, and the operating temperature range are factors that significantly
influence the system’s energy efficiency. The design of the heat exchanger, as well as the
pump and piping system, can also have a significant impact on the system’s performance.
Therefore, it is crucial to consider these factors during the design phase to optimize the
system’s efficiency, reduce operational costs, and minimize the environmental impact of the
system. By using an intelligent design approach, closed-loop geothermal systems can provide
sustainable and efficient heating and cooling solutions, reduce greenhouse gas emissions,
and promote the transition to a low-carbon energy future.

3. Assessment of wellbore integrity with an emphasis on corrosion risk

Geothermal wellbore integrity is of paramount importance for the efficient and safe operation
of geothermal systems. A compromised wellbore can lead to a number of issues, such as the
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release of harmful fluids and gases, loss of production, and potential environmental damage.
Contributory factors affecting well integrity include corrosion, scale deposition, mechanical
damage, thermal stresses, and chemical reactions between the geothermal fluids and well
materials. Corrosion is a probable occurrence in geothermal wellbores due to several factors
such as the presence of highly corrosive minerals and gases in geothermal fluids, the high
temperature and pressure conditions, thermal stresses, and the presence of microorganisms.

CO2-induced corrosion in geothermal wellbores occurs when carbon dioxide reacts with
water to form carbonic acid, which can then corrode the metal components in the wellbore.
This can result in the thinning of metal components, which may eventually lead to leaks
or failures. Additionally, metal carbonates formed during the corrosion process can cause
fouling or scaling in the wellbore, reducing the efficiency of geothermal power plants. To
mitigate the impact of CO2-induced corrosion, it is crucial to predict the corrosion rate using
mathematical models. These models can help identify the factors that influence corrosion,
such as temperature, pressure, and fluid chemistry. By predicting the corrosion rate, operators
can make informed decisions about material selection, maintenance schedules, and other
mitigation strategies to minimize the effects of corrosion. Furthermore, accurate predictions
of corrosion rates can help extend the lifespan of geothermal wellbores, reduce maintenance
costs, and optimize the efficiency of geothermal power plants.

1.2 Thesis structure

This thesis is divided into three main parts. The first part focuses on modeling non-isothermal
multiphase and multicomponent flows. The second part explores the intelligent design of
deep closed-loop geothermal systems. Lastly, the third part assesses wellbore integrity, with
a particular emphasis on the risk of corrosion. These investigations comprise four papers that
have been published in or submitted to international journals.

Chapter 2 provides an introduction to the basic physical phenomena, governing and
constitutive equations, and underlying assumptions used in this thesis. Additionally, a brief
overview of the finite element method (FEM) and its applications, MOOSE and MOSKITO,
is included. The following four chapters present the papers in accordance with the outline
below. Finally, Chapter 7 provides concluding remarks.

GENEOS: An accurate equation of state for the fast calculation of two-phase
geofluids properties based on gene expression programming

Chapter 3 presents a fast equation of state (EOS) for computing two-phase multicomponent
fluid properties. The EOS, called GENEOS, utilizes an artificial intelligence technique
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called gene expression programming and is capable of computing fluid properties using
pressure, enthalpy, and two-phase composition as inputs. Unlike other EOSs available in the
literature, GENEOS can calculate fluid properties almost without iteration, making it an ideal
choice for fast modeling of multicomponent transport in geothermal wellbores. GENEOS is
unique among other EOSs in that it balances accuracy, computation speed, applicability, and
transparency. While fast computation is a primary objective, care has been taken to ensure
that accuracy in predicting fluid properties is not compromised. Fluid properties calculated
by GENEOS are validated against experimental data, accurate numerical studies, and interna-
tional standards such as IAPWS and NIST. Including the nine primary components of H2O,
CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2 and transparent presentation of all the
equations and algorithms as simple C++ codes facilitated the implementation of GENEOS
in other codes and software. GENEOS is now successfully coupled to mass, momentum,
energy, and transport equations in MOSKITO.

Impact of thermosiphoning on long-term behavior of closed-loop deep geothermal
systems for sustainable energy exploitation

Chapter 4 of the study focuses on quantifying thermosiphon flow and assessing thermal
power production in closed-loop deep geothermal (CDG) systems. Typically closed installa-
tions face several disadvantages, including a rapid decline in production temperature, low
generated thermal power, and difficulties in deepening. Thus, the study evaluates several
scenarios to identify practical ways of maximizing thermal power generation, decreasing
pumping energy, and avoiding production temperature drawdown. The designed CDG system
comprises two vertical wellbores connected through an extended long horizontal well. Based
on the results of the study, a CDG system with a vertical depth and horizontal extension of 4
km can produce approximately 2 MW of thermal power while operating with thermosiphon
effect. The study also demonstrates that the thermosiphon flow triggered in this system is
stable for at least 100 years of operation. The stability of the thermosiphon flow rate and
extraction temperature provides clear evidence of the system’s longevity.

Stochastic performance assessment on long-term behavior of multilateral
closed deep geothermal systems

Chapter 5 puts emphasis on the design of a novel multilateral framework that outperforms
simple closed-loop geothermal systems in terms of power absorption per meter of wellbores.
A multilateral closed deep geothermal (MCDG) system comprises several vertical injection
wellbores connected through doglegs (a manifold) at a specific depth. These parallel well-
bores must be sufficiently far apart to avoid any thermal interaction. The injected fluids in
the vertical wellbores are initially collected at the doglegs and then redistributed through hor-
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izontal wellbores. The total injected fluid is ultimately extracted through a single production
wellbore. 160 scenarios were analyzed to evaluate the performance of MCDG systems by
varying the number of wellbores (i.e., system configuration) and flow rate. The study found
that the heat absorption per meter of MCDG systems can be much higher than that of simple
CDG installations. It was also discovered that the long-term performance of MCDG systems
could be predicted as a function of their short-term behavior through stochastic analysis.
Interestingly, this correlation is independent of the number of wellbores and flow rate. We
were successful in filtering high-performance MCDG systems and identifying their common
features, which are of great importance for increasing the contribution of closed geothermal
systems to green energy production.

Development of a machine learning-based model to predict high-pressure CO2

corrosion in carbon steel pipelines

With a particular attention to wellbore integrity, chapter 6 is dedicated to the development of
a predictive model for CO2-induced corrosion in geothermal installations. The occurrence
of this type of corrosion can have a significant impact on the longevity and performance
of geothermal wellbores. However, it is a complex process that involves various physical,
chemical, and electrochemical phenomena, which make it difficult to be accurately described
through mathematical models. The complexity of describing high-pressure CO2 corrosion
in geothermal wellbores is compounded by the changes in thermodynamics and kinetics of
reactions, increased transport rates, and fluid flow patterns. Despite this complexity, most
existing corrosion models are only valid for CO2 partial pressures below 20 bar and do not
assume that water wetting will always occur. On the other hand, while microscopic corrosion
models are accurate for small-scale systems, they cannot be directly applied to macro-scale
environments like long geothermal wellbores. The complex interactions and macroscopic
factors, including fluid dynamics, temperature gradients, and material properties, necessitate
the development of specialized corrosion models tailored to these larger systems. Regarding
these limitations, a machine learning-based model was developed in this study to provide a
good fitting for experimental corrosion data as a function of pressure, temperature, pH, and
flow rate. Compared to existing corrosion models, the newly-developed model demonstrated
superior performance in accurately fitting experimental data. This improved model can
contribute to the mitigation of corrosion-related risks and extend the operational lifespan of
geothermal installations.
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Fundamental processes in geothermal wellbores

The main purpose of this chapter is to highlight and explore the most significant physical
phenomena that occur in geothermal wellbores. Through this discussion, we aim to deepen
our understanding of the complex thermal, mechanical, and chemical processes that take
place in the wellbore environment, and the impact they have on the performance and longevity
of geothermal systems. By identifying and examining these phenomena, we can develop
more effective strategies for designing, operating, and maintaining geothermal wells.

2.1 Relevant physical processes

Geothermal wellbores are complex systems that are subject to a range of physical phenomena
that influence their performance and longevity. Some of the most significant phenomena that
occur in geothermal wellbores include:

2.1.1 Lateral heat exchange between wellbore and formation

Lateral heat exchange plays a vital role in geothermal energy extraction by enabling the
transfer of heat between the wellbore and the surrounding formation. The primary mech-
anisms of heat transfer are conduction and convection, where heat is transferred from the
geothermal fluid flowing within the wellbore to the rock formations or vice versa. Several
factors influence the heat transfer rate, including the thermal properties of the wellbore
components, rock, and working fluid, the temperature difference between the working fluid
and the surrounding area, and the fluid velocity. The efficiency of the geothermal system is
directly influenced by the lateral heat exchange rate, as a higher rate of heat transfer results
in increased energy gain in injection wellbores and higher heat loss in production wellbores.
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2.1.2 Pressure loss due to friction

Frictional pressure losses in geothermal wellbores result from the resistance of the geothermal
fluid flowing through the wellbore, which causes a drop in pressure along the length of the
well. The frictional losses depend on the fluid velocity, fluid properties such as viscosity, and
the wellbore geometry, such as the diameter and roughness. These factors create resistance
to fluid flow, resulting in a decrease in pressure along the length of the well. Pressure losses
due to friction in geothermal wellbores can significantly impact the overall efficiency of the
system, and it is essential to consider these losses when designing and optimizing wellbore
operations to decrease pumping energy.

2.1.3 Change of flow regime

The flow regime in geothermal wellbores can change due to variations in fluid properties and
velocity, wellbore geometry, and the presence of a two-phase fluid mixture. Understanding
the impact of changes in flow regime on heat transfer rate and pressure drop is critical for
designing and optimizing geothermal wellbores to ensure efficient energy production and
well longevity. Two-phase flow regimes, including bubbly flow, slug flow, churn flow, and
annular flow, can also affect heat transfer rate and pressure drop in the wellbore. To ensure
efficient and sustainable geothermal energy production, it is vital to optimize the flow regime
and manage associated risks.

2.1.4 Mineral and gas dissolution

Pressure and temperature are two critical factors that can influence the processes of gas
dissolution and mineral scaling in geothermal wellbores. The solubility of gases in fluids
typically decreases with reducing pressure, meaning that as geothermal fluids are brought to
the surface, gases that were previously dissolved may start to come out of solution, leading
to degassing. On the other hand, as the temperature of the fluids decreases, minerals may
start to precipitate out of solution, leading to scaling on the wellbore surfaces. Understanding
the relationship between pressure, temperature, and these processes is important from a
scientific standpoint as it can provide insights into the conditions of the subsurface reservoirs
and the behavior of the geothermal fluids. Additionally, it can inform the design and
operation of geothermal wellbores and systems to optimize energy production and minimize
environmental impacts.
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2.1.5 Variation of thermo-physical properties

The thermo-physical properties of fluids, such as density, viscosity, thermal conductivity, and
specific heat capacity, can vary depending on pressure, temperature, phase, and composition
of the fluid. In geothermal wellbores, these properties are important as they can impact
the efficiency and sustainability of geothermal energy production. For example, variations
in fluid density and viscosity can affect the flow rate and pressure drop in the wellbore,
while variations in thermal conductivity and specific heat capacity can impact the rate of
heat transfer between the fluid and the surrounding rock formations. Understanding the
thermo-physical properties of single- and multi-phase, as well as multicomponent fluids,
is critical for the design and operation of geothermal wellbores and systems to maximize
energy output and minimize environmental impacts.

2.1.6 Mass exchange between wellbore and reservoir

The mass exchange between a geothermal wellbore and reservoir is crucial for efficient
geothermal energy production. Mass exchange determines the rate at which fluids can be
injected into the reservoir for heat extraction, and therefore affects the energy efficiency of the
system. Effective mass exchange ensures a constant pressure gradient, enhances injectivity,
and reduces the risk of clogging and blockage of the wellbore. However, mass exchange
can also lead to unwanted leakage of fluids from the wellbore into surrounding formations,
reducing the efficiency of the system and potentially causing environmental risks. Therefore,
understanding and managing mass exchange is critical for optimizing geothermal energy
production while minimizing the risk of leakage.

2.2 Governing equations

To achieve accurate numerical modeling of wellbores, a thorough comprehension of the
underlying physical processes is imperative. This includes a detailed description of energy
exchange between the wellbore and the surrounding formation, heat transfer in the formation,
and transient processes within the wellbore. The fluid flow inside the inner casing is subject
to several coupled physical processes, including pressure loss due to friction, changes in
kinetic energy, temperature variation due to heat exchange with the surrounding formation,
velocity changes that influence the pressure and temperature fields, and the buoyancy effect
due to variations in fluid density. The equations governing these coupled processes are
addressed in the next section.
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2.2.1 Conservation equations

The following equations govern the non-isothermal transient flow in a wellbore:

Continuity equation

The principle of mass conservation, also known as continuity, is governed by:

∂

∂ t
(ρ) =− ∂

∂ z
(ρv)+m (2.1)

In this equation, ρ and v respectively denote the fluid density and velocity, while m represents
the mass sink/source term per unit volume and time.

Momentum equation:

The equation for momentum describes the pressure drop that occurs along tubing or an
annulus, taking into account the effects of gravity, friction, and kinetic energy. According to
the law of conservation of momentum, the total forces acting on the fluid are equal to the rate
of change of momentum. These forces can include pressure, friction, and gravity:

∂P
∂ z

= ρgcos(θ)± f ρv2

2d
±
(

∂

∂ t
(ρv)+

∂

∂ z

(
ρv2)) (2.2)

where P, g, θ , f , and d represent fluid pressure, gravitational acceleration, the inclination of
the well, friction factor, and wellbore hydraulic diameter, respectively. The sign of the terms
on the right-hand side of the momentum equation can vary depending on the flow direction
and the direction of gravity.

Energy equation:

The energy equation is expressed as:

∂

∂ t

[
ρ

(
h− P

ρ
+

1
2

v2
)]

=− ∂

∂ z

[
ρv
(

h+
1
2

v2
)]

+ρvgcos(θ)− q
A
+Q (2.3)

in which, h, q, and Q denote enthalpy, radial heat flow, and heat source/sink terms, respec-
tively.

2.2.2 Friction force

Moody’s friction factor [9] is widely used in fluid mechanics to calculate the pressure drop or
head loss in a pipe due to frictional losses. It is a dimensionless quantity that characterizes the
frictional losses in a pipe and is determined by the flow regime, pipe roughness, and Reynolds
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number. Moody’s diagram [10] provides a graphical representation of the friction factor as
a function of the Reynolds number and pipe roughness, allowing engineers to estimate the
friction factor for a given flow regime, pipe roughness, and diameter. The friction factor
is used in the Darcy-Weisbach equation [11] to calculate the head loss due to friction in a
pipe, which is an important parameter in many engineering applications involving fluid flow.
Moody’s diagram allows for the identification of four distinct regions:

1. Laminar region where the friction factor remains unaffected by the roughness of the
pipe.

2. The transition zone is an intermediate region between the smooth and rough zones,
where the friction factor values depend on both the relative roughness of the pipe and
the Reynolds number.

3. The hydraulic smooth flow regime, which is characterized by a moderate degree of
roughness, in which the pipe behaves similarly to a smooth duct.

4. The fully developed turbulence region where the friction factor is no longer dependent
on the Reynolds number.

Hagen-Poiseuille’s law is a commonly used equation for single-phase, fully developed
internal laminar flows. It can be expressed as:

f = 64/Re (2.4)

On the other hand, the friction factor for turbulent flows can be determined using the Serghides
solution [12]. This solution provides a description of the friction factor for turbulent flows in
smooth pipes, given by:

f = 0.184Re−2 (2.5)

The friction factor for rough pipes is determined by:

f =
(

1
d

)2

(2.6)

where
d = a− (b−a)2/(c−2b+a) (2.7)

and

a =−2log10

(
ε

3.7
+

12
Re

)
(2.8)
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b =−2log10

(
ε

3.7
+

2.51a
Re

)
(2.9)

c =−2log10

(
ε

3.7
+

251b
Re

)
(2.10)

2.2.3 Drift flux model

The drift-flux model is a widely used approach in the analysis of multiphase flow in pipes,
particularly in industries such as oil and gas. This model focuses on understanding the
velocity difference between different phases, such as gas and liquid, as they flow together. By
studying the behavior of these phases, the drift-flux model provides valuable insights into the
dynamics of multiphase flow systems. One of the key assumptions of the drift-flux model is
the concept of homogeneous flow. It treats the multiphase mixture as a single, homogeneous
fluid with averaged properties. This simplification allows for a more straightforward analysis
of the overall behavior of the combined phases. Instead of considering each phase separately,
the model examines the collective behavior of the phases as they interact and move through
the pipe.

The model also assumes local equilibrium, which means that the forces acting on each
phase are in balance at each point in the flow. This assumption is reasonable under normal
flow conditions where the flow velocities are relatively low to moderate. It implies that the
forces driving the phases, such as pressure gradients and gravitational effects, are distributed
in such a way that they maintain equilibrium between the phases. In terms of accuracy, the
drift-flux model provides reasonable predictions for flows with moderate interfacial velocities
and volume fractions. It is suitable for analyzing typical flow scenarios encountered in
many practical applications. However, in highly complex or extreme flow regimes, such as
slug flow or dispersed flow with large concentration gradients, the model’s accuracy may
diminish. In these cases, more advanced models or correlations may be necessary to capture
the intricate behavior of the multiphase flow.

Despite its simplifications, the drift-flux model offers several advantages. Firstly, it allows
for efficient computation, striking a balance between accuracy and computational complexity.
This computational efficiency is particularly beneficial when analyzing large-scale systems
or when multiple flow scenarios need to be evaluated. Secondly, the model provides valuable
insights into the distribution of phases along the pipe, including their velocity profiles and
volumetric fractions. This information is crucial for designing and optimizing multiphase
flow systems, as it helps in determining factors such as pressure drop, flow regime transitions,
and phase separation.
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For two-phase flow, ρ and v in Eqs. (2.1) to (2.3) refer o the mixture density and velocity,
respectively. The mixture density ρ can be calculated by:

ρ = ρg fg +ρL (1− fg) (2.11)

where ρg and ρL represent gas density and liquid density, respectively. fg, the in-situ gas
volume fraction, is a function of superficial velocity (vsg), drift velocity (vd), and mixture
velocity (v):

fg =
vsg

c0v+ vd
(2.12)

The profile parameter (c0) and drift velocity can be estimated by the so-called drift-flux
model. This method is based on the assumption that the two phases move at different
velocities (i.e., slip phenomenon) due to differences in their densities, viscosities, and other
physical properties. There are two primary factors that contribute to the gas phase moving
faster than the liquid phase within a pipe. Firstly, the gas phase has a tendency to accumulate
in the center of the pipe, resulting in a higher velocity compared to the surrounding liquid
phase. Secondly, gas buoyancy causes the gas to rise vertically upwards through the liquid
phase, further accelerating its velocity. The gas velocity (vg) of two-phase flow in a vertical
pipe is given by:

vg = c0v+ vd (2.13)

The mixture velocity is also expressed as:

v = vsg + vsL = fgvg +(1− fg)vL (2.14)

Including the definition of superficial velocity (vsg = fgvg and vsL = (1− fg)vL) in Eq. (2.14),
the liquid velocity (vL) can be derived as:

vL =
1− fgc0

1− fg
v−

fg

1− fg
vd (2.15)

Using the method proposed by Shi et al. [13, 14], the profile parameter is computed by:

co =
A

1+(A−1)γ2 (2.16)

The term γ in Eq. (2.16) is an adjusting parameter to keep c0 close to 1.0 when mixture
velocity or in-situ steam volume fraction is high. It is defined by:

γ =
β −B
1−B

(0 ≤ γ ≤ 1) (2.17)
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where β is given as:

β = max
(

fg,Fv
fg |v|
vsg f

)
(2.18)

The "flooding velocity" (vsg f in Eq. (2.18)) refers to the minimum velocity at which the
gas phase can support and sustain the liquid flow at an equal velocity to the gas flow. This
indicates that the velocity is sufficient to prevent the liquid phase from separating from the
gas phase. Once the flooding velocity is reached, the flow regime within the pipe transitions
to an annular flow pattern. It is computed by:

vsg f = vg (vL = 0) = Ku

√
ρL

ρg
vc (2.19)

The term ku in Eq. (2.19) is the critical Kutateladze number. Characteristic velocity (vc) is
calculated as a function of gas/liquid interfacial tension (σgl):

Vc =

(
σglg(ρl −ρg)

ρ2
l

)1/4

(2.20)

Eqs. (2.16) to (2.18) include the variables A, B, and Fv, which are used to fit experimental
data. The parameter A represents the profile in a slug or bubble flow regime and has a default
value of (1.2). Parameter B reflects the in-situ gas volume fraction ( fg) or the mixture velocity
ratio to the flooding velocity and has a default value of (0.3). The term Fv represents the
sensitivity of the profile parameter c0 to the flooding velocity. Modifying the value of Fv will
make c0 more or less sensitive to changes in velocity. The profile parameter calculation must
meet the following conditions:

∂

∂ fg
( fgc0)> 0 and

∂

∂v
(vc0)> 0 (2.21)

or alternatively:
B < (2−A)/A (2.22)

The drift velocity (vd) can be calculated using the following formula:

vd =
(1− fgc0)c0K ( fg)vc

fgc0

√
ρg
ρl
+1− fgc0

(2.23)

where
K ( fg) = 1.53/C0, when fg ≤ a1

K ( fg) = Ku, when fg ≥ a2
(2.24)
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Linear interpolation is applied between the two values mentioned in Eq. (2.24) when
(a1 ≤ fg ≤ a2). The default values for a1 and a2 are 0.2 and 0.4, respectively. The critical
Kutateladze number (Ku) is related to the dimensionless pipe diameter as follows:

D =

[
g(ρl −ρg)

σgl

]1/2

d (2.25)

The Ku value varies with changes in the dimensionless pipe diameter, as shown in Table 2.1:

Table 2.1 Ku value as a function of dimensionless pipe diameter

Dimensionless pipe diameter (D) Critical Kutateladze number (Ku)
≤2 0
4 1
10 2.1
14 2.5
20 2.8
28 3
≥50 3.2

When dealing with two-phase flows in inclined pipelines, it is common to apply the Hasan
and Kabir [15] method to correct the drift velocity:

Vdθ = Vd|θ=0 (cosθ)0.5(1+ sinθ)2 (2.26)

Shi et al. [13, 14] introduced an alternative approach for adjusting the drift velocity (Vd),
which was based on experimental data:

m(θ) = 1.85(cosθ)0.21(1+ sinθ)0.95

A = 1.0,a1 = 0.06,a2 = 0.21
(2.27)

2.2.4 Lateral heat model

Heat exchange can occur between the fluid and its surrounding structures (such as casings,
cement layers, and geological formations) through two primary mechanisms. The first
mechanism involves conductive heat transfer across all layers, while the second mechanism
involves convective heat transfer within a fluid film located near the inner tubing wall. The
transient heat exchange rate between the outer casing wall and formation can be calculated
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using the formula proposed by Ramey [16]:

q =
2πke (Tco −Te)

f (t)
(2.28)

where ke, Tco, and Te represent the formation thermal conductivity, the temperature of the
outside of the casing wall, and the formation temperature, respectively. Additionally, a
time-dependent function f (t) is used to model the transient behavior of the system. Ramey
[16] proposed an analytical formula to calculate f (t) for time periods exceeding one week:

f (t) = ln
2
√

αt
rc f

−0.29 (2.29)

In the above equation, the formation thermal diffusivity is represented by the variable α ,
while rc f denotes the radius of the interface between the cement and formation. Willhite [17]
made enhancements to Ramey’s method of determining heat loss by incorporating an overall
heat transfer coefficient that accounts for all the thermal resistances of the fluid flow, tubing
wall, annulus, casing wall, and cement as a collective factor. As a result, the formula for
quantifying heat loss can be expressed as follows:

q = 2πrtoUto
(
Tf −Tc f

)
(2.30)

The variables Uto, rto, Tf , and Tc f refer to the overall heat transfer coefficient, outside radius
of tubing, fluid temperature, and temperature at the cement/formation interface, respectively.
Willhite’s method for computing the overall heat transfer coefficient can be expressed as
follows:

1
Uto

=
rto

rtih f
+

rto ln(rto/rti)

Kt
+

rto ln(rins/rto)

Kins
+

rto

rins (hc +hr)
+

rto ln(rco/rci)

Kcas
+

rto ln(rwb/rco)

Kcem
(2.31)

In which rti, rto, rins, rci, rco, and rwb refer to the radii of the inside tubing, outside tubing,
insulation tubing, inside casing, outside casing, and cement/formation interface, respectively.
Additionally, Kt , Kins, Kcas, and Kcem denote the thermal conductivities of the tubing wall,
insulation tubing, casing wall, and cement, while h f , hc, and hr represent the convective
heat transfer coefficient between the fluid film inside the tubing and the tubing wall, and the
convective and radial heat transfer coefficients of the fluid inside the annulus.

To determine the overall heat transfer coefficient, Willhite [17] introduced an iterative
procedure that is still widely used today. This procedure involves six steps:
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1. Calculate an approximate value for the overall heat transfer coefficient Uto using the
average temperature of the tubing and the annulus.

2. Compute the Ramey time function f (t) using the appropriate method. If the time is
less than one week, refer to Table 2.2 to obtain the value of f (t). If the time is greater
than one week, use Eq. (2.29) to calculate f (t).

Table 2.2 The values of the Ramey time function f (t) for time periods less than one week

rtoUto/ke → 0.01 0.02 0.05 0.1 0.2 0.5 1 2 5 10 20 50 100 8
αt/r2 ↓

0.1 0.313 0.313 0.314 0.316 0.318 0.323 0.33 0.345 0.373 0.396 0.417 0.433 0.438 0.445
0.2 0.423 0.423 0.424 0.427 0.43 0.439 0.452 0.473 0.511 0.538 0.568 0.572 0.578 0.588
0.5 0.616 0.617 0.619 0.623 0.629 0.644 0.666 0.698 0.745 0.772 0.79 0.802 0.806 0.811
1 0.802 0.803 0.806 0.811 0.82 0.842 0.872 0.91 0.958 0.984 1 1.01 1.01 1.02
2 1.02 1.02 1.03 1.04 1.05 1.08 1.11 1.15 1.2 1.22 1.24 1.24 1.25 1.25
5 1.36 1.37 1.37 1.38 1.4 1.44 1.48 1.52 1.56 1.57 1.58 1.59 1.59 1.59

10 1.65 1.66 1.66 1.67 1.69 1.73 1.77 1.81 1.84 1.86 1.86 1.87 1.87 1.88
20 1.96 1.97 1.97 1.99 2 2.05 2.09 2.12 2.15 2.16 2.16 2.17 2.17 2.17
50 2.39 2.39 2.4 2.42 2.44 2.48 2.51 2.54 2.56 2.57 2.57 2.57 2.58 2.58
100 2.73 2.73 2.74 2.75 2.77 2.81 2.84 2.86 2.88 2.89 2.89 2.89 2.89 2.9

3. Determine the initial formation temperature (Te) and the temperature at the cement/for-
mation interface (Tc f ) through these calculations:

Te = Tsurf −gT Z cos(θ) (2.32)

Tc f =
rtoUto f (t)Tf + keTe

rtoUto f (t)+ ke
(2.33)

where Tsur f denotes the ground surface geothermal temperature, gT represents a
geothermal gradient, Z is the wellbore depth, and θ indicates the local angle between
the well and the vertical direction.

4. Compute the casing internal temperature Tci and the tubing external temperature Tto:

Tci = Tc f +

 ln
(

rc f
rco

)
kcm

+
ln
(

rco
rci

)
kcas

rtoUto
(
Tf −Tc f

)
(2.34)

Tto = Tf −

 ln
(

rto
rti

)
kt

rtoUto
(
Tf −Tc f

)
(2.35)

5. Determining the convective heat transfer coefficient (hc) and the radial heat transfer
coefficient (hr) in the annulus. The radial heat transfer coefficient (hr) can be obtained
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using the Stefan-Boltzmann law:

hr = σFtci
(
Tto

2 +T 2
ci
)
(Tto −Tci) (2.36)

1
Ftci

=
1

εto
+

rti

rci

(
1

εci
−1
)

(2.37)

where the Stefan-Boltzmann constant (σ ) is equal to
[
1.713×10−9Btu/

(
ft2hrR4)].

The emissivity of the outside tubing surface (εto) and the emissivity of the inside casing
surface (εci) are also required for the calculation. To determine the convective heat
transfer coefficient (hc), Willhite [17] used the correlations presented by Dropkin and
Somerscales [18]:

hc = khc/ [rto ln(rci/rto)] (2.38)

khc/kha = 0.049(GrPr)
0.333 P0.074

r (2.39)

Gr =
(rci − rto)

3 gρ2
anβ (Tto −Tci)

µ2
an

(2.40)

Pr =Canµan/kha (2.41)

The variables in Eqs. (2.38) to (2.41) are defined as follows: kha indicates the thermal
conductivity of the fluid in the annulus at the average pressure and temperature, while
khc is determined by calculating the equivalent thermal conductivity of the fluid in the
annulus based on natural convection effects at the average pressure and temperature.
The dimensionless Grashof and the Prandtl numbers are represented by Gr and Pr,
respectively. The thermal volumetric expansion coefficient of the fluid in the annulus
is represented by β , while Can is used to denote the heat capacity of the fluid in the
annulus. Lastly, the viscosity and density of the fluid in the annulus are respectively
represented by µan and ρan.

6. Compute a fresh estimate of Uto using Eq. (2.31) with the values obtained in steps (1)
to (5). Compare this newly derived Uto value with the original value. If the discrepancy
between the new and old Uto values surpasses a certain tolerance threshold, utilize the
new Uto value to repeat steps (2) to (6) until the difference is below the tolerance value.

Once the Uto value has reached a state of convergence, it becomes possible to utilize the
temperature at the interface between the cement and formation (Tc f ) for the purpose of
calculating heat loss.
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2.2.5 Equation of state

Determining the liquid/gas phase composition is crucial in calculating the thermodynamic
properties of two-phase mixtures. One approach to identifying phase equilibria, partition
coefficients, and vapor-liquid equilibrium in two-phase multicomponent systems is to assume
that the chemical potential of each component in the aqueous phase (AqP) is equal to that in
the non-aqueous phase (NaqP). This equilibrium condition can be expressed using either the
Fugacity-Fugacity (F-F) model or the Fugacity-Activity (F-A) model. The F-F model uses
classical cubic equations of state (EOSs) to calculate the chemical potential in both phases,
while the F-A model uses an equilibrium constant and ion activity to represent chemical
potential in the AqP, and the fugacity coefficients of gas components are calculated using an
EOS. The equations used to calculate the chemical potentials of AqP and NaqP in the F-A
model are as follows:

µ
NaqP(T,P) = µ

NaqP
0 (T,P)+RT ln( f ) (2.42)

µ
AqP(T,P) = µ

AqP
0 (T,P)+RT ln(a) (2.43)

in which µ0, R, T , and P symbolize chemical potential at the reference temperature, the gas
constant, temperature, and pressure, respectively. The fugacity of gas components, denoted
as f, is calculated by:

f = Pφy (2.44)

where the mole fraction of each component in the NaqP is denoted by y, and φ represents the
fugacity coefficient. Equating the two chemical potentials (Eqs. (2.42) and (22.43)) results
in:

µ
AqP
0 (T,P)−µ

NaqP
0 (T,P)

RT
= ln

(
a

Pφy

)
= ln

(
K0) (2.45)

Using Henry’s constant (KH) and the number of moles per kilogram of water (Nw = 55.508)
for defining the equilibrium constant (K0 = Nw/KH ), it is possible to re-formulate Eq. (2.45)
as:

Nw
KH

=
a

Pφy
(2.46)

Assuming that the solubility of gas species in the liquid phase is negligible, a in Eq. (2.46)
can be expressed as (a = Nwγx), where γ and x represent the activity coefficient and mole
fraction of components in the AqP, respectively [19]. As a result, the new form of Eq. (2.46)
for each gas is given as [20, 21]:

(Pφiyi)NaqP = (KHiγixi)AqP (2.47)
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The procedure of computing equilibrium constants, fugacity coefficients, Henry’s constant,
and activity coefficients is elaborately discussed in the next chapter.

2.3 Numerical scheme

2.3.1 Finite element method

Finite element method (FEM) is a numerical technique for solving partial differential equa-
tions in a wide range of engineering, science, and mathematical applications. FEM divides
the problem domain into smaller, simpler, and connected elements. The unknown variables
in the partial differential equation are then approximated by the basis functions over each
element. This approximation leads to a system of algebraic equations that can be solved
to determine the unknown variables, such as temperature, pressure, velocity, and stress, at
each node or vertex. FEM has several advantages over other numerical methods in modeling
multiphase multicomponent flows in geothermal wellbores.

Geothermal reservoirs contain a complex mixture of water, steam, and gas, and their
behavior is governed by multiple flow phenomena involving fluid dynamics, thermodynamics,
and chemical reactions. Accurate simulation of these phenomena is crucial for optimizing
geothermal well performance and lifespan. The Finite Element Method (FEM) is a pow-
erful numerical tool that can handle these complexities, offering a flexible and adaptable
framework to model various physical phenomena and boundary conditions. This method can
accommodate irregular geometries and non-uniform material properties that are typical of
geothermal reservoirs. Moreover, FEM can address transient problems, where fluid behavior
changes over time due to variations in temperature, pressure, and flow rates. Additionally,
the Finite Element Method can handle non-linear and non-ideal fluid behavior, such as
non-Newtonian viscosity, compressibility, and phase change. These capabilities make FEM
a robust and versatile numerical method for accurately and efficiently simulating complex
multiphase multicomponent flows in geothermal wellbores.

2.3.2 MOOSE

Moose is a Finite Element Method (FEM) solver, a software package for simulating complex
physical systems, developed at the Idaho National Laboratory (INL) in the United States.
This solver is built using object-oriented C++ which is well-suited for scientific computing.
Moose is designed to solve large-scale, multi-physics problems using a modular approach,
where users can easily add or modify physical models and numerical methods to suit their
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needs. It is an open-source software package, meaning it is freely available to anyone to use
and modify, and is actively maintained by a team of developers at the INL.

Moose is particularly useful in simulating problems in which multiple physical phenom-
ena interact, such as heat transfer, fluid dynamics, and structural mechanics. By using FEM,
Moose can accurately model the behavior of these systems, taking into account geometric
complexity and non-linear behavior. The software also includes a variety of numerical meth-
ods and algorithms for solving partial differential equations (PDEs), making it a powerful
tool for a wide range of applications in engineering, physics, and materials science.

The modular architecture of Moose allows users to quickly build complex simulations
by combining pre-existing modules or creating their own. This makes it an efficient and
flexible tool for researchers and engineers, who can quickly test and validate their designs or
hypotheses. Additionally, Moose includes a graphical user interface (GUI) for creating and
visualizing simulations, as well as tools for post-processing and data analysis. These features
make Moose a user-friendly and comprehensive package for modeling complex systems in a
variety of fields.

2.3.3 MOSKITO

MOSKITO is a powerful and user-friendly wellbore simulator developed by Dr. Maziar Gho-
lami Korzani and the author of this thesis. The acronym MOSKITO stands for Multiphysics
cOupled Simulator toolKIT for wellbOres. It is an open-source C++ code developed on
the MOOSE Framework that can handle transient non-isothermal multi-phase and multi-
component flows.

MOSKITO solves the conservation equations in a fully coupled manner. This numerical
tool has been designed to handle the simulation of wellbores with complex configurations,
including Multilateral, U-shape, and Coaxial. Additionally, MOSKITO has the unique
ability to calculate the thermo-physical properties of two-phase multi-component mixtures,
including H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2, using a fast equation of
state that has been trained through machine learning. The researchers and engineers can use
MOSKITO regardless of their preferred operating system as it can be run on macOS, Linux,
and Windows.





Chapter 3

GenEOS: An accurate equation of state for the fast calculation of
two-phase geofluids properties based on gene expression programming

This chapter is submitted as GenEOS: An accurate equation of state for the fast calculation
of two-phase geofluids properties based on gene expression programming, Esmaeilpour M,
Nitschke F, Kohl T.

Abstract

Numerical simulation of two-phase multicomponent flows requires solving continuity, mo-
mentum, energy, and transport equations. Typically, these conservation equations are solved
for computing the main variables of pressure, enthalpy, velocity, and composition. Variation
of thermophysical properties (e.g., density, viscosity, etc.) as functions of the main variables
necessitates introducing equations of state (EOS) to the modeling scheme, equating the
number of unknowns and equations. The problem arises here as almost all the available
EOSs in the literature receive temperature as an input, which is not a main variable. Guessing
temperature, as an unknown input, imposes more iterations on the already iterative algorithm
of the EOS and increases the computational cost. The primary focus of this study is to
provide highly-precise, but fast EOS scheme for calculating two-phase fluid properties using
artificial intelligence algorithms. In the first step, a Fugacity-Activity model is implemented
to supply a supervised learning algorithm with a large dataset. The provided data are fed into
a machine-learning (ML) model called gene expression programming (GEP). The outputs
of this GEP model are high-preciseness explicit formulas for non-iterative computing of
temperature and equilibrium constants. Testing the proposed GEP equations for 1,000,000
arbitrary sets of inputs revealed high accuracy in predicting desired outputs (e.g., < 0.6
% error in calculating temperature). Implementing GEP equations in modeling platforms
can result in 90 % reduction in EOS-related computational cost. This ML-based EOS is a
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transparent box for computing thermophysical properties of two-phase mixtures containing
H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2.

3.1 Introduction

Control of thermal fluids is essential for producing renewable geothermal energy [22, 23] or
storing/extracting solutes in deep reservoirs [24, 25]. Depending on the specific application
(e.g., leaching, underground CO2 storage, heat extraction), the circulated fluid should be
engineered to be a proper carrier of energy to maximize the power production rate [26],
have high mobility factor (inverse kinematic viscosity) to be easily circulated in the system
[27], be a good solvent of target minerals to enhance absorption rate [28], and not cause
any environmental hazard. Two-phase conditions may occur under a specific P-T situation,
like gas injection into geothermal brines [29] or under production conditions when non-
condensable gases (NCG) are released [30]. Injecting CO2 for carbon capture, utilization,
and storage (CCUS) [31] and enhancing oil recovery (EOR) [32, 33] are the most-renown
examples of two-phase flows in reservoirs. It is also noteworthy that typically the high
pressure of deep geothermal reservoirs avoids water boiling. However, the co-occurring
high temperature and low pressure in production wellbores may cause the fluid to enter the
two-phase regime [34].

Calculating two-phase geofluids properties is challenging, as they are complex functions
of pressure, temperature, and the composition of both liquid and gas phases. The process of
calculating these properties poses an enormous challenge to rapidly model fluid flow and heat
transfer in large 3D reservoirs due to the highly iterative algorithms required to determine
the composition of each phase. The equilibrium condition, when the chemical potential of
each component in the aqueous phase (AqP) equals that in the non-AqP (NaqP), can be
expressed by either Fugacity–Fugacity (F–F) or Fugacity–Activity (F–A) models. These two
methods use different thermodynamic properties for defining the equilibrium state of each
component in a two-phase mixture. The F–A model introduces equilibrium constants and
ion activities to represent the chemical potentials in the AqP, while the fugacity coefficients
of gas components are calculated using an equation of state (EOS). However, The F–F model
uses the classical cubic EOSs (e.g., Soave-Redlich-Kwong and Peng-Robinson) to compute
the chemical potential in both phases.

Determining the liquid/gas phase composition is essential for calculating two-phase
mixture properties. However, the available algorithms for computing gas solubility in the
aqueous medium are highly iterative and impose an enormous barrier to the fast modeling of
fluid flow and heat transfer in large 3D reservoirs. Assuming that the chemical potential of
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each component in the aqueous phase (AqP) equals that in the non-aqueous phase (NaqP),
the equilibrium condition can be expressed by either Fugacity– Fugacity (F–F) or Fugac-
ity–Activity (F–A) models. These two methods use different thermodynamic properties for
defining the equilibrium state of each compound in a two-phase mixture. The F–A model
introduces equilibrium constant and ion activity to represent chemical potential in the AqP,
while the fugacity coefficients of gas components are calculated using an equation of state
(EOS). However, The F–F model uses the classical cubic EOSs to compute the chemical
potential in both phases.

Various numerical software packages apply EOS algorithms to calculate two-phase
fluid properties. The TOUGH software family is widely used for modeling non-isothermal
multiphase multicomponent flows [35]. These codes contain several equation of state
modules that calculate the thermodynamic properties of various fluid systems using F-A
and F-F algorithms. The ECO2N [36] and ECO2N V2.0 [37] modules were specifically
developed to simulate the flow of CO2-brine systems at temperatures of up to 110 °C and 250
°C, respectively. Neither of these two modules has the capability to calculate gas-mixture
properties. In order to incorporate additional gas components, such as N2 and CH4, in the
two-phase mixture, Oldenburg et al. [38] developed another module called EOS7C. Using
a highly-iterative thermodynamic model to solve the mutual solubility of gases in brine
makes EOS7C computationally expensive. Pruess and Battistelli [39] proposed TMVOC as a
TOUGH2 module to model three-phase systems comprising gas, aqueous, and non-aqueous
phase liquids. However, TMVOC was developed to simulate near-surface contamination,
characterized by low pressure and temperature conditions. TMGAS is another TOUGH2
module that has been developed based on the TMVOC module to simulate the injection
of gas mixtures into deep geological sites [40]. Unlike other modules, TMGAS uses the
F-F model to calculate phase equilibrium in gas mixtures and brine systems. It poses a
considerable computational cost when included in the numerical modeling of multiphase
multicomponent flows, and its accuracy decreases for salinities greater than 2 mol/kg water.
EWASG is a TOUGH module developed for modeling non-condensable gas-brine systems
with temperatures ranging between 100 and 350 °C [41]. It assumes perfect gas behavior,
which simplifies the calculation of gas properties. However, it is important to note that this
assumption may not accurately represent the behavior of real gases at extreme pressures or
low temperatures.

Further studies have been conducted applying EOS algorithms for determining the phase
composition. Numerous non-iterative F-A models have been developed to predict the phase
equilibrium of binary systems, such as CO2-brine [42–46, 19, 47–49], H2S-brine [50], and
CH4-brine [51]. However, calculating the solubility in two-phase mixtures with several
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gas components is iterative as it requires solving the sophisticated Rachford-Rice equation.
Ziabakhsh-Ganji and Kooi [52] used this iterative F-A approach to model the thermodynamic
equilibrium in brine-gas mixtures containing CO2, CH4, N2, H2S, and SO2. In their proposed
model, fugacity coefficients of gas components are calculated by Peng-Robinson (PR) EOS,
while Pitzer formalism and Henry’s law are implemented for computing activity coefficients
in the aqueous phase. Appelo et al. [53] introduced a more general model for calculating
the apparent molar volumes of single ions. While their modifications are now embedded in
the F-A algorithm of PHREEQC, the validity of H2S solubility is still unclear. Francke et
al. [54] tried to unify Duan’s single-gas solubility functions [42, 51, 55] to model the gas
dissolution in CO2-CH4-N2-brine mixtures. However, assuming ideal gas behavior (fugacity
coefficients equal to unity) makes this model inappropriate for geothermal applications with
a high range of pressures/temperatures. Zirrahi et al. [56] tried to develop a non-iterative
F-A model to describe the phase equilibrium behavior of brine-gas mixtures, including CO2,
CH4, and H2S. However, their proposed method cannot accurately predict CO2 and H2S
solubility in the aqueous phase [57]. In 2015, Li et al. [58] formulated an iterative F-F model
to calculate the mutual solubility of gas mixtures (CO2-CH4-N2-H2S-SO2) in brine. While
their suggested model is valid over a wide range of pressures, temperatures, and salinity,
the considerable computational costs imposed by iterative solving of the Rachford-Rice
equation make it inadequate for implementation in reactive transport simulations. Li et al.
[59] compared the calculation speed of the F-F and F-A models in predicting the mutual
solubility of CO2-CH4-H2S mixtures in brine and confirmed that the F-A models are much
faster than the F-F models.

All the EOS algorithms discussed above use pressure, temperature, and two-phase
composition as inputs. However, most of the conducted studies on numerical modeling
of multiphase multicomponent flows solve continuity, momentum, energy, and transport
equations to calculate the main variables of pressure, enthalpy, velocity, and two-phase
composition. Using these EOSs in the simulation process of multiphase reactive transports
considerably increases the computational cost since temperature, as an unknown, needs to be
guessed at the beginning of the algorithm. In other words, considering enthalpy instead of
temperature as an input multiplies the iterations required for calculations of gas solubility in
the AqP.

The main focus of the current study is to propose a novel EOS, applicable to the fast
simulation of multiphase/multicomponent flows. This work is distinguished from the existing
body of knowledge with the following novelties:
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1. For the first time, an artificial intelligence (AI) technique, called gene expression
programming (GEP), is implemented to propose a new formulation for the non-iterative
calculation of thermodynamic properties.

2. Unlike other thermodynamic algorithms, GenEOS takes enthalpy as an input, making
it suitable for fast numerical modeling of multiphase and multicomponent transport.

3. Focusing mainly on geothermal applications, GenEOS is developed for two-phase
mixtures of H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2.

4. In contrast to some other EOSs (e.g., TMGAS), GenEOS presents a transparent box
for the fast computation of fluid properties.

Accuracy, computation speed, applicability, and transparency are the key characteristics
that make an EOS suitable for implementation in reactive transport modeling. Since it is
challenging to achieve all of these targets simultaneously, most studies tend to prioritize
some of these targets at the expense of others. However, the four aforementioned points serve
as compelling evidence that we have achieved our primary goal of developing a suitable
EOS without compromising any of its desired characteristics. The development of this novel
calculation scheme is organized in three steps: 1) using the F-A model to provide large
datasets for training the GEP model, 2) assessing the accuracy of GEP equations in predicting
target outputs, and 3) discussing the methods/equations for computing other thermophysical
properties.

3.2 Methodology

While the F-A algorithm is less time-expensive than the F-F model in calculating gas
solubility, it still imposes a considerable computational cost when implemented in the
numerical modeling of two-phase multicomponent flows. The primary suggestion of this
study for accelerating the computation process is to use an artificial intelligence technique
called gene expression programming, GEP. This method can generate highly precise and
easy-to-implement explicit formulas for predicting target outputs that bypass the iterative
algorithm of the thermodynamic model.

The following sections provide detailed explanations of both, the conventional thermo-
dynamic and the novel GEP algorithms. Primarily, the calculation procedure of the major
components of the F-A model is outlined in detail to clarify why it requires an iterative
approach. Despite the absence of sufficient experimental data, this time-consuming con-
ventional thermodynamic method can provide substantial and reliable inputs for machine
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learning. Therefore, in the subsequent section, the GEP model is fed by the outputs of the
F-A model. The developed GEP equations are indeed the main contribution of the current
study to the existing body of knowledge. For the ease of implementation, they are presented
as user-friendly C++ codes in Appendix A.

3.2.1 Thermodynamic algorithm based on the iterative F-A model

• Chemical potential

The F-A model used in this study [52] is capable of describing thermodynamic equilibrium
between a NaqP in gas/supercritical/condensed conditions and an AqP including water and
dissolved gases/solids. In this model, the chemical potentials of each component in the AqP
and NaqP are assumed to be equal to each other and calculated by the following equations:

µ
NaqP(T,P) = µ

NaqP
0 (T,P)+RT ln( f ) (3.1)

µ
AqP(T,P) = µ

AqP
0 (T,P)+RT ln(a) (3.2)

Where µ0, R,T, and P represent the chemical potential at the reference temperature, the
gas constant, temperature, and pressure, respectively. f , the fugacity of gas components, is
calculated by:

f = Pφy (3.3)

In which y is the mole fraction of each component in the NaqP and φ denotes the fugacity
coefficient. Equating the two chemical potentials (Eqs. (3.1) and (3.2)) results in:

µ
AqP
0 (T,P)−µ

NaqP
0 (T,P)

RT
= ln

(
a

Pφy

)
= ln

(
K0) (3.4)

Given that the equilibrium constant (K0 = Nw/KH) can be defined by Henry’s constant (KH)
and the number of moles per kilogram of water (Nw = 55.508), it is possible to re-express
Eq. (3.4) as:

Nw
KH

=
a

Pφy
(3.5)

Assuming that the solubility of gas species in the AqP is small, a in Eq. (3.5) can be defined
by a = Nwγx, where γ and x indicate the activity coefficient and mole fraction of components
in the AqP [19]. Hence, the new form of Eq. (3.5) for each gas is [20, 21]:

(Pφiyi)NaqP = (KHiγixi)AqP (3.6)
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Similar to Battistelli and Marcolini [40], the binary interaction between different dissolved
gases in the AqP is disregarded, which allows for the non-iterative calculation of activity
coefficients.The procedure of calculating Ki =

yi
xi

, φi, KHi, and γi in Eq. (3.6) are explained in
the following.

• Equilibrium constant (Ki =
yi
xi

)

While the equilibrium constants of CO2, CH4, N2, and H2S can be calculated by Eq. (3.6), the
more straightforward and accurate approach of Spycher et al. [47] is chosen for computing
the water equilibrium constant:

KH2O =
fH2O(g)
aH2O(I)

= K0
H2O (T,P0)exp

[
(P−P0)VH2O

RT

]
(3.7)

Where VH2O represents the average partial molar volume of the water in the AqP (18.1)
and P0 is the reference pressure (1 bar). K0

H2O (T,P0), the equilibrium constant of water at
reference pressure is obtained by:

log
(
K0

H2O
)
=−2.209+3.097×10−2

θ −1.098×10−4
θ

2 +2.048×10−7
θ

3 (3.8)

Where θ is the temperature in °C. Combining Eqs. (3.3) and (3.7) results in:

yH2O =
K0

H2OaH2O

φH2O
exp
[
(P−P0)VH2O

RT

]
(3.9)

Because of the low solubility of gases, water activity can be approximated by its mole fraction
in the AqP. Consequently, the equation for the equilibrium state of H2O in the two-phase
system can be written as:

K0
H2O exp

[
(P−P0)VH2O

RT

]
xH2O = φH2OPyH2O (3.10)

• Fugacity coefficient (φi)

Calculating the fugacity coefficient of gas components as a function of compressibility
necessitates solving the classical cubic EOS of Peng-Robinson:

Z3 − (1−B)Z2 +
(
A−2B−3B2)Z −

(
AB−B2 −B3)= 0 (3.11)
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Parameters A and B are functions of temperature and pressure:

A =
a(T )P
(RT )2 (3.12)

B =
bP
RT

(3.13)

In which

a(T ) = 0.45724
R2T 2

c
Pc

α(T ) (3.14)

b = 0.07780
RTc

Pc
(3.15)

α(T ) =
[

1+
(
0.37646+1.4522ω −0.26992ω

2)(1−
√

T
Tc

)]2

(3.16)

In the above equations, ω , Pc, and Tc stand for acentric factor, critical pressure, and critical
temperature, respectively. For a gas mixture, the parameters of a and b can be calculated by
the following mixing rules:

a = ∑
i

∑
j

yiy jai j, ai j =
√

aia j
(
1− ki j

)
, b = ∑

i
biyi (3.17)

It is noteworthy that in these calculations (Eq. (3.17)), the mole fraction of water in the gas
phase is neglected, which allows for the non-iterative computation of solubility in binary
systems (e.g., brine-CO2, brine-CH4). However, to accurately determine the compressibility
factor, the interaction coefficient (ki j) between water and other gases are modified [52]. The
other interaction coefficients are taken from the study conducted by Li and Yan [60]. Finally,
the fugacity coefficient can be determined by:

ln(φi) =
Bi

B
(Z −1)− ln(Z −B)+

A
2.828B

[
Bi

B
−

2∑ j y jai j

a

]
ln
[

Z +2.414B
Z −0.414B

]
(3.18)

• Henry’s constant (Kh)

Henry’s constant and activity coefficient are the remaining unknowns on the right-hand side
of Eq. (3.6). The virial-type equation established by Akinfiev and Diamond [20] can be used
for calculating thermodynamic properties of the AqP species at infinite dilution. This model
gives Henry’s constant by:

ln(Kh) = (1−η) ln
(

f 0
H2O
)
+η ln

(
RT
Mw

ρ
0
H2O

)
+2ρ

0
H2O∆B (3.19)
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Where

∆B = τ +ΓP+β

√
103

T
(3.20)

For more information about the calculation procedure of fugacity and density of pure water,
f 0
H2O and ρ0

H2O, as well as adjustable parameters of η , τ , Γ, and β refer to Fine and Millero
[61] and Ziabakhsh-Ganji and Kooi [52].

• Activity coefficient (γi)

The reduction of the activity coefficient, caused by the interaction between solutes in the
brine, is determined by a virial expansion of Gibbs excess energy. This expansion is derived
using the Pitzer model [62]:

ln(γi) = ∑
C

2mCλi−C +∑
A

2mAλi−A +∑
C

∑
A

mAmCζi−A−C (3.21)

Where i refers to the dissolved gases of CH4, CO2, N2, and H2S. The calculated activity
factors will be used for computing the equilibrium constants Eq. (3.6). mC and mA in
Eq. (3.21) denote cations and anions molality in the AqP. The second (λ ) and third-order (ζ )
interaction parameters are calculated by:

Par(T,P) = c1+c2T +
c3

T
+c4P+

c5

P
+c6

P
T
+c7

T
P2 +

c8P
630−T

+c9T ln(P)+c10
P
T 2 (3.22)

In Eq. (3.22), Par(T,P) can be either λ or ζ . Following Duan and Sun [42] and Ziabakhsh-
Ganji and Kooi [52], we assumed that (λi−A = 0,λi−C = λi−Na, and ζi−A−C = ζi−Na−Cl). For
the other constant factors and the procedure of calculating the molality of the ions, refer to
Ziabakhsh-Ganji and Kooi [52]. As an example, in a system of sodium (Na), calcium (Ca),
potassium (K), and magnesium (Mg) salts, the activity coefficient is given by:

ln(γi) = 2λi−Na (mNa +2mCa +mK +2mMg)+ζi−Na−ClmCl (mNa +mK +mMg +mCa)

(3.23)
• H2O-CO2 binary mixture

Since the fugacity of a gas component in a binary gas-brine system does not depend on the
composition, its solubility in the AqP can be non-iteratively determined. For a binary mixture
of H2O-CO2, the mole fraction of water in the NaqP and the CO2 solubility in AqP can be
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calculated by the following equations:

yH2O =

(
1− PφCO2

KHH2OγCO2

)
((

1/
K0

H2O
φH2OP exp

[
(P−P0)VH2O

RT

])
− PφCO2

KHH2OCO

) (3.24)

xCO2 =
PφCO2

KHH2OγCO2

1−

(
1− PφCO2

KHH2O γCO2

)
((

1/
K0

H2O
φH2OP exp

[
(P−P0)VH2O

RT

])
− PφCO2

KHH2O γCO2

)
 (3.25)

Eqs. (3.24) and (3.25) are provided by combining Eqs. (3.6) and (3.10) and following the
rule:

∑
i=CO2,H2O

xi = 1, ∑
i=CO2,H2O

yi = 1 (3.26)

• Flash calculation and general iterative algorithm

Nevertheless, vapor-liquid flash calculations are required to compute the gas mixture mutual
solubility. In this case, the total pressure, temperature, and mole fraction of each component
in the two-phase mixture (zi) are received as inputs. Then, the Rachford–Rice equation is
implemented to calculate the mole fraction of NaqP (nv):

N

∑
i=1

Zi (Ki −1)
1+(Ki −1)nv = 0 (3.27)

Where Ki is defined as:

Ki =
yi

xi
, i = H2O,CO2,CH4,N2,H2S (3.28)

Using the formerly derived equations (Eqs. (3.6) and (3.10)), the k-value of water and other
components can be alternatively calculated by:

KH2O =
K0

H2O

PφH2O
exp
[
(P−P0)VH2O

RT

]
(3.29)

Ki =
KHiγi

Pφi
, i = CO2,CH4,N2,H2S (3.30)
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With the known values of Zi, Ki, and nv, it is now possible to compute the composition of
each phase:

xi =
Zi

1+(Ki −1)nv , yi =
ZiKi

1+(Ki −1)nv (3.31)

Using pressure, temperature, and two-phase composition as inputs makes this F-A
algorithm an unattractive option to be included in the numerical simulation of two-phase
multicomponent flows. Indeed, most of the conducted studies on modeling of two-phase
flows in reservoirs solve the partial differential equations of continuity, momentum, and
energy to calculate the main variables of pressure, enthalpy, and velocity. Therefore, the
fluid temperature cannot be provided as input to the F-A model. As shown in Fig. 3.1, using
enthalpy instead of temperature as an input multiplies the required iteration for calculating
solubility. This iterative F-A algorithm is highly precise in predicting the mutual solubilities
of gas mixtures in brine. Therefore, it is suitable for producing a large dataset to train a new
ML-based equation of state that can perform this calculation without the need for iteration.
Gene expression programming is the artificial intelligence technique employed by this study
to develop the new EOS. This method is elaborately introduced in the next section.

Fig. 3.1 Flow chart for the conventional iterative calculation of temperature and equilibrium
constants as functions of pressure, enthalpy, and two-phase fluid composition.

3.2.2 Gene expression programming

The GEP method is known as an extension of genetic programming (GP). Ferriera [63]
introduced this evolutionary AI technique to improve the older GP approach performance
and overcome some of its constraints, such as the poor exploration of the research area, the
limited regression strategies, and the low convergence rate. This method is chosen for the
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development of the equation of state as it is capable of generating high-preciseness explicit
formulas for the non-iterative prediction of target outputs. The new formulation can be
easily implemented in other codes and software systems, eliminating the need for iteration in
conventional F-A and F-F algorithms.

The operators employed by the GEP method are all inspired by the biological evolution in
nature. They range from fundamental genetic operators (e.g., mutation, crossover, selection)
to some advanced operators like transposition, insertion, and recombination. Each GEP model
uses the three primary components of chromosomes, genes, and expression trees (ET) in the
optimization process. Chromosomes are composed of one or several genes. They possess
a fixed length and mimic candidate solutions within the code. Genes themselves consist
of terminals (tails) which can be either some variables (e.g., pressure and temperature) or
functions (heads) such as (+, −, /, ×, tan, log). The expression trees also represent the real
candidate expressions. A general GEP framework is established by setting control parameters
like population size, gene length, and mutation rate and then creating an initial population
set of random potential solutions encoded as chromosomes. Each individual chromosome is
assessed by a fitness function, and the fittest (best) solutions are selected for reproduction in
the new population. The genetic operators are subsequently applied to the chosen individuals
to generate new offspring. As shown in Fig. 3.2, the processes of selection, replication,
mutation, inversion, transposition, and recombination are reiterated until a stopping criterion
is fulfilled. This study utilized GeneXproTools v5.0, a gene expression algorithm software,
to generate precise formulas that correlate input and output parameters. For more details
about the implementation process alongside with code examples, refer to Ferriera [63] and
Gao et al. [64].

3.3 Results and discussion

Although not favoring fast computation of fluid properties, the iterative algorithm of the
F-A model shows high accuracy in the reproduction of experimental data [52]. Herein, we
use this thermodynamic scheme can be used for generating numerous reliable solubility
data, which is required for training the GEP model. In the next step, the GEP functions can
entirely replace the time-consuming iterative F-A algorithm or at least decrease the number
of iterations for determining each phase composition. This study introduces two sets of
GEP functions to calculate fluid temperature and equilibrium constants. The presented GEP
equations can predict the fluid temperature as a function of pressure, enthalpy, and two-
phase composition. Nevertheless, even using these functions, the algorithm is still iterative
as computing equilibrium constant as a function of temperature requires some iterations.
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Fig. 3.2 The flowchart of gene expression algorithm. Pressure, enthalpy, and two-phase
fluid composition are assumed inputs, while the R-squared in calculating temperature and
equilibrium constants is considered as a fitness function.



38 DEVELOPMENT OF EQUATION OF STATE

Therefore, a new set of straightforward GEP functions are developed to directly calculate the
equilibrium constants as functions of pressure, temperature, and two-phase composition and
bypass the iterations. The following section discusses the precision and computational speed
of the new GEP-based EOS.

The predicted temperatures derived from the GEP are compared to those calculated by
the iterative F-A algorithm for 1,000,000 arbitrary sets of [pressure, enthalpy, two-phase
composition]. The same comparison is conducted for the equilibrium constant values, with
the difference that the inputs were [pressure, temperature, two-phase composition]. The
range of input values is mentioned in Table 3.1. The accuracy of suggested GEP equations in
predicting target values is elaborately discussed in the next sections.

Table 3.1 Range of input parameters for training GEP functions (mf stands for mole fraction
in two-phase mixture)

Variable Min Max
Pressure (MPa) 1 50
Enthalpy (MJ Kg−1 K−1) -13 114
mf (H2O) 0.5 0.93
mf (CH4) 0 0.27
mf (CO2) 0 0.26
mf (N2) 0 0.32
mf (H2S) 0 0.28
mf (NaCl) 0 0.027
mf (KCl) 0 0.026
mf (CaCl2) 0 0.025
mf (MgCl2) 0 0.026

3.3.1 Comparing fast GEP-based EOS to iterative method

• Temperature

In our approach, 10,000 data sets are used for training the GEP equations with the settings
addressed in Table 3.2. Then, the precision of developed equations in predicting 1,000,000
other data points (i.e., validation cases) is meticulously evaluated. The GEP method shows
a better performance in predicting fluid temperature when it is normalized by enthalpy.
Therefore, the presented GEP function is trained to calculate the value of temperature/enthalpy
(displayed as T/H in Fig. 3.3). Since fluid enthalpy is assumed to be a known input, it is easy
to subsequently compute the fluid temperature (T = T/H × H). The strong nonlinear behavior
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of T/H as a function of pressure does not allow for developing a single high-preciseness
equation for predicting temperature over the whole range of 1 MPa<P< 50 MPa. Therefore,
two GEP equations are suggested for calculating temperature in the pressure ranges of
1 MPa < P ≤ 10 MPa and 10 MPa < P < 50 MPa. Fig. 3.3 shows the R-squared and relative
error of these two equations in computing the temperature of validation cases (the 1,000,000
data sets). Both equations can predict the fluid temperature with the R-squared of ≈ 0.998
and the median relative error of less than 0.6 %, which indicates their reliability for accurate
computation of fluid temperature.

Table 3.2 GEP settings for the calculation of Temperature

Number of chromosomes 30 Head size 10
Linking function / Fitness function R2
IS Transposition 0.00546 RIS Transposition 0.00546
One-point Recombination 0.00277 Two-point Recombination 0.00277
Constants per gene 10 Range of constants -10 to +10
Number of genes 4 Mutation 0.00138
Inversion 0.00546 Gene Transposition 0.00277

Fig. 3.3 The R-squared and relative error of the GEP equation in the calculation of fluid
temperature when (a-b) pressure > 10 MPa and (c-d) pressure <10 MPa
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Even this small error may be unacceptable in some applications. In this case, the proposed
GEP equations can be used as an initial guess for temperature in the F-A algorithm shown in
Fig. 3.1. It is guaranteed that, after the first iteration, the error will be almost zero (Fig. 3.4).

Fig. 3.4 Accuracy of calculated temperatures after the first iteration when the GEP equation
is used as the initial guess in the Fugacity-activity algorithm (Fig. 3.1).

For ease of implementation, the GEP functions are provided as simple C++ codes in
Appendix A.

• Equilibrium constants

The new GEP equations for calculating equilibrium constants are developed with the settings
mentioned in Table 3.3. The extremely nonlinear behavior and broader value range of
the equilibrium constant (0.1 - 10000) compared to the temperature domain (10 - 100 °C)
impose an enormous hurdle for developing high-preciseness functions. Nevertheless, the
herein introduced GEP equations by this study can compute the equilibrium constants of the
1,000,000 (validation) data set with a median relative error of ≈ 6% (Fig. 3.5 and Table 3.4).
Using these equations as an initial guess for solving the Rachford-Rice equation (Fig. 3.1)
is highly recommended as it results in a median relative error of only ≈ 1% after the first
iteration.

The F-A algorithm typically needs nine iterations for the simultaneous calculation of
fluid temperature and equilibrium constants as functions of enthalpy, pressure, and two-phase
composition. However, using the developed GEP functions as initial guesses for temperature
and equilibrium constant can yield accurate results in only one iteration. This leads to an 89%
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Table 3.3 settings for the calculation of equilibrium constant

Number of chromosomes 30 Head size 10
Linking function / Fitness function R2
IS Transposition 0.00546 RIS Transposition 0.00546
One-point Recombination 0.00277 Two-point Recombination 0.00277
Constants per gene 10 Range of constants -10 to +10
Number of genes 8 Mutation 0.00138
Inversion 0.00546 Gene Transposition 0.00277

Fig. 3.5 The relative error in calculating the equilibrium constant of a) Methane b) Carbon
dioxide c) Nitrogen d) Hydrogen sulfide. The orange columns display the outcomes obtained
from the F-A model after the first iteration, using GEP equations as the initial guess.

Table 3.4 The median relative error of GEP equations in computing equilibrium constants

Component
Relative error (%)

GEP equation After first iteration

CH4 6.2 0.8
CO2 5.6 1.4
N2 6.1 0.5

H2S 10 1.1

reduction (8/9 × 100) in the number of iterations, which now makes GenEOS an exciting
option to be included in the fast simulation of two-phase multicomponent flows.
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3.3.2 GenEOS calculation scheme for fluid properties

After having determined temperature and phase composition by the non-iterative GEP
algorithm, it is also possible to calculate the thermophysical properties of these fluids. This
section presents the GEP scheme for calculating fluid properties, with three main objectives:
1) to enhance the transparency of GenEOS as an EOS, 2) to demonstrate its accuracy through
validation against international standards, experimental data, and numerical methods, and 3)
to show that its capabilities are beyond computing gas solubility in brine.

• Enthalpy

◦ Liquid phase

For the pressure range of (1 MPa < P < 50 MPa) and temperature domain of (10 ◦C < T <

100 ◦C), the enthalpy of pure liquid water can be calculated by:

HAq
H2O(T,P+∆P)−HSL

H2O(T,P) =V [1− εT ]∆P (3.32)

In which HSL
H2O, V , and ε represent the enthalpy of saturated liquid (reference condition),

specific volume, and thermal expansion coefficient, respectively. These parameters are
defined as:

HSL
H2O(T,P) = d1 +d2T +d3T 2 +d4T 3 +d5T 4 +d6T 5 (3.33)

V =
V 0 −V 0P

B+A1P+A2P2 (3.34)

ε = r1 + r2T + r3T 1.5 + r4T 2 (3.35)

More details about the constant factors of d1 −d6, r1 − r4, and the equations for computing
V 0,A1,A2, and B can be found in Fine and Millero [61] and Popiel and Wojtkowiak [65].

The enthalpy of Water+NaCl solution is computed through a model developed by Driesner
[66].

Hsolution (T,P,XNaCl) = HAq
H2O (T ∗

h ,P) (3.36)

This simple model declares that the enthalpy of brine mixture (Hsolution) at a specific pressure,
temperature, and salinity equals pure water enthalpy at another temperature (T ∗

h ), calculated
by:

T ∗
h = q1 +q2T (3.37)

Where q1 and q2 are functions of pressure and temperature [66]. Calculation of enthalpy of a
brine mixture containing other salts (i.e., KCl, CaCl2, MgCl2) is conducted using a model
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developed by Nusiaputra [67]:

Hsolution (P,T ) = wAq
H2OHAq

H2O +∑
Ni

wAq
i

Mi
hϕ

i (3.38)

Where w, M, and hφ

i stand for mass fraction, molar mass, and apparent molar enthalpy,
respectively.

hϕ

i = g01+g02bi +g03(θ +273.15)+g04(θ +273.15)2 +
(
bc1

i

+ c2)

(
c3(θ +273.15)− c4 ln

(
1− θ +273.15

c5

)) (3.39)

b in Eq. (3.39) denotes salt molality in the liquid phase. For other constants, refer to
Nusiaputra [67]. The enthalpy of the dissolved gases in the AqP can be expressed by the
summation of gas enthalpy at the corresponding total pressure (h j) and dissolution enthalpy
(hϕ

sol, j). Therefore, the AqP enthalpy after gas dissolution (H ′
solution) is governed by [67]:

H ′
solution (P,T ) = Hsolution (P,T )+∑

N j

wAq
j

(
h j +

hϕ

sol, j

M j

)
(3.40)

Where M j represents gas molar mass. The dissolution enthalpy (i.e., the enthalpy change
associated with the dissolution of gas in water at constant pressure resulting in infinite
dilution) can be computed by using the first derivative of the standard chemical potential(

∂

∂T

(
µ

1(0)
j /RT

))
. Following Pitzer et al. [62], the standard chemical potential can be

calculated by:

µ
1(0)
j

RT
= s1 + s2T + s3/T + s4T 2 + s5/(630−T )+ s6P+ s7P ln(T )+ s8P/T

+s9P/(630−T )+ s10P2/(630−T )2 + s11T ln(P)

(3.41)

The constant parameters of s1 − s11 can be found in studies conducted by Duan et al.
[42, 50, 51, 55].

◦ Gas phase

The classic Peng-Robinson EOS is employed for computing gas enthalpy [68]:

HNaq −HNaq
0 = RT (Z −1)+

(
a−T

( da
dT

)
2
√

2b

)
ln
(

Z −0.414B
Z +2.414B

)
(3.42)
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Where HNaq
0 represents ideal gas enthalpy. For a gas mixture, the term of (da/dT ) is

calculated by:

da
dT

=
1
2 ∑

i
∑

j
wiw j

(
1−Ki j

)√(
aia j

)[ 1
ai

dai

dT
+

1
a j

da j

dT

]
(3.43)

Where
da(T )

dT
=−ka(Tc)

√
a(T )
T TC

(3.44)

The PR EOS cannot describe the behavior of non-boiling water in NaqP. As reported by
Pan et al. [69], the small water content of the NaqP behaves like a mixture of "vapor-like"
and "liquid-like" components. The gas phase pressure increment plays an essential role in
deviating its properties from "vapor-like" to "liquid-like". The proposed equation by Pan et
al. [69] for computing water enthalpy is:

hH2O = (1−XL)usv +XLusl +
PH2O

ρH2O
(3.45)

Where

Xv = 1−XL =

1 if PH2O ≤ Psat

Psat
PH2O

if PH2O > Psat
(3.46)

PH2O = yH2OP (3.47)

Psat = PC exp
{[

Tc

273.15+θ

](
a1 +a2Y 1.5 +a3Y 3 +a4Y 3.5 +a5Y 4 +a6Y 7.5

)}
(3.48)

In Eq. (3.45), usv and usl denote the specific enthalpies of water vapor and liquid water,
respectively. The constant factors of a1 −a6 for a binary mixture of H2O-CO2 are addressed
in the reference paper. In this case, the enthalpy of NaqP can be computed by:

HNaq = yH2OhH2O +(1− yH2O)hCO2 +wH2O

(
P

ρNaq −
PH2O

ρH2O

)
(3.49)

The procedure of calculating water/NaqP density will be elaborately discussed later.

◦ Two-phase mixture
The mass-average two-phase enthalpy (H) is calculated through [67]:

H = wAqH ′
solution +wNaqHNaq (3.50)
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The calculated enthalpies by GenEOS are validated against accurate numerical studies,
experimental data, and international standards like IAPWS [70] and NIST [71]. Some
validation cases are addressed in Fig. 3.6.

Fig. 3.6 Calculation and validation of enthalpy of a) single gas [CH4, P = 10 MPa] b) pure
liquid water and brine [P = 10 MPa, mole fraction of NaCl = 0.1]. The red line is solely
included to illustrate the behavior of brine enthalpy. c) non-boiling water in NaqP (T = 70 ◦C)

• Density

◦ Liquid phase

Al Ghafri et al. [3] performed a series of experiments with a vibrating-tube densimeter to
measure the density of brine containing various salts (i.e., MgCl2, CaCl2, KI, NaCl, KCl, and
AlCl3). Their proposed correlations for calculating density are very accurate for pressures
up to 68.5 MPa, temperature range of (10 °C to 200 °C), and salt molality of (b < 5). This
model is implemented in GenEOS and expresses the brine density as:

ρ(T,P,b) = ρref (T,b)
{

1−C(b) ln
[

B(T,b)+P
B(T,b)+Pref (T )

]}−1

(3.51)
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Where

ρref (T,b)−ρ0(T ) =
i=3

∑
i=1

αi0b
i+1

2 +
i=3

∑
i=1

j=3

∑
j=1

αi jb
i+1

2 (T/Tc)
j+1
2 (3.52)

C(b) = γ0 + γ1b+ γ2b3/2 (3.53)

B(T,b) =
i=1

∑
i=0

j=3

∑
j=0

βi jbi (T/Tc)
j (3.54)

ln
(

Pre f (T )
Pc

)
= (Tc/T )

(
σ1ϕ +σ2ϕ

1.5 +σ3ϕ
3 +σ4ϕ

3.5 +σ5ϕ
4 +σ6ϕ

7.5
)

(3.55)

In Eq. (3.55), (Tc = 647.10 K) and (Pc = 22.064 MPa) stand for critical temperature and
pressure of pure water. ϕ is defined by (ϕ = 1−T/Tc ) and ρ0, the density of saturated liquid
water, is given by the auxiliary equation of Wagner and Kretzschmar [70]:

ρ0(T )/ρc = 1+n1ϕ
1/3 +n2ϕ

2/3 +n3ϕ
5/3 +n4ϕ

16/3 +n5ϕ
43/3 +n6ϕ

110/3 (3.56)

In which (ρc = 322 kg m−3) denotes the critical density of water. The density of a brine
mixture containing various salts can be computed by:

ρsolution (T,P,b) =

[
∑

i
xi (1+bMi)

]
×

[
∑

i

xi (1+bMi)

ρi(T,P,b)

]−1

(3.57)

Here, xi and Mi represent the mole fraction of electrolyte i in the mixed salt and the molar
mass of salt i. ρi is the density of the single electrolyte solution at the pressure, temperature,
and molality of the mixed electrolyte solution. For the constant factors used in Eqs. (3.51) to
(3.57) refer to Al Ghafri et al. [3].

Laliberte’ [4] and Francke et al. [54] introduced a mixing rule that converts the apparent
molar volume into AqP density. Using this model, brine density after gas dissolution
(ρ ′

solution) can be written as:

ρ
′
solution (T,P,b) =

((
1−∑

j
wAq

j

)
ρsolution (T,P,b)+∑

j

wAq
j

M j
V ϕ

j

)−1

(3.58)

Where the apparent molar volume of dissolved gases is computed by [67]:

V ϕ

j = g1 f1 + f2 (3.59)



3.3 Results and discussion 47

g1 =
4

∑
n=1

c0nT (n−1) (3.60)

f1(T ) = (1+ exp((T −Tps)/(c1Tps)))
−1 (3.61)

f2(T ) = c21 exp
(
c22 ·

∣∣(T −Tps)/Tps
∣∣c23
)

(3.62)

In Eqs. (3.61) and (3.62), Tps denotes the pseudocritical temperature of 395 °C. The gas-
dependent constants used in Eqs. (3.58) to (3.62) are addressed in the study conducted by
Nusiaputra [67].

◦ Gas phase

The density of a gas mixture is given as:

ρ =
MWg

vg + cm
(3.63)

Where
vg =

ZgRT
P

(3.64)

In these equations, Zg is the compressibility factor computed by the PR EOS, vg represents
molar volume, and MWg denotes the molecular weight of the gas phase. cm, the gas-
dependent volume shift factor, is introduced by Shabani and Vilcáez [72] to increase the
accuracy of these equations in calculating gas density.

As mentioned before, the PR EOS cannot be used for determining non-boiling water
density in the NaqP. The suggested empirical equation by Pan et al. [69] for computing water
density is:

ρH2O(P,T ) = ρv(P,T )+(1−Xv)
1.8

ρl(P,T ) (3.65)

In which vapor density (ρv) is given by:

ρv(P,T ) =


P

PH2O
ρsv (PH2O,T ) if PH2O ≤ Psat

P
PH2O

ρsv (Psat ,T ) if PH2O > Psat
(3.66)

In Eq. (3.66), ρsv represents the vapor density. For a binary mixture of H2O-CO2 the density
of NaqP is written as [69]:

ρ
Naq = yH2OρH2O +(1− yH2O)ρCO2 (3.67)

◦ Two-phase mixture
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The mass-average two-phase density (ρ) is calculated through:

ρ = wAq
ρ
′
solution +wNaq

ρ
Naq (3.68)

Some validated/calculated densities by GenEOS are shown in Fig. 3.7.

• Viscosity

Fig. 3.7 Calculation and validation of density of a) single gas [CO2, P = 10 MPa] b) H2O-
CaCl2 solution [b = 1 mol Kg−1], experimental data are taken from Al Ghafri et al. [3] c)
non-boiling water in NaqP [T = 70 ◦C] d) CO2-saturated water [T = 70 ◦C]

◦ Liquid phase

Laliberte’ [4] introduced an experimental correlation for computing brine viscosity:

η
Aq = η

ww
w ∏η

wi
i (3.69)

In Eq. (3.69), ηw and ηi are water and salt viscosities, respectively. These properties are
defined by:

ηw/mPa · s = T/◦C+246
(0.05594T/◦C+5.2842)T/◦C+137.37

(3.70)
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ηi/mPa · s = e

(
v1(1−ww)v2+v3

v4(T/
◦C)+1

)
v5 (1−ww)

v6 +1
(3.71)

Where v1 − v6 are salt-dependent constants. The average relative error of Eq. (3.69) in
predicting an experimental viscosity database with 1700 points is reported to be 2.7 % [4].

◦ Gas phase

To the best of our knowledge, there is no single high-preciseness equation for calculating the
viscosities of all the gases included in GenEOS (i.e., CO2, CH4, N2, and H2S). Therefore,
various models are employed for computing gas viscosities. Subsequently, a mixing rule is
used to compute gas mixture viscosity.

- Carbon dioxide

Fenghour and Wakeham [73] proposed an empirical equation for computing CO2 viscosity,
which is valid for pressures up to 300 MPa and temperatures below 1000 K. according to
this model, CO2 viscosity is decomposed into three separate terms:

η(ρ,T ) = η0(T )+∆η(ρ,T )+∆ηc(ρ,T ) (3.72)

Where η0,∆η , and ∆ηc stand for viscosity in the zero-density limit, the viscosity increase
at elevated density over the dilute gas value, and the viscosity alteration in the immediate
vicinity of the critical point. The term η0 is given by:

η0(T ) =
1.00697T 1/2

ρ∗
η (T ∗)

(3.73)

In which

ln
(
ρ
∗
η (T

∗)
)
=

4

∑
i=0

ai (ln(T ∗))i (3.74)

T ∗ = kT/ε (3.75)

The energy scaling parameter (ε/k) in Eq. (3.75) is 251.196 K. The term (∆η) is Eq. (3.72)
is defined as a function of density (ρ):

∆η(ρ,T ) = d11ρ +d21ρ
2 +

d64ρ6

T ∗3 +d81ρ
8 +

d82ρ8

T ∗ (3.76)

The ratio of ∆ηc(ρ,T )/η(ρ,T ) may be greater than 0.01 only within 1% (≈5 K) of the
critical temperature. For more information about the calculation of ∆ηc as well as the constant
parameters in Eqs. (3.72) to (3.76) refer to Vesovic et al. [74] and Fenghour and Wakeham
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[73].

- Methane

The viscosity of methane is calculated using a simple empirical equation suggested by
Tadashi et al. [75]:

η =
4

∑
i=0

B0iT i +P
2

∑
i=0

B1iT i +P2
3

∑
i=0

B2iT i +P3
3

∑
i=0

B3iT i +P4
2

∑
i=0

B4iT i (3.77)

- Nitrogen

Stephan and Krauss [76] developed a model that splits the viscosity of Nitrogen into two
contributions of zero-density limit (dilute-gas function, η0) and residual part (excess function,
∆ηR):

η(ρ,T ) = η0(T )+∆ηR(ρ) (3.78)

η0 in Eq. (3.78) is expressed as:

η0(T ) = 5/16 [MkT/(πNA)]
0.5 /

[
σ

2
Ω(T ∗)

]
(3.79)

Here M, k, and NA denote molecular weight, Boltzmann’s constant, and Avogadro’s number,
respectively. The constant parameters of π and σ are assumed to be 3.14159 and 0.36502496
nm. Furthermore, the function Ω(T ∗) is written as:

ln(Ω(T ∗)) =
4

∑
i=0

Ai (ln(T ∗))i (3.80)

In which T ∗ is the normalized temperature (Eq. (3.75)) by the energy scaling parameter of
(ε/k = 100.01654 K). The residual part of viscosity (∆ηR) in Eq. (3.78) is given by:

∆ηR(ρ)

ηc
=

C1

(χ −C2)
+

C1

C2
+

5

∑
i=3

Ciχ
i−2 (3.81)

Where ηc represents the critical viscosity of Nitrogen, and χ stands for normalized density
(χ = ρ/(ρc = 314.0 kg m−3). For all the constant parameters used in Eq. (3.78) to (3.81),
refer to Stephan and Krauss [76].

- Hydrogen sulfide

An empirical correlation proposed by Giri et al. [77] is employed by GenEOS for computing
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H2S viscosity:

η

µPas
= a0 +a1

(
T
K

)
exp
[(

a2 +
a3

(T/K)
+

a4

(T/K)2

)
·
(

ρ(T,P)
(kgm−3)

)]
(3.82)

This model is valid for pressures up to 100 MPa and temperatures below 483 K.

◦ Gas mixture

A mixing rule developed by Wilke [78] is used for computing the gas mixture viscosity:

η
Naq =

n

∑
i=1

ηi

1+ 1
xi

∑
j=n
j=1
j ̸=i

x jφi j
(3.83)

where φi j is defined as:

φi j =

[
1+
(
ηi/η j

)1/2 (M j/Mi
)1/4

]2

(4/
√

2)
[
1+
(
Mi/M j

)]1/2 (3.84)

M in Eq. (3.84) denotes the molecular weight of each component.

◦ Two-phase mixture

The mass-average two-phase viscosity (ρ) is written as:

η = wAq
η

Aq +wNaq
η

Naq (3.85)

Fig. 3.8 depicts some validated/calculated viscosities by GenEOS.

• Thermal conductivity

◦ Liquid phase

The following equation can be used for calculating the thermal conductivity of multicompo-
nent electrolyte solutions [79]:

λ
Aq = λ0

(
1+

k

∑
i=1

βici

)
(3.86)

Where β , c, and k denote the gas-dependent constant, mass content of electrolyte in the
solution, and the number of components, respectively. λ0, the thermal conductivity of pure
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Fig. 3.8 Calculation and validation of viscosity of a) binary H2O-CaCl2 brine [b =
1 mol Kg−1], the experimental data are taken from Laliberte’ [4] b) single gas (CO2)

water, is written as:

λ0 = 10−3
(

L0 +L1Ψ+L2Ψ
1.5 +L3Ψ

2.5 +L4Ψ
3
)

(3.87)

Eq. (3.87) is valid for the temperature range of (0 °C < T < 135 °C), and Ψ is given by
(Ψ = 0.01×T (°C)).

◦ Gas phase

The thermal conductivity of each gas is described by a specific model, and subsequently, a
mixing rule is implemented for computing the gas mixture thermal conductivity.

- Carbon dioxide

Amooey [80] developed a model that computes the CO2 thermal conductivity as a function
of density and temperature:

λ =
A1 +A2ρ +A3ρ2 +A4ρ3T 3 +A5ρ4 +A6T +A7T 2

√
T

(3.88)

The constant factors of A1 − A7 are calibrated to cover the thermal conductivity in the
temperature range of (290 K < T < 800 K) and densities below 1200 Kg m−3.

- Methane

Prasad et al. [81] proposed a correlation for calculating CH4 thermal conductivity, which is
valid for the temperature range of (120 K < T < 400 K) and pressure domain of (2 MPa <
P < 70 MPa). According to this model, the total thermal conductivity is composed of two
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primary terms:
λ = λ1 +∆λe (3.89)

In which λ1, the thermal conductivity at low pressures, is calculated by:

λ1 =
√

Tr/
n

∑
k=0

(
ak/T k

r

)
(3.90)

And the excess value of thermal conductivity in high-density regions (∆λe) is given by:

∆λe =
m

∑
i=0

n

∑
j=0

bi jT i
r ρ

j
r (3.91)

In Eqs. (3.90) and (3.91), Tr and ρr are temperature and density, normalized by the critical
value of the corresponding property. For the constant factors of ak and bi j refer to the
reference paper.

- Nitrogen

Lemmon and Jacobsen [82] proposed a model for computing the Nitrogen thermal conduc-
tivity as a function of temperature and density:

λ = λ0(T )+λr(τ,δ )+λc(τ,δ ) (3.92)

Where τ = Tc/T and δ = ρ/ρc . The dilute gas thermal conductivity (λ0) can be computed
by:

λ0(T ) = N1

[
η0(T )

1µPa · s

]
+N2τ

t2 +N3τ
t3 (3.93)

In which η0 represents the dilute gas viscosity, described by:

η0(T ) =
0.0266958

√
MT

σ2Ω(T ∗)
(3.94)

In Eq. (3.94), σ stand for the Lennard-Jones size parameter (0.3656 nm), and Ω is the
collision integral given by Eq. (3.80). The energy scaling parameter of Nitrogen is (ε/k =
98.94 K). The residual contribution to the thermal conductivity (λr) is expressed as:

λr(τ,δ ) =
n

∑
i=4

Niτ
tiδ di exp

(
−γiδ

li
)

(3.95)

Where γi is zero when li is zero and one when li is not zero. For all the coefficients of Ni, ti,
di, li, and the calculation procedure of λc refer to the reference paper.
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◦ Gas mixture

The thermal conductivity of a gas mixture can be computed by [83]:

λ
Naq = ∑

yiλi

∑yiAi j
(3.96)

Where the interaction parameter (Ai j) is defined by:

Ai j =

(
MWj

MWi

)0.5

(3.97)

◦ Two-phase mixture

The mass-average two-phase thermal conductivity (λ ) is calculated through:

λ = wAq
λ

Aq +wNaq
λ

Naq (3.98)

Some validated/calculated thermal conductivities by GenEOS are exhibited in Fig. 3.9.

Fig. 3.9 Calculation and validation of thermal conductivity of a) a single gas [P = 10 MPa] b)
pure water and binary H2O-CaCl2 brine (mass fraction = 20 %, P = 10 MPa), experimental
data are taken from Akhmedova-Azizova and Abdulagatov [5]

3.4 Conclusion

Determining the phase composition plays an essential role in the accurate computation of
two-phase mixtures properties. Fugacity-Fugacity and Fugacity-Activity are popular thermo-
dynamic models to quantify the impact of gas dissolution on phase composition. However,
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their iterative algorithms make them computationally expensive. GenEOS is a novel approach
to overcome the limitations of conventional Fugacity-Fugacity and Fugacity-Activity models.
Using a unique AI approach allows for the application of highly sophisticated and precise
EOS methods even on large-scale problems. The scope of applications can encompass even
the most challenging environments, such as those found in the reservoir domain, which
may involve high pressure, high temperature, and high salinity conditions. Gene expression
programming is used in this study to provide explicit equations for the prediction of target
outputs and support this fast calculation of fluid properties. Developing high-preciseness
GEP functions requires a lot of accurate data for the training process. Hence, in the first
step of this study, a large database is provided by employing a robust Fugacity-Activity
method. The generated data points are fed into established GEP models to non-iteratively
anticipate the fluid temperature and equilibrium constants as functions of enthalpy, pressure,
and two-phase composition. The introduced EOS in this study (GenEOS) uses these novel
GEP equations to quickly calculate fluid properties. GenEOS shows benefits in terms of:

→ Accuracy: The average relative error of 0.6 % in predicting fluid temperature for 1,000,000
arbitrary sets of [pressure, enthalpy, two-phase composition] indicates the high accuracy
of introduced GEP functions in calculating target outputs. This error reduces to zero after
the first iteration when the GEP function is used as an initial guess in the F-A algorithm.
Accounting for the highly-nonlinear pressure-dependent thermodynamic behavior of non-
boiling water in the NaqP phase and quantifying the impact of gas dissolution on the AqP
composition makes GenEOS very accurate in predicting fluid properties.

→ Computation speed: The F-A algorithm typically needs three iterations for calculating
equilibrium constants as functions of temperature. However, in the numerical modeling of
two-phase flows, the conservation equations are solved for computing velocity, pressure,
enthalpy, and two-phase composition. Therefore, temperature, as an input for the EOS,
should be guessed at the beginning of the algorithm. It can increase the total number of
iterations to nine. Using the proposed GEP equations as initial guesses leads to convergence
in only one iteration and considerably reduces the EOS-related computational costs.

→ Applicability: Focusing on geothermal applications, the nine primary components of
water, carbon dioxide, methane, nitrogen, hydrogen sulfide, sodium chloride, potassium
chloride, magnesium chloride, and calcium chloride are included in GenEOS. This C++ code
can work stand-alone, without coupling to any other chemical solver. Consequently, it can be
easily implemented in other modeling platforms while avoiding the complexity of calling
multiple linked codes/software. GenEOS is also provided as an object in a multi-physics
object-oriented simulation environment called MOOSE [84]. Therefore, all MOOSE-based
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applications can now benefit from this open-access UserObject. So far, GenEOS is included
in a MOOSE-based wellbore simulator called MOSKITO [85–88].

→ Transparency: GenEOS is a transparent box for computing fluid properties. All the new
GEP equations for computing fluid temperature and equilibrium constants are presented as
simple C++ codes in Appendix A. Thus, they can directly and freely be used or converted to
any other programming language. Moreover, the implemented equations for calculating other
properties and corresponding references are clearly addressed in the context of the paper.

The development of GenEOS has opened up new avenues for the accurate and efficient
computation of fluid properties in two-phase mixtures, with broad applications in various
fields. In the numerical modeling of two-phase fluid flow, GenEOS’s ability to quickly
calculate fluid properties using novel GEP equations provides a significant advantage over
traditional EOS methods, enabling more precise simulations of complex flow phenomena.
Furthermore, the application of GenEOS can extend to the forecasting of complex processes
in pipes, where the accurate prediction of fluid properties is critical for optimizing pipeline
design and operation.

Another promising area of application for GenEOS is in carbon capture and storage,
where it can be used to accurately predict the behavior of fluids under varying pressure and
temperature conditions, facilitating the design of efficient and cost-effective carbon capture
and storage systems. In the field of geothermal reservoirs, GenEOS’s ability to accurately
calculate fluid properties can aid in the prediction of reservoir behavior, improving reservoir
management and maximizing energy production.
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Chapter 4

Impact of thermosiphoning on long-term behavior of closed-loop deep
geothermal systems for sustainable energy exploitation

This chapter is published in Renewable Energy, https://doi.org/10.1016/j .renene.2022.06.014

Abstract

Circulation of working fluid in closed geothermal loops is an alternative environmentally
friendly approach to harvest subsurface energy compared to open hole geothermal doublet
systems. However, the rapid decline of production temperature, low generated thermal power,
and difficulties in deepening the system are major limitations. Herein, synthetic studies are
presented to investigate the system’s performance and improve its longevity for better use of
this clean baseload power. The investigations are conducted by implementing appropriate
equations of state to model state-of-the-art thermal and hydraulics processes in wellbores
and considering various geometrical configurations to adopt proper design strategies. They
provide insight for maximizing the generated thermal power, decreasing pumping energy,
and avoiding production temperature drawdown. The results indicate that a stable thermal
condition could be reached in which not only the temperature breakthrough is avoidable, but
also the generated thermal power and production temperature continuously enhance over the
project lifetime of one century. Analysis of the thermosiphon effect in the designed systems
revealed that even with the pressure loss of 900 kPa at surface installations, the triggered
natural flow rate is larger than 11 L/s. This thermosiphon flow rate yields the thermal power
production of 2 MW and Cumulative extracted energy of 15 PJ over the project lifetime of
100 years. Restriction of this flow rate to 5 L/s leads to an average extraction temperature of
80 °C. It is also found that a change in the subsurface temperature gradient does not affect
the optimal 2 km isolation length of the production well.
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4.1 Introduction

The possibility to continually extract heat from different geological systems (e.g., hydrother-
mal [89, 90], geo-pressurized [91], EGS systems [92], hot dry rock [93], and magma [94])
makes geothermal energy an exciting option responding to the increase of global energy
demand and mitigating harmful environmental impacts of fossil fuels [95]. However, seismic
events induced by hydraulic fracturing and excess pressure, subsurface water contamination,
uncertainties in geothermal field characterization [96], and the considerable drilling costs
are significant barriers to the spread of open geothermal systems [97–99]. Borehole heat
exchangers (BHEs) equipped with heat pumps can sustainably harvest geothermal energy
without the aforementioned hazards [100–107]. Despite the power consumption of the heat
pump, they are economically beneficial and are successfully implemented by large numbers
for single dwellings [108]. Their worldwide installed capacity has increased from 1.8 GW in
1995 to 50 GW in 2015 [109], and the total number of installed systems in Europe exceeds
1.9 million units [110]. The typical thermal power generation of BHE systems is approxi-
mately 50 W/m [111]. Moreover, retrofitting abandoned wells [112–114], as so-called “Deep
BHE” [115, 116], have recently received particular attention. The existence of 20-30 million
abandoned wells [113] promotes the global tendency to retrofit them as geothermal systems
and to produce a considerable amount of cost-effective energy by cutting the drilling cost.

Several studies have been conducted to improve the performance of BHEs by extending
the heat exchange surface. Based on these studies, the BHEs can be categorized into four
main groups: coaxial BHE [117], single U-tube BHE [118], double U-tube BHE [119], and
helical BHE [120–122]. The double U-tube BHE comprises two connected U-tubes inside
one borehole requires rather large wellbore diameters. Similarly, the coaxial BHE consists of
a small “upflow” production pipe wrapped in a larger “downflow” injection pipe, forming
an annular cross-section, which requires a relatively large wellbore diameter to maintain
suitable fluid velocities in the inner and outer pipes. Although the heat exchange area of
helical BHE is more extensive than the other BHEs, helical pipe, which is made of special
flexible materials, should be installed on a reinforced frame to strengthen its structure. In
conclusion, the helical BHE system also suffers from large overall diameter which restricts
its application in geothermal energy utilization. Furthermore, the economic viability of this
system at high temperatures is a controversial issue since this thermal condition can deform
its structure, which is commonly made of polyethylene (PE) and polyvinyl chloride (PVC)
[123]. Nowadays, double U-tube and helical BHEs are installed as prefabricated structures
with large overall diameters, which can be an obstacle to deepening these systems.

Recent development in drilling technologies [124–127] made drilling of deep inclined
boreholes (i.e., the dip angle of greater than 90 deg. at several km depths) with complex
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trajectories feasible [128]. It allows for employing a rather new closed-loop deep geothermal
(CDG) systems with a lengthy horizontal extension to exploit geothermal energy from both
hydrothermal systems and hot dry rock. This CDG system consists of two vertical wellbores
connected through an extended long horizontal well. Based on the geometrical configuration
of this system, it is expected to obtain higher production temperature and thermal power
compared to the conventional BHEs due to its operating depth and extended heat exchange
surface area. To the best of our knowledge, the performance of a similar system possessing
relatively shorter vertical and horizontal wellbores is experimentally evaluated in the north of
Canada [129], and few studies have investigated its heat extraction mechanism numerically.

After having conducted a systematic literature review on the design and heat transfer
of deep closed systems, Budiono et al. [130] finally identified 38 relevant publications
with most articles published in the period of 2016-2021. This shows that researchers have
recently started to consider the potential of these geothermal systems for sustainable energy
exploitation. However, most studies focus on coaxial systems. Although CDG systems are
superior to deep coaxial systems in terms of power production and extraction temperature
[130], only few papers [131–137] are related to analyzing their heat extraction mechanisms.
The systematic work of Budiono et al. [130] is combined with our literature review to provide
a comprehensive overview of the conducted studies and the research gap.

In 2018, Song et al. [131] used a synthetic model to evaluate the impact of operational
parameters (e.g., flow rate and inlet temperature) on the performance of the CDG system.
With respect to the evolution of the production temperature, they distinguished possible
decreasing, transition, and stable production scenarios. However, they set up a single
stratigraphic structure and assumed the physical properties of water to be constant despite
temperature and pressure alteration. In 2018, Sun et al. [132] repeated their study using
carbon dioxide as a circulating fluid, and proposed new concepts for the evaluation of the
geothermal recovery performance. In 2020, Chen et al. [138] used temperature-dependent
equation of state for a limited four months operation period but neglecting the impact of
well completion (casings and cement layers) on heat exchange. Yuan et al. [134] evaluated
the geothermal energy recovery on an idealized CDG system identifying reservoir thermal
conductivity as most important parameter determining the system’s energy recovery potential.
However, they assumed constant properties for the working fluid without accounting on
thermal resistance by convective fluid flow within the wellbores, the steel tube wall, casing,
and cement ring. Sun et al. [133] analyzed the geothermal energy production by supercritical
CO2 circulation in CDG systems. They have conducted a sensitivity analysis to demonstrate
the effects of injection parameters, heat transmission fluid, and wellbore properties on
the temperature field. However, the short production time (10000 h) and high subsurface
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temperature gradient (50 °C/km) may lead to an unrealistic estimation of the long-term
heat production. Fallah et al. [136] introduced a novel concept of integrating an automated
managed pressure operation (MPO) system with a CDG system for scalable power generation.
They analyzed the generated thermal power for operation scenarios accounting for vertical
depth and horizontal length, openhole or cased-hole lateral completions, heat insulation
or lack thereof of the return flow, and changing pump rates. With depth and horizontal
length of the system assumed to be each 7 km and a maximum rock temperature of 250 °C
the parametrization precedes current drilling technology. Ghavidel et al. [135] studied the
transient heat transfer in CDG systems. Their investigation is different from other reviewed
literature as they only focused on heat absorption in the horizontal wellbore. Nevertheless,
ignoring the power production in the injection wellbore can result in a notable underestimation
of the CDG system’s heat extraction potential.

The above-mentioned studies focused on describing the general behavior of CDG systems
and suffer from some oversimplifications or unrealistic assumptions. Furthermore, practical
proposals to make the CDG system a strong competitor to other conventional geothermal
systems are still lacking. The main purpose of this study is to develop novel concepts with
relevance to the economic efficiency of CDG systems, which is one of the main barriers to
their wider use, based on state-of-the-art simulation techniques:

1. Using thermosiphon effect to decrease the pumping energy, thus reducing the pumping
costs. Being not yet numerically analyzed for CDG systems, the magnitude and
stability (transient behavior) of thermosiphon flow rate under different geometrical
configurations and surface pressure losses will be quantitatively assessed.

2. Valve-controlled thermosiphon flow is suggested by this study to stabilize the extraction
temperature and to improve system’s longevity. This will result in optimizing flow rate
considering thermal power production, extraction temperature stability, and internal
energy consumption.

3. Defining new criteria for the calculation of optimum insulation length by addressing a
specific absorbed energy. Therewith, the energy absorption of the system is maximized
as function of temperature gradient and thermal conductivity.

4. Sectional analysis of power production in CDG systems in vertical and horizontal
wellbores are providing quantitative insights for the future design of multi-lateral
structures.

To achieve these goals, thermal interactions between different components of the system
(i.e., cement, casing, formation, and working fluid) are analyzed. A pressure and temper-
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aturedependent equation of state (EOS) is included to consider the buoyancy force in the
thermosiphoning evolution. A fully coupled mathematical and physical model, including
continuity, momentum, and energy equations, the EOS, and an analytical lateral heat transfer
approach, is employed and presented. Finally, the sectional performance of the system is
thoroughly evaluated to avoid production temperature drawdown, which is a severe problem
in dealing with closed geothermal systems, and the impact of suggested scenarios on the net
generated thermal power, insulation strategy, and pumping energy are further discussed. It
should be noted that the CDG system is designed for district heating purposes. Therefore,
the word "power" in the next chapters refers to "thermal power", and it is also explicitly
mentioned when the system is producing electric power.

4.2 Methodology

4.2.1 Governing equations

To model the CDG systems, three major components, including energy exchange between
wellbore and formation, heat transfer in formation, and transient processes in wellbores,
should be considered. Fluid flow in tubing undergoes several coupled physical processes, such
as pressure change balanced by friction loss, gravity and kinetic energy alteration [139, 140],
temperature variation due to heat exchange with surrounding formation, and velocity change
influencing pressure and temperature fields. In order to appropriately simulate these physical
processes, a finite element code, called MOSKITO [86, 141], is developed in the MOOSE
Framework [84, 142] environment to consider such complex physical processes. MOOSE is a
multiphysics object-oriented simulation environment that is written in C++. This open-access
code can be used for solving a wide variety of partial differential equations.

While the temperature of the circulating fluid may significantly increase, because of its
high pressure, the fluid doesn’t experience a two-phase state. A non-isothermal transient flow
in a pipe is described as [143]:
Continuity equation:

∂

∂ t
(ρ) =− ∂

∂ z
(ρv)+m (4.1)

where ρ and ν are the density and velocity of fluid, and m is the mass sink/source term in
unit volume and unit time.
Momentum equation:
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where f , g, θ , d and P are the friction factor, gravitational acceleration, the inclination of the
well, wellbore hydraulic diameter, and fluid pressure, respectively. Depending on flow and
gravity directions, the sign of the right hand side (RHS) terms in the momentum equation
can change.
Energy equation:
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+ρvgcos(θ)− q
A
+Q (4.3)

where h, q and Q are the enthalpy, lateral heat flow, and heat sink/ source terms, respectively.
Based on Eqs. (4.1)-(4.3), main variables are the velocity, pressure, and enthalpy of the

fluid. This set of coupled partial differential equations (PDEs) will be bounded by transient
Dirichlet boundary condition type. To solve these equations, some constitutive relationships/
empirical equations, including the viscosity, the density, and the friction factor, are required.
The viscosity is calculated by Vogel Equation [144]. An empirical equation of state (EOS)
[145] is used to calculate the density as a function of pressure, temperature, and salinity of
the fluid (saline water).

The fluid can exchange heat by surrounding structure, including casings, cement layers,
and geological formation, through two main mechanisms. The first mechanism is the
conductive heat transfer through all layers, and the second mechanism is the convective heat
transfer within a fluid film in the vicinity of the inner tubing wall. In overall, this heat flow
can be calculated by:

q = 2πrtoUto
(
Tf −Tc f

)
(4.4)

where rto, Uto, Tf and Tc f are the outside radius of the inner tubing, the overall heat transfer
coefficient, the fluid temperature, and the temperature at the cement/formation interface,
respectively. This lateral heat model updates the temperatures at the interfaces of different
layers over time. For a detailed explanation, refer to Willhite [17]. The increase of the casing
diameter is accompanied by the enlargement of the heat exchange area leading to losing or
absorbing a higher amount of heat. Simulating the thermosiphon flow is one of the main
goals. This flow is a self-flowing system driven solely by the density difference at both
wellheads due to temperature differences. Therefore, the temperature dependency of the EOS
plays a key role since the density monotonically decreases by increasing the temperature.
The pressure gradient caused by the density difference acts as the driving force to circulate
fluid in the system. However, this pressure gradient should overcome pressure losses in the
CDG system (i.e., velocity-dependent) and at surface facilities. Numerical simulation of
thermosiphon flow requires special treatment at the boundary. Therefore, a particular type of
Dirichlet boundary condition, called velocity postprocessor BC, is designed in this study to
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automatically calculate the re-injection velocity using wellheads pressure differences reduced
by surface facilities pressure loss at each timestep (see Section 4.4).

4.2.2 Model validation

The presented model on the scale of CDG systems is validated against the results of the study
conducted by Song et al. [131]. An identical configuration and parameters, i.e., a flow rate of
70 m3h−1, an injection temperature of 40 °C, a depth of 3.5 km, and a horizontal extension of
6 km, are assumed. In order to comply with Song et al. [131] study, an EOS with a constant
density, ignoring the impact of fluid pressure and temperature, is considered.

Fig. 4.1 illustrates a comparison of three models for the temperature field. In the first
step of validation, all the physical properties of the fluid are assumed to be constant despite
temperature and pressure changes. The obtained result perfectly agrees with the results
of Song et al. [131] when the simulation is conducted without EOS. Nevertheless, the
considerable variations of pressure and temperature in this deep geothermal system can affect
the fluid properties. Therefore, in the second step, the temperature and pressure-dependent
EOS is used to account for the alterations of density, viscosity, and specific heat capacity.
The inclusion of the EOS has no notable impact on the computed temperature profile in the
injection wellbore. However, it reduces the calculated temperature in the production wellbore
(≈ 1 °C) as the fluid experiences larger pressures and temperatures in this section of the
system.

4.2.3 Numerical modeling

In the present study, the CDG system is supposed to provide a continuous supply for district
heating purposes over the whole year, thus neglecting possible recovering periods. The
geometrical configuration of the system comprises of three sections (Fig. 4.2): I) a vertical
injection well, II) a horizontal well, and III) a vertical production well. The vertical wells
are relatively deep, and they are connected at the bottom hole through the horizontal well,
which is relatively long. The vertical wells (sections I and III) are cased to avoid subsurface
contamination and maintain wellbore stabilities, while the horizontal extension (section II)
is directly exposed to hot formation to maximize energy absorption. It is supposed that
the injection of some chemicals seals the lateral area around section II [129]. The heat
exchange in sections I and III is regulated by the number of layers around the wellbore, their
thicknesses, fluid velocity, pipe roughness, and thermophysical properties of casing, cement,
formation, and circulating fluid. However, depending on the pressure difference between
circulating fluid and the surrounding environment, we may have lateral inflow or outflow
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Fig. 4.1 Comparison between temperature profiles along the system after 20 years of operation.
The same style of the reference paper is used for this figure. The pink double arrow shows the
variation of calculated temperature in the production wellbore after including the equation of
state. The inclusion of the EOS has a negligible impact on the calculated temperature in the
injection wellbore.

through section II. This direct exposition is necessary since casing the horizontal section,
like the lower section of vertical wellbores, increases the total thermal resistivity by 40 %.

A reference model with specific configuration and parameters is introduced below. the
configuration and parameters of the reference model are preserved throughout this study
unless otherwise noted.

Reference model
In the reference model, both the vertical depth, ∆z, and the horizontal length, ∆l, are 4 km,
as shown in Fig. 4.2. This figure also demonstrates the wellbore diameters, which ranges
from 8 3/8" (section II) to 22" (the upper part of section I), as well as casings arrangements.
The roughnesses of sections I, II, and III are 10−4 m, 2×10−4 m, and 10−4 m, respectively
[146]. The formation surrounded the system consists of two geological units with a depth of
2 km each. The thermal conductivities of the upper and lower layers are 2 and 3 Wm−1K−1,
respectively. The underground subsurface temperature gradient is assumed to be 30 °C/km,
and the temperature at the surface is 10 °C. All thermo-physical properties of the cement
layer, casing, and formation are shown in Table 4.1.
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Fig. 4.2 Schematic illustrating geometrical features of the reference model. b1, b2, b3,
and b4 stand for borehole diameters where the wellbore structure is in direct contact with
the formation. c1, c2, and c3 also represent casings’ inner diameters. (b1 = 0.5588 m, c1
= 0.473075 m, b2 = 0.4318 m, c2 = 0.346075 m, b3 = 0.31115 m, c3 = 0.244475 m, b4
= 0.212725 m). ∆z and ∆l show the depth of vertical wells and total horizontal length,
respectively. The horizontal section is directly exposed to hot formation.

Table 4.1 Thermo-physical properties of formation, casing, and cement layer

Formation density 2400 kgm−3 Cement thermal conductivity 0.7 Wm−1K−1

Formation heat capacity 1000 J kg−1K−1 Casing thermal conductivity 100 Wm−1K−1

Formation thermal conductivity
(upper layer)

2 Wm−1K−1 Subsurface temperature gradient 30 °C km−1

Formation thermal conductivity
(lower layer)

3 Wm−1K−1 Ground surface temperature 10 °C
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The initial temperature of the circulating fluid is assumed to be the same as the ambient
formation temperature considering a thermal equilibrium between the residual fluid and the
surrounding formation. The initial pressure condition is hydrostatic. Moreover, Dirichlet
boundary conditions with fixed values are applied at the injection point. A constant salinity
of 0.25 molal is considered while, using Dirichlet BCs, the injection temperature, pressure,
and flow rate are set at 10 °C, 100 kPa, and 5 L/s, respectively.

A sensitivity analysis for three spatial discretizations (∆x = 14 m, ∆x = 11 m; and ∆x = 7
m) was conducted to confirm that the solution is mesh-independent. Evaluation of pressure
and temperature fields over the length of the wellbores revealed the negligible impact of
implemented mesh sizes on the results. The maximum relative variation of pressure and
temperature values is below 6× 10−4 % when changing the mesh size from 7 m to 14 m.
Even though, the mesh size of 14 m is acceptable for this study, the mesh size of 7 m was
used due to the reasonable computational cost. The total simulation time is 100 years which
time steps gradually increase from 100 s to one month. While the operation period of 100
years is much longer than the lifetime of conventional geothermal systems (i.e., 30 years),
evaluation of the ratio of generated power to the total length of the wellbores revealed that
this system requires a long payback period. Additionally, the assessment of the system’s
long-term performance helps to compare its longevity against other geothermal systems. This
long operation period is also suggested by some other companies working on this system
[129]. Consequently, all the casing, cement layers, insulation, and pumping should efficiently
work for a long period which is a serious issue while operating with this system.

Insulation strategy for production well
Proper insulation of production wellbore is a key aspect of designing CDG systems. The
main purpose of insulation is to prevent heat loss at areas in which the temperature of the
circulation fluid is higher than those of surrounding areas. However, temperature alteration
of the fluid and its adjacent formation leads to the continuous change of insulation length.
Since the length of the insulation layer cannot vary over time, this length should be properly
estimated to minimize heat loss and to be practical for construction. Hence, the total absorbed
energy in each section should be calculated to determine zones in which the total exchanged
energy possesses a negative value (i.e., energy loss). The total absorbed energy per meter
(TAEM) for different sections after 100 years of operation is plotted in Fig. 4.3.a. The
TAEM value of each section depends on lateral exchange area, total thermal conductivity, and
temperature difference between circulating fluid and surrounding area (DT) as per Eq. (4.4).
Positive values reflect heat absorption from the surroundings, while negative values yield
heat losses to the surrounding. The jumps of the TAEM at points β and ζ (in sections I and
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III, respectively) originate from the alteration of the formation thermal conductivity at the
depth of 2 km as introduced in the previous section. Similarly, the jump of the TAEM at
point α is related to the changes of casing and cement layers, as per Fig. 4.2, leading to the
reduction of the total thermal resistivity.

Fig. 4.3 a) Impact of insulation of production wellbore on the total absorbed energy per meter
of the CDG system after 100 years of operation (insulation layer is highlighted by red color).
The corresponding lines for the presented cases overlap up to the insulation section. b) Ideal
insulation of production wellbore c) practical insulation of production wellbore.

Since the lateral exchange area is constant in each section (I, II, and III) and the jumps
are explained above, the overall trend of the TAEM is mainly dependent on ∆T . In section
I, ∆T grows by the depth leading to increasing of the TAEM. However, the temperature of
the circulating fluid approaches the surrounding temperature along section II, leading to the
reduction of ∆T resulted in the decline of the TAEM. Similarly, this trend is observed in
section III, with the exception that the TAEM changes the sign (from positive to negative)
in this section. Point γ in Fig. 4.3a indicates that the circulating fluid is hotter than the
surrounding formation, and the fluid is losing heat from this point up to the extraction point.
To avoid the cooling of the circulating fluid, proper insulation of section III is necessary from
point γ upward as illustrated in Fig. 4.3b. However, the insulation arrangement in Fig. 4.3c is
considered in this study to prevent severe complexity in practical well design and drilling
plans. The thermal conductivity of the insulation material (urethane fiberglass) is λ = 0.021
Wm−1K−1 [147]. This insulation configuration prevents 50 GJ/m heat loss at the upper part
of section III. It is worth mentioning that the insulation length mainly depends on operation
duration and production flow rate. Moreover, operating in highly conductive geothermal
fields with a large subsurface temperature gradient may increase the optimum length of the
insulation layer.
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4.3 Evaluation of the CDG system long-term behavior

4.3.1 Impacts of flow rates on the produced temperature and energy

In this chapter, the system behavior for different flow rates of 1 L/s, 5 L/s, and 10 L/s are
evaluated assuming the reference model conditions (Fig. 4.4).

Fig. 4.4 Extraction temperatures over time for different flow rates. The short-term behavior
of the extraction temperature is caused by the displacement of residual hot fluid, while its
long-term behavior is controlled by the lateral heat exchange.

Fig. 4.4 shows the impact of flow rate on the behavior of production temperature over
time. The immediate rise of the extraction temperature in the first few days is due to the
residual hot fluid displacement. After this short period, the production temperature tends to
decrease (Fig. 4.4, flow rate = 10 L/s and flow rate = 5 L/s), which is a well-known behavior
in closed geothermal systems. The rapid decline in the production temperature is the major
challenge of the CDG system. However, to guarantee the reliability of the system for district
heating purposes, a production temperature of at least 80 °C at a meaningful flow rate is
required, which is further analyzed in the following. The system’s thermal performance
is strongly dependent on flow rate due to the heat exchange rate between the surrounding
formation and the circulating fluid. Accordingly, the reduction of the circulating fluid velocity
results in reaching a higher temperature along the injection and horizontal wells (sections I
and II) but thermal huge temperature loss along the production well (section III). Fig. 4.5
illustrates this behavior for these sections at different flow rates and timings.
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Fig. 4.5 Temperature distribution in each section of the system (I, II, and III) for a) flow
rate = 1 L/s b) flow rate = 5 L/s c) flow rate = 10 L/s. The difference between temperature
profiles along the wellbores and formation temperature (dashed line) can be used for the
determination of the locations requiring insulation.

The duration of heat exchange for a given volume of fluid is longer at smaller flow rates,
which plays a key role in regulating the extracted/lost heat in each section of the system.
Over time, the fluid temperature in sections I and II is decreasing regardless of the flow rate.
In section III, a similar trend is observed except for the flow rate of 1 L/s, when a hotter fluid
enters the production wellbore, and it has a longer time to exchange heat with the surrounding
formation. Therefore, the circulating fluid loses a lot of energy, represented by a notable
temperature drop in the production wellbore. For this flow rate, the circulating fluid heat
loss causes the surrounding formation around section III to warm up over time, leading to
prevention of the mentioned temperature drop and continuous production temperature rise, as
shown in Fig. 4.4. In the other flow rates, such an effect is not observed as 1) the fluid velocity
is higher, so the heat loss is lower in section III, and 2) the circulating temperature is closer
to the surrounding formation around section III because of low heat gain in section I and II
(due to high fluid velocity). This reveals the importance of the heat exchange duration. The
energy loss may contradict the idea of maximizing power generation. However, it is useful
when a high stable extraction temperature is required for operation. It is also noteworthy that
sometimes the increase of extraction temperature compensates for the decrease of flow rate.
Therefore the generated power doesn’t change significantly.

Aside from the heat exchange duration discussed above, the flow rate can remarkably
influence the convective heat transfer factor leading to the variation of the heat exchange
rate. This factor is a function of the Reynolds number, friction factor, and Nusselt number,
which are all functions of the circulating fluid velocity. For instance, the convective heat
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transfer factor in the case of the flow rate of 1 L/s takes values between 91.6 Wm−1K−1 and
164.5 Wm−1K−1, while it ranges between 577.8 Wm−1K−1 and 932.75 Wm−1K−1 for the
flow rate of 10 L/s. Therefore, the interplay between the heat exchange duration and the heat
transfer factor, which are strongly functions of the fluid velocity at each section (I, II, and III)
and the overall system’s flow rate, is the key factor to stabilize the production temperature
over time and maintain the longevity of the CDG system.

The produced energy of the reference model can range between 1 PJ and 6 PJ for the
simulated flow rates (Fig. 4.6). The generated power and energy production depend on flow
rate and the temperature difference between injection and extraction points. As mentioned
before, the increase of the flow rate is associated with the extraction temperature decrement.
However, there is not a linear relation between variations of extraction temperature and
flow rate. As shown in Fig. 4.6, the increase of the flow rate from 1 L/s to 5 L/s can
remarkably enhance the cumulative absorbed energy over time. It means the increases of
flow rate prevailed over the reduction of extraction temperature. However, further increase of
the flow rate from 5 L/s to 10 L/s doesn’t considerably enhance the energy absorption. It
indicates that the severe reduction of the extraction temperature doesn’t allow for a significant
improvement of energy absorption. Consequently, the decrease of extraction temperature,
generated power, and energy absorption rate are the main barriers to the increase of the
operating flow rate.

Fig. 4.6 Cumulative extracted energy over time for different flow rates. After 100 years of
operation, the absorbed energy with the flow rate of 10 L/s is 6 times of heat absorption with
the flow rate of 1 L/s.
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To better evaluate the total extracted energy in Fig. 4.6, a sectional (I, II and III) perfor-
mance of a CDG system is illustrated in Fig. 4.7. Fig. 4.7a shows that the extracted heat in
section I is mainly wasted in section III (almost mirrored curves around the power of zero).
However, this lost heat in all cases is reduced over time since the warm up bubble around
section III get bigger and hotter (it is also explained in Fig. 4.5). Interestingly, the total net
power curve in Fig. 4.7b for each flow rate mainly mimics the power behavior of section II
which is shifted by the difference of the obtained powers in section I and III. Therefore, the
extracted heat in section II and preventing heat loss in section III are of paramount importance
in the production temperature sustainability and power longevity.

4.3.2 Impacts of wellbore diameter on the produced power

The friction loss is proportional to the circulating fluid velocity. Hence, reducing wells
diameters increases frictional loss, assuming the same flow rate. The following sensitivity
study is performed: Case 1 is devised by subtracting 4" from the wellbore diameters of
the reference model, while the wellbore diameters of case 2 are 4" larger than those of the
reference model. The rest parameters are the same as of the reference model.

As exhibited in Fig. 4.8a and Fig. 4.8b, altering the wellbore diameters does not have
a considerable impact on the generated power. Wellbore diameter increment is associated
with the enlargement of the lateral heat exchange area. Additionally, the heat exchange
duration and the convective heat transfer factor change. These changes and enlarged area
are in the favor of the case 2 resulted in higher produced power. Nevertheless, this is a
proof of the complex behavior of the system and the demand for an advanced mathematical
and physical model. In conclusion, regardless of the negligible changes in the produced
power, the feasibility of the drilling cost reduction by decreasing the wellbore diameters is
showcased in this section.

4.3.3 Impacts of wellbore diameter on the produced power

As discussed before, the main objective of this study is to better assess the CDG system
for district heating purposes. However, the feasibility of the CDG system to be utilized
for electricity production is also evaluated in this system. Hence, two cases are designed
here to testify the possibility of long-term hotter produced temperature (>100 °C) compared
to the case of district heating (>80 °C). These scenarios are: 1) the injection temperature
of 70 °C, and 2) increasing the depth and the length of the system. For the first case, the
reference model is used and only the injection temperature increased from 10 °C to 70 °C.
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Fig. 4.7 Flow rate impact on: a) generated powers in vertical wells b) net generated power
and produced power in the horizontal section over time. For each flow rate, the variation
of net power over time is like the transient behavior of produced power in the horizontal
wellbore.
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Fig. 4.8 Impact of wellbore diameter (case 1-4" smaller and case 2-4" larger diameter than
the reference model) on: a) generated powers in vertical wells b) net generated power and
produced power in the horizontal section over time.
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For the second case, all sections’ length and depth are incremented by 1 km compared to the
reference model. Hence, sections I and III are 5 km deep, and section II is 5 km long.

As depicted in Fig. 4.9, even with the increase of the injection temperature (case 1), the
extraction temperature is still lower than 100 °C. Meanwhile, raising the injection temperature
brings on a lower generated power. However, case 2 (enlarging the CDG system geometry)
is successful in maintaining the produced temperature above 100 °C over a period of one
century. This success is due to accessing a hotter formation in the depth of 5 km. It is
noteworthy that decreasing the flow rate leads to enhancing the produced temperature (as
shown in Fig. 4.4) while the generated power reduces.

Fig. 4.9 Comparison between the impacts of injection temperature increment and system
enlargement (∆Z = ∆L = 5 km) on the extraction temperature of the reference model (RM
and T stand for reference model and temperature, respectively). System enlargement is
superior to the injection temperature increment to enhance the extraction temperature.

4.4 Thermosiphon flow assessments

The temperature difference across a CDG system, particularly wellhead, leads to a density
difference since the circulating fluid EOS is temperature-dependent. Consequently, the
existence of a heavier fluid in the injection well (section I) compared to a lighter fluid in the
production well (section III) triggers the fluid circulation known as thermosiphon flow. This
phenomenon can significantly decrease the required pumping power for the fluid circulation
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in a CDG system, and it can potentially make the system independent of an external power
grid.

Before operation, the temperature field was undisturbed with temperature profiles of
injection and production wells being identical. An initial forced circulation is required to
displace the residual fluid in the system, to create a temperature difference between sections
I and III, and to trigger the thermosiphon flow. Accordingly, an initial period of ten days
forced, pump-driven circulation was taken to establish the temperature contrast between
the wellheads, necessary to trigger thermosiphoning. This thermosiphon flow is calculated
by applying the "velocity postprocessor boundary condition" (see Section 4.2.1) taking the
reference model as basis. The sensitivity analysis accounts for various factors that could
impact the resistive forces on fluid circulating, such as surface pressure losses and system
geometry.

4.4.1 Impacts of surface facilities pressure losses

The thermosiphon effect in CDG systems overcome pressure losses in both subsurface wells
and surface facilities (e.g., heat exchangers, piping, etc.). The frictional pressure loss of the
surface facilities, ∆Ps, is incorporated as a bulk pressure loss ranging from 0 kPa to 900 kPa.
Fig. 4.10 illustrates that a thermosiphon flow rate of QT S > 11 L/s would be yielded after 100
years of the production even for the extreme case of ∆Ps = 900 kPa. Over the lifetime of the
system, although the temperature and density contrasts between the wellheads at sections I
and III reduce, the thermosiphon effect will not weaken significantly. It is noteworthy that all
operating flow rates assumed in Section 4.3 (i.e., 1 L/s, 5 L/s, and 10 L/s) are smaller than
the lowest calculated thermosiphon flow rate of 11 L/s.

The optimum flow rate for the operation depends on power production, extraction temper-
ature, and pumping power. The following assessment of thermosiphoning presumes that the
pumps are shut-off and no pumping is required to circulate the fluid in the system, thus reduc-
ing the corresponding operation cost to zero. In the considered range of 1-10 L/s (Fig. 4.7)
the produced thermal power increases with flow rate. Therefore, extraction temperature is the
only limiting factor when determining an optimum valve-controlled flow rate. For example,
operating with the valve-controlled flow rate of 5 L/s leads to the extraction temperature of
≈ 80 °C after 100 years of operation (Fig. 4.4).

4.4.2 Impacts of wellbores diameters and geometrical configurations

Similar cases of Section 4.3.2 are repeated for the simulation of the thermosiphon flow with
∆Ps = 900 kPa (Case 1 is devised by subtracting 4" from the wellbore diameters of the
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Fig. 4.10 Impact of pressure loss at surface facilities on the thermosiphon flow rate over time.
In all the cases, the thermosiphon flow rate is stable over time. Even in the worse case, with
the surface pressure loss of 900 kPa, the thermosiphon flow rate is higher than 11 L/s.

reference model (Fig. 4.2), while the wellbore diameters of case 2 are 4" larger than those of
the reference model). As illustrated in Fig. 4.11, the case 2 setup generates a thermosiphon
flow being twice as high as case 1. Nevertheless, the obtained QT S for case 1 is still sufficient
to produce the desired TT S since the flow rate for the Min TT S = 80 °C should be less than 5
L/s (Fig. 4.4). Consequently, case 1 is economically beneficial due to the reliance of drilling
cost on wellbore diameter (i.e., smaller wellbore diameter significantly reduces drilling
expenses).

Irrespective of the wellbore diameter, the influence of the depth and horizontal length of
a CDG system on the thermosiphon flow should be investigated. Hence, two systems with a
total length of 12 km are considered to evaluate the impact of geometrical configurations on
the thermosiphon flowrate. System 1 owns the same geometry as the reference model, while in
system 2, the depth of sections I and III and the length of section II are 3 and 6 km, respectively.
All other parameters are the same as the reference model. As depicted in Fig. 4.12, it is
more beneficial to deepen the system rather than extending it horizontally because the
deeper system gets access to hotter formation for the same subsurface temperature gradient.
Operating With a system possessing a longer horizontal section enhances the heat extraction
surface and increases the temperature difference between vertical wellbores. However, in
the case of a deeper system, not only the heat exchange surface is more extensive, but also
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Fig. 4.11 Impact of wellbore diameter on the thermosiphon flow rate over time (case 1 - 4"
smaller and case 2 - 4" larger diameter than the reference model). The case 2 setup (larger
diameter) generates a thermosiphon flow being twice as high as case 1 (smaller diameter).

the system gets access to hotter formation for the same subsurface temperature gradient.
Therefore, the thermosiphon flow rate increases significantly. While the thermosiphon flow
rate is mainly influenced by the depth of the system, the magnitude and behavior of total
generated power depend on the generated power in the horizontal wellbore (Fig. 4.7). Hence,
it is not reasonable to ignore the importance of horizontal extension of the system. It is worth
mentioning that in a real situation, the drilling costs/risks of both vertical and horizontal
wellbores should also be taken into account to design the system appropriately.

4.4.3 Controlling thermosiphon flow

Operation with a high flow rate results in a low extraction temperature. As shown in
Fig. 4.10, the lowest thermosiphon flow rate (QT S = 11 L/s) is calculated for the highest
surface pressure loss (900 KPa). Nevertheless, even for this small flow rate, the average
extraction temperature is approximately 50 °C (Fig. 4.13a). It means the thermosiphon flow
rate should be restricted to achieve a higher extraction temperature (TT S). In other words,
the thermosiphon flow rate should be controlled by a valve to produce hotter fluid, which
is extremely important for dimensioning of a CDG system and identifying economically
beneficial operational scenarios. As an example, a valve-controlled thermosiphon flow rate
of 6.6 L/s for the case of (∆Ps = 900 KPa) results in producing hot fluid with a temperature
of higher than 70 °C over the project lifetime of a century (Fig. 4.13b). In this case, the
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Fig. 4.12 Thermosiphon flow rates for various CDG configurations over time (∆Z = depth of
vertical wellbores, ∆l = length of horizontal section). The total length of both systems is 12
Km.

control of the thermosiphon flow rate results in producing hot fluid at a meaningful flow rate
and reasonable extraction temperature over a long period.

4.5 Discussion

In the last chapters, the CDG system’s behavior for several operational and geometrical cases
and the feasibility of the thermosiphoning are extensively presented. In this section, a CDG
system is further evaluated and discussed to 1) maximize the generated power, 2) to decrease
relative drilling cost, and 3) to enhance thermosiphon flow.

4.5.1 The CDG system geometry

Decreasing the total length and wellbore diameters of a CDG system certainly result in a
considerable reduction of relative drilling costs. Based on results, the reduction of wellbores
diameters has negligible impacts on the generated power, as well as a sufficient flow rate
can still be generated in the case of the thermosiphon flow. However, accessing a hotter
underground for the horizontal section through a deeper system is extremely important since
the net generated power mimics the behavior of the generated power in the this section.
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Fig. 4.13 a) Corresponding extraction temperatures for the flow rates of Fig. 4.10 and b)
calculated extraction temperature for the valve-controlled flow rate of 6.6 L/s and surface
pressure loss of 900 KPa.



80 THERMOSIPHONING IN CLOSED-LOOP GEOTHERMAL SYSTEMS

Meanwhile, different geometrical configurations should be individually analyzed since it is
significantly dependent on geological settings which is unique for every project.

Operating in a region with a higher subsurface temperature gradient is associated with
a higher production temperature and generated power. By assuming the reference model
conditions, three models with different subsurface temperature gradients of 30, 35, and 40
°C/km are simulated. By increasing the subsurface temperature gradient of the reference
model, the circulating fluid temperature is higher at the end of section II (Fig. 4.14). However,
the fluid loses/gains in section III higher heat compared to the cases with a lower subsurface
temperature gradient. Therefore, this leads to the fact that TAEM changes in section III at
the same location in all cases resulted in the independence of the insulation layer’s length
from the subsurface temperature gradient.

Fig. 4.14 Impact of subsurface temperature gradient on the cumulative absorbed energy per
meter of the CDG system after 100 years of operation. The locations with negative absorbed
energy should be insulated to avoid heat loss. The jumps of the absorbed energy at different
points are explained in Section 4.2.3 and Fig. 4.3.

Similarly, three models (case 1, 2, and 3) with different thermal conductivities of 2, 3,
and 4 Wm−1K−1 for the lower formation are simulated by assuming the reference model
conditions. In contrast to the subsurface temperature gradient, formation thermal conductivity
has a major impact on the length of the insulation layer (Fig. 4.15). Operating in a region with
a high thermal conductivity necessitates extending the insulation layer. Therefore, geological
settings, particularly thermal conductivity, have direct impacts on the insulation layer length,
which influences the drilling costs.
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Fig. 4.15 Impact of formation thermal conductivity on the total absorbed energy per meter of
the CDG system after 100 years of operation. Thermal conductivity of the upper layer is 2
Wm−1K−1, and Thermal conductivities of the lower layer for case 1, 2, and 3 are 2, 3, and 4
Wm−1K−1, respectively. The locations with negative absorbed energy should be insulated
to avoid heat loss. The jumps of the absorbed energy at different points are explained in
Section 4.2.3 and Fig. 4.3.

In general, decreasing the fluid velocity in the production well (section III) and achieving
a higher temperature of the circulating fluid at the end of the horizontal well (section II)
increase the insulation layer’s length. Accordingly, the following scenarios increase the
temperature of the fluid entering the production wellbore and extend the length of the
insulation layer:

• Increasing inlet temperature

• Decreasing flow rate

• Deepening the system

• Extending horizontal section

4.5.2 System’s longevity and sustainability

Commonly, the scenarios that maximize heat loss in the production wellbore can improve the
system’s longevity. Although the heat loss in section III decreases the rate of heat extraction
from the system, it warms up the surrounding section III, leading to the stabilization of the
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production temperature. For example, raising the inlet temperature can prevent the production
temperature drop over time (Fig. 4.9), but it decreases the net generated power dramatically.

4.5.3 Thermosiphoning and drilling costs

A proper design of the CDG layout significantly enhances the thermosiphon flow. However,
it may increase the drilling costs concurrently. For instance, deepening the CDG system,
extending the length of the horizontal well, and enlarging wellbore diameters enhance the
thermosiphon flow (Figs. 4.11 and 4.12). Nonetheless, all of these cases result in additional
drilling costs. Additionally, the generated thermosiphon flow in this study was always
greater than the optimal flow rate required for district heating purposes. For the district
heating, both high extraction temperature and high generated power are required. The results
of our simulation (Figs. 4.4 and 4.7) revealed that the flow rate of roughly 5 L/s yields
approximately 1.5 MW power with the extraction temperature of 80 °C. In the other hand,
more effective insulation also results in increasing the thermosiphon flow. Therefore, it
is more beneficial to better insulate the system rather than enlarging it to achieve higher
thermosiphon flow.

4.5.4 Production pressure and operational energy

As explained in Section 4.3, extending the total length of the system (case 2 in Section 4.3)
is more beneficial than re-injection of hot fluid to enhance the production temperature and
generated power (Fig. 4.9). Fig. 4.16 proves that case 2 is also advantageous for increasing
the pressure gradients between wellheads, and it can enhance the thermosiphon flow. This is
highly important when the operating flow is higher than the thermosiphon flow leading to the
reduction of the operational energy ( cost) because of the less required pumping power.

4.5.5 Production well diameter impacts

Changing wellbore diameter considering a constant flow rate leads to the increase/decrease
of the circulating fluid velocity, which influences the heat exchange rate dramatically, as
explained in Section 4.3.1. Based on the results, it is expected that larger wellbore diameters
in sections I and II and a smaller wellbore diameters in section III should improve the
performance of a CDG system. To testify this expectation, the reference model is modified
by subtracting 4" from the diameters in section III, while the diameters of sections I and II
remained unchanged, and the flow rate of 1 L/s is simulated. Fig. 4.17 and Fig. 4.18 show the
impact of decreasing production wellbore diameter on the extraction temperature/pressure.
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Fig. 4.16 Comparison between the effects of inlet temperature increment and system enlarge-
ment (∆Z = ∆L = 5 km) on the extraction pressure of the reference model (RM stands for
reference model). System enlargement is superior to the injection temperature increment to
enhance thermosiphoning.

As expected, the production temperature increased about 5 °C, but the production pressure is
surprisingly enhanced even considering a higher friction loss due to a higher velocity in sec-
tion III. Production temperature enhancement escalates the mean temperature difference and
density contrast between vertical wells (sections I and III). The difference between weights
of vertical water columns increases the extraction pressure, while the pressure loss due to
friction reduces it. By decreasing the production wellbore diameter, the larger density con-
trast prevails the incremented friction loss. Consequently, the extraction pressure enhances.
This pressure gradient improvement is also beneficial for the case of the thermosiphon flow
since a higher excess pressure is available at the outlet for the fluid circulation.

4.6 Conclusion

Our investigation indicates new insights to forecasting CDG behavior by state-of-the-art
numerical simulations considering the coupling of mass, momentum, and energy conservation
equations with an appropriate equation of state (EOS) and analytical lateral heat model. Novel
approaches were proposed to make the CDG system a strong competitor to other conventional
geothermal systems.
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Fig. 4.17 Impact of decreasing production wellbore diameter on the production temperature
over time. The smaller wellbore diameter leads to a higher extraction temperature over time.

Fig. 4.18 Impact of decreasing production wellbore diameter on the production pressure over
time. The smaller wellbore diameter leads to a higher pressure difference between injection
and extraction points.
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As addressed by Budiono et al. [130], drilling cost is the main hurdle limiting the
contribution of CDG systems to green energy generation. Our simulations allow to advance
this knowledge and to identify beneficial factors for increasing the economic efficiency of
CDG systems. One of these novel approaches was the evaluation of natural thermosiphon flow
for fluid circulation that will significantly reduce the pumping energy. Also, the conditions
for stability of thermosiphon flow under various pressure losses at surface facilities and
geometrical configurations are demonstrated for the first time. The results are important as
the two factors "high extraction temperature" and "stable thermosiphon flow rate" enable a
cost-efficient power generation. Unique contributions are provided to the casing program
and to the conceptual scheme to determine an optimum length of insulation.

Operation with CDG systems is associated with a rather stable production temperature
over a span of a century. This effect was evaluated under various geometrical configurations
(e.g., wellbore diameter) and operational parameters (e.g., flow rate). Also, thermosiphon
flow generation can be considered a typical behavior of CDG systems. This flow could even
be valve-controlled but has restrictions in geometry. Finally, various operational scenarios,
as well as system configurations, are elaborately discussed to enhance the system’s longevity,
to decrease pumping energy, to increase extracted power, and to diminish drilling costs.

The key findings of this study are summarized as:

1. In general, the CDG system presented in this study is capable of generating ther-
mosiphon flow. Several case studies considering different parameters and configura-
tions were evaluated. Even in the most extreme condition of the pressure loss in surface
facilities (900 kPa), the triggered thermosiphon flow rate of the 12 km long reference
case is higher than 11 L/s. Operating this flow can result in the production of approx. 2
MW thermal power at an average extraction temperature of 50 °C. Restricting this flow
rate to 5 L/s increases the average extraction to approximately 80 °C. Thermosiphon
flow rate is highly geometry sensitive. A shallower 3 km depth system (but identical
total borehole length) results in 66 % of the thermosiphon flow rate of the 4 km deep
reference case. Reduced diameters results in a considerable lower thermosiphon flow
rate. As such a reduction of 4" lowers the flow rate by 4 L/s due to higher friction
losses.

2. A prolonged thermal exchange duration and a convenient convective heat transfer
factor can avoid the huge temperature drop along all wellbores over time, and they also
stabilize the extraction temperature. While operating with a flow rate of 10 L/s results
in 12 °C extraction temperature drop over the project lifetime (67 °C after the first
year, 55 °C after 100 years), the flow rate of 1 L/s yields 9 °C temperature increment
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over this period (75 °C after the first year, 84 °C after 100 years). Consequently, it
was shown that not only the extraction temperature doesn’t reduce considerably over
time, but also the generated power and production temperature continuously enhance
over a project lifetime of one century. Therefore, an appropriate adjustment of CDG
systems results in considerable enhancement of system’s longevity and preventing the
initial extraction temperature drop, which is the major limitation in utilizing closed
geothermal systems.

3. It is demonstrated that the reduction of the production well diameter enhances the
extraction temperature through the increase of the circulating fluid velocity and the
reduction of heat loss in this section of the CDG system. Subtracting 4" from the
production wellbore diameter of the reference case increases the extraction temperature
by 5 °C. It is also helpful for the generation of the thermosiphon flow, which is a
function of temperature/density contrast between vertical wells. Consequently, the
decrease of production wellbore diameter reduces the relative drilling costs, improves
power production, and diminishes the energy required for pumping the fluid.

4. It is disclosed that the insulation length in the production well is absolutely dependent
on geological settings. The increase of the thermal conductivity of the lower geological
layer from 2 to 4 Wm−1K−1 raises the optimum insulation length from 2 km to 2.8
km. Nevertheless, insulation extension is independent of the subsurface temperature
gradient, assuming the same geometrical configuration and operational parameters
(i.e., flow rate, injection temperature, and pressure). For all the subsurface temperature
gradients of 30, 35, and 40 °C/km, the optimum insulation length is 2.5 km. Therefore,
operating in regions with higher subsurface temperature increases the power production
temperature and net generated power without the necessity of extending the insulation
layer.

CDG systems certainly have a good perspective in urban areas. They should be considered
as a long-term investment, providing energy to domestic heat systems or district heating
grids over a period of more than 100 years. CDG systems could be enhanced by multi-lateral
structures to scale up the generated power and decrease the ratio of extracted energy to the
total length of the system. The herein presented analysis of thermal power production in
vertical and horizontal wellbore sections will be further advanced for the design of multilateral
CDG systems.
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Chapter 5

Stochastic performance assessment on long-term behavior of
multilateral closed deep geothermal systems

This chapter is published in Renewable Energy, https://doi.org/10.1016/j.renene.2023.03.074

Abstract

Increasing the contribution of geothermal systems to green energy generation requires
designing new innovative systems producing a significant amount of thermal power in a
sustainable manner. The focus of this study is the performance evaluation of multilateral
closed deep geothermal (MCDG) systems as a novel environmentally friendly approach
for energy extraction from earth. The investigations on these synthetic systems assume a
probabilistic number of borehole sections with several vertical and horizontal wellbores
connected through some manifolds and doglegs. To reduce possible thermal losses, the
circulated fluid is extracted through only one production wellbore. The findings of this
study demonstrated that the heat absorption per meter of MCDG systems is much higher
than for simple closed geothermal systems (CDG). Operating with these systems will not
necessarily yield better performance. It is also found that the long-term performance of
MCDG systems can be predicted as a function of their short-term behavior through stochastic
analysis. This correlation is interestingly independent of the number of wellbores and flow
rate. By defining specific criteria, the high-performance MCDG systems can be filtered
to demonstrate common features as a specific relation between flow rates per vertical and
horizontal wellbores. This characterization of MCDG systems should support the design of
future high-performance systems.
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5.1 Introduction

Utilizing geothermal energy is a clean and sustainable way of supplying thermal energy
required for district heating purposes [138, 148, 137]. In contrast to other renewables (e.g.,
solar and wind energy), geothermal energy - extracted from the earth through open and closed
systems - provides baseload power available throughout the whole year [149]. Open systems
are characterized by the direct contact between circulating fluid and hot rock, while faults
and fractures provide extensive heat exchange surfaces and enhance the capability of these
systems for extracting a large amount of thermal power [92, 90, 99]. These systems need
to be managed with care not to harm the environment or to create induced seismic events
[150–152]. Fluid circulation in closed geothermal loops prevents the potential hazards [86],
but the generated thermal power is much lower, making it difficult to respond to the total
heating demand. Increasing the contribution of geothermal energy to the global renewable
capacity necessitates developing new innovative systems that combine the advantages of both
open and closed systems. Optimizing the generated thermal power of closed systems requires
a specific design of possible geometries and wellbore diameters to enhance the lateral heat
exchange area and the heat absorption rate. However, these conditions often conflict with
economic considerations. Herein, pathways are demonstrated to maximize energy extraction
from closed geothermal systems.

In the previous study conducted by the authors of this study [85], the power production
feasibility of closed-loop deep geothermal (CDG) systems with a lengthy horizontal extension
was assessed. It is disclosed that a CDG system can produce an average thermal power of 2
MWt . nearly constantly over 100 years (continually) only supported by the thermosiphon
effect. The longevity of this system (i.e., stability of extraction temperature over time) is
also much better than those of open geothermal systems [85]. In spite of the relatively large
power generation of CDG systems, their economic feasibility suffers from the small ratio of
produced thermal power per length of the drilled wellbores. This could extend the payback
period and may discourage the interest of investors in these closed systems. Now, this study
investigates possible novel solutions for multilateral CDG (MCDG) systems, to increase the
ratio of generated thermal power to the total length of the system by introducing several
(parallel) injection and horizontal wellbores.

The performance of open multilateral systems has been evaluated in recent studies
[131, 153–155]. However, to the best of our knowledge, assessment of the reliability of
closed multilateral frameworks for district heating purposes is rarely addressed in the litera-
ture. Professional companies are already proposing to install multilateral structures without
revealing details of their projects. In 2020, Wang et al. [156] investigated the production
characteristics of various coaxial closed-loop geothermal systems (CCGS), leading to po-
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tential thermal power production of 3.05 MWt , which is remarkably higher than those of
single vertical and horizontal coaxial systems. Nevertheless, producing roughly 3 MWt power
hardly compensates for the drilling expenses of a deep multilateral system possessing a
vertical section with a depth of 4500 m and several horizontal wellbores with lengths of 2000
m. In another study [106], they tried to analyze the heat extraction mechanism of the CCGS.
Based on their investigations, the reservoir temperature has a considerable effect on the heat
extraction process that mainly occurs in the lateral wellbores of a multilateral CCGS. Since
they take a formation temperature of 236 °C at 3750 m depth (i.e., assuming temperature
gradients of approx. 0.06 °C/m), it is difficult to generalize the results of this study to other
thermal situations.

Although few studies evaluated the performance of multilateral closed systems, they
only focused on coaxial structures. However, as mentioned before, the required large
wellbore diameter, heat absorption by steel connectors, difficulties in the deepening of the
wellbores, and the limited range of generated thermal power are the main disadvantages of
the multilateral CCGS. Therefore, MCDG systems seem to be more reliable, practical, and
efficient rather than the multilateral CCGS. The present investigation of MCDG systems
contributes to the existing body of knowledge having a nearly probabilistic number of
borehole vertical and horizontal wellbores sections:

1. A total of 160 geometries are taken to identify a meaningful correlation between the
long-term performance of MCDG systems and their short-term behavior independent
of the number of wellbores and flow rate. The provided stochastic analysis forecasts
the probability of various outcomes (i.e., extraction temperature, generated thermal
power, and specific power) under different conditions, using random variables. In this
analysis, the randomness is attributed to more than one arbitrary variable (i.e., flow
rate and the number of wellbores).

2. Several measures, such as the ratio of produced thermal power to the equivalent total
length (i.e., simplified/normalized indicator for drilling expenses), are introduced to
evaluate the MCDG system’s performance compared to CDG systems. The unbiased
realistic attitude of this research project toward the concept of multilateral closed loops
helps to choose between CDG and MCDG systems for producing a particular amount
of thermal power at a specific flow rate.

3. Based on extraction temperature and the ratio of generated thermal power to the
equivalent total length, criteria are defined to optimize the operation/construction
planning. The successful cases shall facilitate the design of future high-performance
MCDG systems.
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To achieve these objectives, the thermal transfer between different components of the
system (i.e., circulating fluid, cement layer, casing, and formation) is accurately simulated.
This advanced numerical modeling comprises of full coupling of mass, momentum, and
energy equations, implementing equations of state (to account for variations of fluid density
and viscosity as functions of pressure and temperature), modeling conductive heat transfer in
a formation with the energy exchange inside the wellbores using an analytical radial heat
exchange model, and superposing the lateral wellbores to decrease the computational cost.

5.2 System description

The extraction temperature of CDG is proportional to the heat output produced, but inversely
proportional to the flow rate. Based on the previously conducted research by Esmaeilpour
et al. [85], the highest possible amount of produced thermal power is smaller than 2 MWt ,
when operating with a CDG system possessing a total length of 12 km. Nevertheless, a larger
heat exchange area can enhance the heat utilization capacity of the system and allows for
operating with higher flow rates. Therefore, designing multilateral closed deep geothermal
systems could be a suitable alternative to extending lateral heat exchange surfaces. In the
following section, the structure of MCDG systems, introduced in this study, is elaborately
explained.

5.2.1 General description of MCDG system

As shown in Fig. 5.1a, MCDG systems can possess several deep injection wellbores, which
are joined through doglegs (a manifold) at a particular depth (Fig. 5.1a, point A). In a
multilateral framework, it is important to maintain sufficient wellbore separation to prevent
thermal interference between the different branches. Thermal interference can occur when
the flow of working fluid from one branch of the system affects the temperature of the fluid
in another branch, which can reduce the overall efficiency of the system. The optimum
distance between these parallel wellbores is a function of time, thermo-physical properties,
and temperature difference between wellbore and formation. The injected fluids through
vertical wellbores are initially collected at these doglegs and then redistributed in horizontal
wellbores. The total injected fluid is finally extracted through only one production wellbore.
The uniform alteration of all the wellbores’ diameters can change the heat exchange surface,
cross-sectional area, fluid velocity, and convective heat transfer factor. However, it doesn’t
have a significant impact on the extraction temperature and generated thermal power [85]. So.
It is reasonable to construct the system with small wellbore diameters ranging between 4" and
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12" to decrease the relative drilling expenses. Nevertheless, operating with a smaller wellbore
diameter increases the pressure loss due to friction. In order to avoid subsurface water
contamination and preserve the system’s integrity, the injection and production wellbores
(i.e., vertical sections of the system) are equipped with several casings and cement layers.
However, horizontal wellbores are sealed with some chemicals and directly exposed to hot
formation [129]. Consequently, the circulating fluid experiences a greater pressure loss
due to the larger friction factor of this section. However, this special design increases the
leakage probability through the horizontal wellbores. Nevertheless, direct exposition to
hot formation enhances the heat exchange rate dramatically as the thermal conductivity
of the formation is much higher than that of cement. The conductive energy exchange
between the circulating fluid and its surrounding area depends on the number of layers
around the wellbore and their thermal conductivities. Embedding some cement layers with
low thermal conductivity between the wellbore and its adjacent formation restricts thermal
interaction severely. Therefore, removing casings and cement layers from the wellbore
structure increases the overall thermal conductivity and heat absorption rate. As a result,
this new devise of the system makes it feasible to capture a higher extraction temperature
and improves thermal power generation. The circulating fluid exchanges energy with the
wellbore completion system through convective heat transfer. This type of energy exchange
depends on the fluid velocity. A higher fluid velocity increases the Reynolds and Nusselt
numbers and considerably enhances the heat extraction rate.

5.2.2 Applied geological setting and geometrical configuration

In all the simulations of this study, the depth of the system is 4.1 km which includes the length
of vertical wellbores and the depth of doglegs. The injection and production wellbores are
located in two parallel plates, which are 4 km away from each other (Fig. 5.1a). The MCDG
system can possess 1, 2, 4, and 8 injection/horizontal wellbores that indicates the range of
randomness for the number of wellbores in the stochastic analysis. This randomness is not
attributed to the number of production wellbores as in all the simulations of this study only
one production wellbore is included in the MCDG systems’ structure. In order to preserve
the 200 m distance between the parallel wellbores in both vertical and horizontal sections,
they are connected to each other through some doglegs with radiuses of 100 m (type I),
200 m (type II), and 400 m (type III). This optimum distance (200 m) is calculated through
analytical analysis [16] and some numerical simulations [99]. The casing program of vertical
wellbores is addressed in Fig. 5.1b.

The thermal conductivities of casing, cement layer, and insulation material (urethane
fiberglass) are 100 W ·M−1 ·K−1, 0.7 W ·M−1 ·K−1, and 0.021 W ·M−1 ·K−1, respectively



94 MULTILATERAL CLOSED DEEP GEOTHERMAL SYSTEMS

(a)

(b)

Fig. 5.1 Schematics illustrating a) depth of MCDG systems, length of horizontal section,
doglegs and manifolds structure, and wellbores configuration b) casing program of a simple
CDG system (b1 = 22", c1 = 18 5/8", b2 = 17", c2 = 13 5/8", b3 = 12 1/4", c3 = 9 5/8", b4 = 8
3/8"). b,c,∆z, and ∆l stand for borehole diameter, casing inner diameter, depth of vertical
wells, and total horizontal length, respectively. The horizontal section is directly exposed to
hot formation. The same casing program is used for MCDG systems. The area highlighted
by red color shows insulation.
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[147]. The formation density is also supposed to be 2400 kg ·m−3. The roughness of the
inner casing in vertical wellbores is 10−4 m. However, due to the lack of casing in horizontal
wellbores, the roughness of this section is assumed to be 2×10−4 m [146]. Two geological
units with a depth of 2 km and 2.1 km comprise the formation that surrounded the system
(Fig. 5.1a). The thermal conductivities of the upper and lower layers are 2 W ·M−1 ·K−1 and
3 W ·M−1 ·K−1, respectively. The underground ambient temperature gradient is set to be 30
°C/km, and the surface temperature is 10 °C. Therefore, the undisturbed temperature in the
deepest point of the system (4.1 km) is 133 °C (10 °C + 4.1 km × 30 °C/km = 133 °C).

5.3 Methodology

Accurate numerical modeling of MCDG systems should include a detailed description of
energy exchange between wellbore and formation, heat transfer in formation, and transient
processes in wellbores. Fluid flow inside the inner casing undergoes several coupled phys-
ical processes, such as pressure loss due to friction, kinetic energy alteration [139, 140],
temperature variation due to heat exchange with surrounding formation, velocity changes
influencing pressure and temperature fields, and buoyancy effect because of variation of fluid
density. In order to appropriately simulate these complex physical processes in a wellbore, a
finite element code, called MOSKITO [86, 141], is developed in the MOOSE (Multiphysics
Object-Oriented Simulation Environment) Framework [84, 142]. The capability and validity
of this solver to model fluid flow and heat transfer in closed deep geothermal systems are
assessed in another research project carried out by the authors of this study [85].

5.3.1 Governing equations

A non-isothermal transient flow in a pipe is governed by these equations [143]:
Continuity equation:

∂

∂ t
(ρ) =− ∂

∂ z
(ρv)+m (5.1)

where ρ and ν represent density and velocity of fluid, and m is the mass sink/source term in
unit volume and unit time.
Momentum equation:
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where P,g,θ , f , and d refer to fluid pressure, gravitational acceleration, the inclination of the
well, friction factor, and wellbore hydraulic diameter, respectively. The sign of the right-hand
side terms in the momentum equation depends on flow and gravity directions.
Energy equation:
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A
+Q (5.3)

where h,q and Q show the enthalpy, radial heat flow, and heat sink/source terms, respectively.
The main variables (i.e., flow rate, pressure, and enthalpy) are calculated by solving

Eqs. 5.1 to 5.3. Some constitutive relationships / empirical equations, including viscosity,
density, and the friction factor, are also required to solve these equations. The Vogel Equation
[157] is used to calculate viscosity. Additionally, an empirical equation of state (EOS) [145]
is implemented to compute the fluid density as a function of pressure, temperature, and
salinity of the fluid (saline water).
Using a special radial heat exchange model makes it possible to simulate the heat exchange
between the wellbore and its adjacent formation with a low computational cost. Based on
this model, the radial heat flow can be calculated by:

q = 2πrtoUto
(
Tf −Tc f

)
(5.4)

where rto,Uto,Tf and Tc f indicate the outside radius of the inner tubing, the overall heat
transfer coefficient, the fluid temperature, and the temperature at the cement/formation
interface, respectively. For a detailed explanation, refer to Willhite [17].

5.3.2 Numerical modeling

Modeling several branches of MCDG systems can cause the simulation time to increase
significantly. However, it should be taken into account that these lateral wellbores show a
similar thermal/hydraulic behavior. Therefore, it is possible to simulate fluid flow and heat
transfer for only one branch and assume the same pressure, temperature, and flow rate along
other lateral wellbores. In order to apply this kind of superposition, a particular boundary
condition is implemented, which receives the main variables at the end of the simulated
branch in each time step and imposes the same pressure and temperature at the beginning of
the subsequent section in the next time step. The boundary condition for the flow rate is also
computed by the total volumetric flow rate divided by the number of branches.

The initial fluid temperature is set to be the same as the formation temperature, believing
in an equilibrium thermal condition between residual fluid and its surrounding environment.
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The initial pressure condition is hydrostatic. Furthermore, Dirichlet boundary conditions with
fixed values are imposed at the injection point for all variables. The injection temperature
and pressure are 10 °C and 1 MPa, while the flow rate can take values between 5 and 50 L/s
(i.e., range of flow rate randomness in the stochastic analysis), which will be mentioned for
each simulation case.

A sensitivity analysis for three spatial discretizations (∆x = 14 m, ∆x = 11 m, and ∆x = 7
m) was conducted to confirm that the solution is mesh-independent. Evaluation of pressure
and temperature fields over the length of the wellbores revealed the negligible impact of
implemented mesh sizes on the results. The maximum variation of pressures and temperatures
over their absolute values is less than 6×10−6 when changing the mesh size from 7 m to
14 m. Therefore the mesh size of 14 m was selected for the simulations to decrease the
computational time. It is worth noting that increasing the mesh size to 25 m and 50 m
leads to a greater relative variation in the main variables, up to 2× 10−4 and 3× 10−3,
respectively. The time steps gradually increase from 100 seconds to one month to provide
a better convergence initially (∆t = 100 S) and subsequently decrease the simulation time
(∆t = 1 month). The combination of superposition, reasonable time-stepping, and proper
spatial discretization decreases the simulation time. Consequently, it takes less than 20
minutes to simulate 100 years of operation of an MCDG system using a host PC with a
4-core CPU (Intel(R) Core(TM) 2 Quad) at 2.3 GHz.

5.4 Stochastic analysis of the MCDG system’s long-term
behavior

An accurate stochastic analysis of the system’s long-term behavior supports the future design
of high-performance MCDG systems and reduces the computational cost. Therefore, the
main focus of this section is to find a meaningful correlation between long-term and short-
term behaviours (values) of extraction temperature and generated thermal power as primary
indicators of the system’s performance. For this purpose, the behavior of 160 MCDG
systems with 10 different flow rates (i.e., first arbitrary variable) and 16 various wellbore
configurations (second arbitrary variable) is evaluated. As mentioned before, the flow rate
randomness can range between 5 L/s and 50 L/s, while the number of vertical/horizontal
wellbores can be 1, 2, 4, and 8.

Fig. 5.2 illustrates the extraction temperature and pressure in a simple CDG system
with a depth of 4.1 km, horizontal length of 4 km, and flow rate of 5 L/s. Comparing
Fig. 5.2a and Fig. 5.2b, it is evident that the overpressure (∆P = Pextraction −Pin jection) tracks
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Fig. 5.2 The transient behavior of a) extraction temperature b) extraction pressure, for a
simple CDG system with a depth of 4.1 km, horizontal length of 4 km, and flow rate of 5 L/s.
∆P is defined by (∆P = Pextraction −Pin jection).

the trend of extraction temperature. In an isothermal condition, the extraction pressure is
expected to be lower than the injection pressure due to friction loss. However, when fluid
temperature is updated in non-isothermal simulations, a significant pressure increase occurs
in the production wellbore. This is because the higher temperature of the working fluid in
the production wellbore, along with the temperature-dependent density behavior, results in a
lighter water column in the production side. This phenomenon, known as the thermosiphon
effect, creates a pressure gradient between the vertical wellbores. The overpressure of
approximately 2 MPa in Fig. 5.2b clearly indicates that the pressure rise caused by the
density difference between the vertical wellbores is much greater than the pressure loss due
to friction.

The operating flow rate can significantly influence the extraction temperature of closed-
loop system. Fig. 5.3 shows the extraction temperature of a simple CDG system operating
with a flow rate of 10 L/s. The immediate increase in extraction temperature was prompted
by the displacement of residual hot fluid in wellbores. After this short period, the extraction
temperature reduces due to the cooling down of the surrounded formation. For more infor-
mation about the transient behavior of extraction temperature over time, refer to Esmaeilpour
et al. [85].

Analogous to Fig. 5.3, the transient behavior of extraction temperature for 160 MCDG
systems with various flow rates and wellbore configurations is analyzed. Fig. 5.4 shows the
extraction temperatures after 1 year, 30 years, and 100 years. This figure consists of two main
sections. Each section contains a parabola fitting of 160 points representing the extraction
temperatures of simulated cases. The right curve exhibits the temperature of the produced
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Fig. 5.3 Behavior of extraction temperature over time while operating with a simple CDG
system. The flow rate is 10 L/s and other initial/boundary conditions and casing program are
mentioned in Sections 5.2 and 5.3. Points 1, 2, and 3 correspond to extraction temperatures
after 1, 30, and 100 years, respectively.

fluid after 30 years of operation as a function of the extraction temperature at the end of the
first year of the operation. The left curve shows the extraction temperatures after 30 years
and 100 years. For example, the extraction temperatures of a simple case with a flow rate of
10 L/s (Fig. 5.3) are marked with arrows in Fig. 5.4 to explain how to use/read the figure.
Points 1, 2, and 3 in Fig. 5.4 correspond to the extraction temperatures in Fig. 5.3 for the
mentioned operation year (1, 30 and 100) as a temporal instance. Similarly, the extraction
temperatures of other MCDG systems are included in this figure. Since the left and right
sections share one of their axes (i.e., the axis which indicates the extraction temperature after
30 years), it is also possible to read the temperature of produced fluid after one century of
operation based on the extraction temperature after the first year and vice versa.

In contrast to the nonlinear change of T30 as a function of T1 (Fig. 5.4, right side), the
relationship between T30 and T100 (Fig. 5.4, left side) is almost linear. These correlations
between extraction temperatures over different periods are in good agreement with the
observed trend of extraction temperature in other studies. Esmaeilpour et al. [85] showed
that the extraction temperature of CDG systems experiences a huge nonlinear temperature
change initially, and then it undergoes a small (linear) variation over time. The provided
example in Fig. 5.3 also shows the same behavior that the extraction temperature decreases
11 °C in the period of 1 to 30 years, while its reduction is less than 3 °C in the period of 30 to
100 years. Moreover, the maximum observed reduction of extraction temperature in 30 to100
years is approximately 4 °C, which shows the longevity of MCDG systems. This remarkable
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Fig. 5.4 Correlations between extraction temperatures of MCDG systems after 1 year, 30
years, and 100 years of operation

longevity is also represented by the inclination angle of T100 over T30 (45 °), implying that the
extraction temperature after 100 years is almost equal its value after 30 years of operation.

It is also worth mentioning that there is no clear relation between the extraction tempera-
tures when T1 is higher than 105 °C. Operating with low flow rates leads to the temperature
increment of the working fluid entering the production wellbore. This hot fluid experiences
a considerable temperature drop in the production wellbore. Nevertheless, as reported by
Esmaeilpour et al. [85], heating the area around the production wellbore prevents the temper-
ature drop along this wellbore and results in extraction temperature enhancement over time.
This strange behavior of extraction temperature causes deviation from the parabola fitting.

In Fig. 5.5, the energy density (i.e., extracted energy per liter of circulating fluid) over
the project lifetime of one hundred years is plotted versus the extraction temperature after
the first year. Using the energy density for the calculation of total generated thermal power
(power (MWt) = energy density (MJ/L) × flow rate (L/s)) should be treated with care. As
shown in Fig. 5.5, only low flow rates can result in high extraction temperature after the
first year (T1). However, small extraction temperatures can be outcomes of either low or
high flow rates. Therefore, the provided colormap shows the maximum allowed flow rate for
the calculation of thermal power. The provided example in Fig. 5.5 shows the calculation
procedure clearly. When the extraction temperature after the first year (T1) is 84 °C, the
energy density is 0.26 MJ/L. Calculation of average generated thermal power requires
reading the flow rate from the colormap. For the energy density of 0.26 MJ/L, the flow rate
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is 40 L/s, leading to the total thermal power production of 10.4 MWt (0.26 MJ/L × 40 L).
In conclusion, the achieved relation between short-term and long-term values of extraction

Fig. 5.5 Correlations between extraction temperatures of MCDG systems after 1 year and
extracted energy per liter of working fluid over 100 years of operation. The provided
colormap shows the maximum allowed flow rate for the calculation of thermal power.

temperature is independent of flow rate and the number of wellbores. It shows the possibility
of utilizing these correlations to anticipate the performance of other MCDG systems with
various flow rates and wellbore configurations. It should be noted that the depth of the
system, length of horizontal wellbore, number of casing/cement layers around wellbores,
thermo-physical properties of geological layers, and subsurface temperature gradient can
influence the short-term behavior of the system. Nevertheless, the long-term behavior of
the system will be again a specific function of its short-term performance. For example, the
temperature of extracted fluid after 100 years of operation can still be anticipated as a linear
function (different slope) of the extraction temperature after 30 years. The spacing of the
lateral wellbores could affect this correlation. If the well spacing is reduced below 400 m
(i.e., the distance that ensures no thermal interference), it will inevitably lead to a different
correlation. This is because reducing the spacing further will lower production temperatures
in long-term behavior. In this study, a well spacing of 400 meters is used to ensure no thermal
interaction between parallel wellbores and maximize energy absorption from the reservoir.
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5.5 Results

5.5.1 General behavior of MCDG systems

Based on the previous investigations conducted by Esmaeilpour et al. [85], operating
with high flow rates reduces the extraction temperature of CDG systems and violates their
longevity. On the other hand, the low range of operating flow rates limits the system’s
power production as the maximum generated thermal power of the designed CDG system
was approximately 2 MWt . Therefore, the primary purpose of this section is to evaluate the
impact of multiple wellbores on the thermal power generation, heat absorption rate, and
extraction temperature.

Analogous to Section 5.4, 160 different MCDG systems are designed to perform stochas-
tic analysis with regard to flow rate and system configuration. Their geometrical configuration,
parameters and BCs/ICs are addressed in Sections 5.2 and 5.3, respectively. In order to have
a meaningful comparison of different cases, an index called specific power (W/m) is defined
as the ratio of the generated thermal power to the equivalent total length of the system :

specific power =
generated power

equivalent total length
(5.5)

where the equivalent total length is a simplified/normalized indicator of drilling expenses,
defined by this equation:

Equivalent total length =total length of vertical wellbores

+2× total length of horizontal wellbores
(5.6)

It is assumed that the horizontal wellbore’s drilling cost is two times that of a vertical
wellbore. However, this weighting coefficient can be changed considering the length of
the wellbores, their diameters, geological condition, casing program, drilling technology,
and other complicated parameters. The calculated specific power of a simple CDG system
operating with a flow rate of 5 L/s is 70.81 W/m [85]. Accordingly, the specific power
> 70.81 W/m is an indicator of a more productive system compared to the CDG system,
resulted in shortening the relative payback period. Therefore, it is technically reasonable to
operate with MCDG systems possessing a specific power of > 70.81 W/m. However, this
criterion should not be considered a sharp indicator for project decision making.

Fig. 5.6 exhibits the impact of flow rate on the average values of extraction temperature,
generated thermal power, and specific power over 100 years of operation. As mentioned
before, 16 various configurations are modeled for each flow rate. Therefore, the boxplots
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show the impact of multiple wellbores at a specific flow rate. The increment of the flow
rate enhances the thermal power generation and the specific power. Although the extraction
temperature and the generated thermal power are very sensitive to low flow rates, their
sensitivity to high flow rates is negligible. As an example, median, lower / upper quartiles
and whiskers of generated thermal powers at the flow rate of 45 L/s are almost the same as
those of 50 L/s. It indicates that for the simulated set of system configurations, the decline
of extraction temperature compensates for the increment of operating flow rate, leading
to a small variation in the generated thermal power spectrum. Consequently, exceeding a
critical value of flow rate reduces the extraction temperature and doesn’t change the generated
thermal power significantly compared to its variation at lower flow rates. However, it should
be high enough to exploit the maximum potential of the system. It is also shown that the
increase in flow rate is associated with higher uncertainty in the determination of power
production. For instance, adding extra wellbores increases the generated thermal power of
the system from 3.5 MWt to 10 MWt , when the flow rate is 35 L/s. Although operating
with multilateral systems can scale up the thermal power production at high flow rates,
the increase in the number of wellbores seems to be unreasonable when operating with
low flow rates since the generated thermal power doesn’t increase significantly (Fig. 5.6,
flow rate = 5 L/s). Finally, increasing the flow rate reduces the extraction temperature
significantly. Consequently, the reduction of extraction temperature and low sensitivity of
generated thermal power to high flow rates are the main barriers to the increase of flow rate.

Fig. 5.7 shows the impact of system configuration on the extraction temperature, generated
thermal power, and specific power of various MCDG systems consisting of 10 flow rates
ranging between 5 L/s and 50 L/s. Therefore, the boxplots show the impact of flow rates
for each system configuration. The first and second indices of each configuration show the
number of injection and horizontal wellbores, respectively (e.g. the configuration of 2:4
means 2 injection and 4 horizontal wellbores).

As shown in Fig. 5.7, adding extra horizontal wellbores is more impactful than including
additional injection wellbores to enhance power production and extraction temperature.
Indeed, the working fluid is directly exposed to the hottest formation in the horizontal
wellbore. Hence, this part of the system is very important for heat absorption. This finding is
also testified by Esmaeilpour et al. [85], that the magnitude and behavior of net generated
thermal power is like the power production in the horizontal wellbore of CDG systems.
Nevertheless, the high relative drilling cost is a primary obstacle to increasing the number
of horizontal wellbores since it increases the equivalent total length of the system and
subsequently reduces the specific power. Therefore, the increment of produced thermal
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Fig. 5.6 Ranges of generated thermal power (P), average extraction temperature over 100
years of operation (TExtraction), and specific power (PS) for each flow rate. The boxplots show
the impact of wellbore configurations at each flowrate.



5.5 Results 105

Fig. 5.7 Ranges of generated thermal power (P), average extraction temperature over 100
years of operation (TExtraction), and specific power (PS) for wellbore configuration. The
domain of boxplots shows the impact of flow rate on outputs. The first and second indexes of
each configuration show the number of injection and horizontal wellbores, respectively.
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power and the excess drilling expenses are the primary criteria that should be considered
when adding a new horizontal wellbore to an MCDG system.

5.5.2 Suggestion of appropriate operation plans

Utilizing MCDG systems doesn’t guarantee a better performance compared to CDG systems
as demonstrated in Section 5.5.1. Finding a high-performance MCDG system is a key issue
for a successful project. Therefore, this section is dedicated to filtering out inappropriate
cases (from our 160 models) which are not aligned with sustainable and profitable geothermal
production. Furthermore, the important outcome will be the identifying of specific shared
features in all filtered cases to make the study transferable.

Fig. 5.8 illustrates the total generated thermal power, average extraction temperature
over 100 years of operation, and the specific power of each simulated case. Increasing the
number of wellbores and the reduction of the total flow rate result in a higher extraction
temperature (the top left quarter in Fig. 5.8). However, both factors typically lead to a
lower specific power due to either decreasing the generated thermal power or increasing the
equivalent total length of a system. As a result, the studied MCDG systems are not capable
of producing electric power cost-effectively (it is worth mentioning that a deeper system or
longer horizontal section may make electric power generation feasible but it is out of the
scope of the current study). Nonetheless, they are potentially reliable for district heating
purposes. On the other hand, operating with a higher flow rate increases the generated thermal
power and enhances the specific power, but it reduces the extraction temperature (the bottom
right quarter in Fig. 5.8). To conclude, it is crucial to set criteria, in which high specific
power and extraction temperatures coincide, to choose proper operation/construction plans.
In this study, the cases with the extraction temperature > 60 °C (the min temperature suitable
for district heating) and the specific power >70.81 W/m (the specific power of the CDG
system introduced earlier) are assumed to be convenient for operation and named successful
cases. Remarkably, the majority of the selected cases (the gray rectangle in Fig. 5.8) also
have higher generated thermal power than the disregarded cases. The MCDG systems with
an extraction temperature range of 60 °C to 100 °C (successful cases) are well-suited for
use in district heating and local heating applications to provide warmth to buildings. The
main difference between these two applications is in the scale of the system and how heat
is distributed. Geothermal district heating is a large-scale system that distributes heat to
entire neighborhoods or cities through a network of pipes that carry hot water or steam, while
local heating is a smaller-scale system that provides heat to individual buildings or homes
using boilers or heat pumps. The typical temperature range of geothermal fluids used for
district heating is between 70-120°C [158]. The flow rate for district heating systems can
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vary widely depending on the size of the system and the demand for heat. According to
a report by the international energy agency [7], the flow rate for district heating networks
in Europe ranges from less than 1 L/s for small networks to more than 50 L/s for large
networks. In contrast, the typical temperature range for local heating systems depends on
the type of heating equipment used. According to the U.S. department of energy [159], the
temperature range for hot water boilers is typically 40-80°C. The local heating network in
Riehen (a municipality in the canton of Basel-Stadt in Switzerland) is a good example of
local heating where geofluid with a temperature of 66°C is heated with the help of a heat
pump to provide hot fluid with a temperature of 80-90°C to dwellings at a flow rate of 25 L/s.
The extraction temperature and flow rate of successful MCDG systems clearly demonstrate
their capability to be used for both district heating and local heating applications.

Fig. 5.8 Average values of extraction temperature over 100 years of operation (TExtraction),
specific power (PS), and total generated power (P) of each case. The plotted lines show the
filtering criteria (average extraction temperature > 60 °C and specific power > 70.81 W/m).
The points located in the gray region are successful cases.

Fig. 5.9 exhibits the total flow rates and wellbore configurations of successful cases
highlighted in Fig. 5.8. Clearly, the points are clustered with a specific repeated pattern and
oriented toward the right side (of the pattern), where the MCDG system possesses more lateral
wellbores. It indicates that by increasing the number of wellbores, it is more likely to have a
successful case (this assessment doesn’t include drilling difficulties). What are the common
features of these repeated patterns? Finding these features in successful cases supports a
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better design of high-performance MCDG systems in the future. Therefore, it is tried to
find a meaningful correlation between local parameters (flow rates per injection/horizontal
wellbores) and global parameters (i.e. specific power, average extraction temperature, and
total flow rate of successful cases).

Fig. 5.9 Flow rates and corresponding configurations of successful cases. The first and
second indexes of each configuration show the number of injection and horizontal wellbores,
respectively.

Fig. 5.10 plots flow rates per injector and lateral for successful cases, and global parame-
ters are shown in each subfigure. Flow rates per injector and lateral are calculated by dividing
the total operating flow rate by the number of injection and horizontal wellbores, respectively.
The main outcome is that the plotted data has an upper limit (asymptote) which is governed
by:

flow rate per lateral <
1

a× ( flow rate per injector )2 +b× ( flow rate per injector )+ c
(5.7)

where a,b, and c are −3.16e−4,1.69e−2 and −3.85e−3, respectively. These factors are
specific to this study, and they vary in different geometrical/geological conditions.

The extraction temperature is decreasing along the arrows shown in Fig. 5.10a and
Fig. 5.10b while the specific power is increasing. All plotted points under the curve have an
extraction temperature of higher than 60 °C, demonstrating that the extraction temperature
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Fig. 5.10 Correlation between flow rates per lateral/injector and a) specific power b) average
extraction temperature over 100 years of operation c) total flow rate (L/s)



110 MULTILATERAL CLOSED DEEP GEOTHERMAL SYSTEMS

is the main factor forming Eq. 5.7. Additionally, it is found that high total flow rates are
achievable when the flow rate per injector is approximately the same as the flow rate per
lateral (Fig. 5.10c). Simultaneous low flow rates per injector and lateral can guarantee a high
extraction temperature. However, the points with low flow rates per lateral possess higher
extraction temperatures compared to the points with low flow rates per injector. Therefore,
horizontal wellbores are preferable to vertical wellbores in terms of extraction temperature
enhancement due to the direct exposition of working fluid to hotter formation in the horizontal
section. Consequently, to maximize the extraction temperature, the number of horizontal
wellbores should be certainly higher than the number of injection wellbores. However, a high
extraction temperature cannot guarantee considerable thermal power production. Moreover,
the increase in the total flow rate necessitates operating with MCDG systems in which the
number of injection wellbores is roughly equal to the number of horizontal wellbores. Hence,
contrary to conventional belief, it is not a good idea to construct an MCDG system with only
one injection wellbore and many horizontal wellbores. Nonetheless, the number of horizontal
wellbores should be higher than the number of injection wellbores.

Fig. 5.11 shows the success rate calculated by dividing the number of successful cases by
the total number of simulated cases for each flow rate (i.e., 16 configurations). The highest
success rate occurs when the flow rate ranges between 10 L/s and 25 L/s. For instance,
the success rate is 75 % when the flow rate is 15 L/s. Small generated thermal power and
low extraction temperature make it risky to operate with low and high flow rates in MCDG
systems, respectively.

5.6 Conclusion

Designing high-performance MCDG systems makes it feasible to obtain baseload power
in an environmentally friendly manner without causing seismic events and contaminating
subsurface water. Therefore, the main purposes of this study were to analyze the heat
extraction capability of MCDG systems, enhance their performance, and increase their
contribution to green energy generation. To achieve these targets, several multilateral systems
with various operational parameters and configurations are proposed. In the first step,
the system’s long-term performance is described as a function of its short-term behavior
through stochastic analysis. This way, the short-term outputs (i.e., extraction temperature
and generated thermal power) and appropriate operational/configurational parameters can be
back-calculated out of the desired long-term performance. Then, the impact of flow rate and
wellbore configuration on the system’s behavior is assessed. Defining a specific power allows
comparing the performance of individual MCDG systems. The ratio of generated thermal
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Fig. 5.11 Success rate of designed MCDG systems for each flow rate (success rate= (number
of sucessful cases at each flow rate) ⁄ 16)

power to the equivalent total length of the system is of key importance for economic analyses.
It is concluded that the performance of MCDG systems is not always better than simple CDG
systems. Subsequently, some criteria are set to select the best operation/configuration plans.
Finally, the common features of successful cases are characterized, which gives insight into
designing high-performance MCDG systems.
The key findings of this study are listed below:

1. It is found that the long-term extraction temperature and generated thermal power of
MCDG systems can be predicted as functions of their short-term extraction temperature
through stochastic analysis. Interestingly, these correlations are independent of the
number of wellbores and flow rate.

2. Operating with MCDG systems doesn’t always result in better performance than CDG
systems. It is also demonstrated that adding horizontal wellbores is more beneficial
than including extra injection wellbores in terms of power production.

3. The findings of this study revealed that regardless of technical drilling difficulties,
increasing the number of lateral wellbores enhances the heat absorption per meter of
the system and the success rate.



112 MULTILATERAL CLOSED DEEP GEOTHERMAL SYSTEMS

4. The cases with appropriate extraction temperate and high ratio of generated thermal
power to the equivalent total length can be characterized by a specific relation between
flow rates per injection and horizontal wellbores.

5. In contrast to conventional belief, it is not reasonable to operate with only one injection
wellbore and many horizontal wellbores since the highest total flow rate is achievable
when the flow rate per injector approaches the flow rate per lateral.

The quantitative results of the present work provide a realistic overview of the heat extraction
potential of MCDG systems. Nevertheless, the drilling expense is another essential factor
that should be taken into account when selecting the best system design. In this study, a
specific criterion is defined to give a rough estimation of the ratio of thermal power to relative
drilling costs. However, future research should focus more on various drilling technologies
and associated costs/risks to improve the defined criterion and provide a comprehensive
economic analysis. It is also worth mentioning that the structure of doglegs and manifolds
may be more complicated in real MCDG systems. This complexity cannot considerably
change the energy absorption of the system as the length of the doglegs is small compared to
the total length of the system. Nonetheless, dogleg design is an important topic for future
studies concerning the drilling of MCDG systems.
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Chapter 6

Development of a machine learning-based model to predict
high-pressure CO2 corrosion in carbon steel pipelines

This chapter is submitted as Development of a machine learning-based model to predict
high-pressure CO2 corrosion in carbon steel pipelines, Esmaeilpour M, Nitschke F, Kohl T.

Abstract

CO2-induced corrosion is an essential factor affecting the lifespan and performance of
geothermal wellbores as it can cause damage to the well casing and tubing, leading to
leaks, reduced well productivity, and increased maintenance costs. The intricate interplay
of physical, chemical, and electrochemical phenomena poses a significant challenge in
developing precise models for predicting corrosion rates. The mathematical description of
high-pressure CO2 corrosion is even more complex due to the alterations in thermodynamics
and kinetics of the reactions, increased transport rates, and changes in fluid flow patterns.
Nonetheless, the majority of existing corrosion models are only applicable for CO2 partial
pressures below 20 bar and do not assume that water wetting will always occur. To our
knowledge, the most accurate model fitting available experimental data on high-pressure CO2

corrosion is presented by Abbas et al. [160] in 2018. The neural network model they proposed
can predict the experimental test dataset with an R2-coefficient of 0.91. However, an average
relative error of ≈ 38% in predicting corrosion rate (test dataset) indicates a significant
potential for further refinement of the model to enhance its accuracy. Therefore, the main
goal of the current study is to employ another artificial intelligence technique, called gene
expression programming, to obtain a more accurate estimate of CO2-induced corrosion in
geothermal wellbores. The explicit formulas suggested in this study demonstrate a remarkable
degree of precision, as demonstrated by their capability to compute the experimental test
dataset with an R2-coefficient of 0.99 and reduce the average relative error to ≈ 21%.
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6.1 Introduction

Geothermal systems are a vital component of the energy transition. Harnessing the earth’s
internal heat provides a renewable, emission-free, and baseload-capable source of energy,
which can can play an important role in decreasing the reliance on fossil fuels [161]. The
long-term reliability of geothermal installations depends on the system’s integrity. A well-
designed and well-operated geothermal system with proper attention to system integrity will
result in a long-term safe, efficient, and sustainable energy production. Nevertheless, the
adequate operation and maintenance of geothermal systems is a challenging task due to the
often very harsh physico-chemical conditions (e.g., high temperatures and pressures and
complex chemistry). Corrosion is one of the critical factors that can impact the longevity
of geothermal systems, potentially causing leaks, decreasing heat transfer efficiency, can
potentially lead to ultimate system failure.

Several types of corrosion can occur in geothermal installations, including general
corrosion [162, 163], pitting corrosion [164, 165], galvanic corrosion [166, 167], and erosion-
corrosion [168–170]. General corrosion occurs when a corrosive environment causes a
uniform loss of material from the surface of a component, while pitting corrosion is the result
of localized corrosion that creates deep, narrow holes in the material. Galvanic corrosion
occurs when two dissimilar metals are in electrical contact with each other, and the less noble
metal corrodes preferentially. Erosion-corrosion occurs when high-velocity fluids erode a
material while simultaneously promoting corrosion.

The presence of CO2 in geo-fluids is one of the primary contributory factors for triggering
corrosion in geothermal wellbores, which often manifests as general corrosion. CO2 dissolves
in the liquid medium, forms carbonic acid, and reacts with metal surfaces [171, 172]. The
resulting corrosive environment can rapidly degrade the steel casing of geothermal wells. CO2

corrosion is particularly dangerous because it can occur in small, hard-to-detect amounts,
making it difficult to be detected and controlled. Predictive models for CO2 corrosion
potential are of high importance as they allow for identifying the most effective strategies for
preventing or controlling CO2 corrosion, leading to improved reliability and efficiency of
geothermal frameworks.

The majority of mathematical models for predicting CO2 corrosion are developed by oil
companies (e.g., Shell’s HydroCor [173, 174], Total’s Corplus [175], IFE’s KSC [176], and
BP’s Cassandra [177] models). Typically, the corrosion models can be categorized into two
primary classes:

• Mechanistic models: They possess a robust theoretical approach that outlines the
fundamental electrochemical reactions and transport processes. Unfortunately, despite
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extensive research over the years, the underlying chemical processes and their inter-
action with scaling remain elusive and not fully comprehended. Hydrocor, KSC, and
Multicorp [178, 179] are some examples of mechanistic corrosion models.

• Empirical models: These models are developed by conducting experiments where
various system parameters are altered, and the resulting corrosive effects are observed
and monitored. The empirical models may produce trustworthy predictions when
used within the bounds of existing experimental data, extrapolating beyond these
limits is unreliable and potentially hazardous. They possess limited or insufficient
theoretical background, and many of the constants employed in these models lack
physical meaning. Norsok [180, 181], Waard [182], and Corplus are some examples
of empirical corrosion models.

The implementation of these models in geothermal applications should be approached with
caution as most of them do not assume that water wetting will always take place and their
validity is limited the maximum partial pressure of CO2 of 20 bars [183, 184]. The nature
of high-pressure and low-pressure CO2 corrosion differs in the rate and pattern of corrosion
damage. High-pressure CO2 corrosion typically causes more severe localized corrosion, such
as pitting, due to the higher concentration of dissolved CO2 in the fluid. Low-pressure CO2

corrosion, on the other hand, tends to cause more uniform and widespread corrosion over a
larger area. The specific mechanism of corrosion also differs between high and low-pressure
CO2 environments. In high-pressure CO2, the formation of carbonic acid is accelerated
by increasing the concentration of dissolved CO2 in the aqueous phase, leading to more
aggressive corrosion. In low-pressure CO2, the corrosion mechanism is often associated with
the presence of surface-active species that promote corrosion by creating pits or promoting
uniform corrosion.

Abbas et al. [160, 185] conducted a comprehensive study to assess the performance of
several widely used models in accurately predicting CO2-induced corrosion. Based on his
report, the 1975 Waard correlation [186] calculates the corrosion rate as a monotonically
increasing function of temperature and does not account for a mid-temperature peak observed
in experimental data, which corresponds to the temperature where the maximum corrosion
rate occurs. The Waard correlations introduced in 1991 [182] and in 1995 [187] both account
for the mid-temperature peak, but the former does not explicitly include a velocity term in its
function, while the latter incorporates a velocity term as part of its resistance model. The
Norsok model’s corrosion rate-temperature profiles are similar to those of the Waard models,
while also accounting for shear stress in pipe flow. This empirical model was developed
using data from the North Sea oil and gas industry, and its accuracy may be limited when
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applied to other geological settings or industrial applications. The NPO model [188] is based
on mechanistic and electrochemical principles, which can cause it to over-predict corrosion
rates, especially at temperatures above 80 °C. It should be noted that while empirical models
such as the Waard correlations and the Norsok model may appear to provide more accurate
predictions than the mechanistic NPO model, making conclusions based on results outside
of their range of applicability problematic. Freecorp [189] is another empirical corrosion
model developed by Ohio University for predicting corrosion rates of steel in CO2-saturated
brine environments. This model computes the corrosion rate as a monotonically increasing
function of temperature, is restricted to predicting uniform corrosion, and cannot estimate
pitting or any other types of localized corrosion.

None of the models mentioned above are capable of accurately predicting high-pressure
CO2 corrosion. Therefore, Abbas opted to develop novel machine-learning-based models
that well match experimental data gathered from various references. He implemented
Neural Networks (NN) [190, 191], fuzzy [192, 193], statistical [194, 195], and Monte Carlo
[196, 197] methods to anticipate the corrosion rate as a function of temperature, CO2 partial
pressure, fluid velocity, and pH. To the best of our knowledge, his proposed NN model offers
the most accurate fit for the available experimental data on high-pressure CO2 corrosion.
Nevertheless, the R2-coefficient of 0.91 and average relative error of ≈ 38% in the prediction
of corrosion rate (test data set) highlight a striking potential for further refinement of the
corrosion model to improve its accuracy. Therefore, the main goal of the current study is to
employ an artificial intelligence (AI) technique, called gene expression programming (GEP)
to achieve a more precise estimation of CO2-induced corrosion in geothermal wellbores.
This machine learning method utilizes genetic algorithms to evolve computer programs
capable of solving complex problems. GEP is a robust technique that can handle noisy and
incomplete inputs, making it a suitable choice for developing a corrosion prediction model
based on limited experimental data. GEP generates highly precise explicit formulas that
can be easily implemented in other software, enabling accurate estimation of CO2-induced
corrosion potential in carbon steel pipelines. This study proposes a new formulation that
demonstrates significant improvement in predicting high-pressure CO2 corrosion, which will
be further discussed in the following sections.
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6.2 Methodology

6.2.1 Overview of Gene Expression Programming

Gene expression programming (GEP) is an advanced technique in the field of evolutionary
artificial intelligence that was developed as an extension of genetic programming (GP)
[198, 199]. Its main purpose was to address some of the limitations of GP, including its poor
exploration of the research area, limited regression strategies, and low convergence rate. This
evolutionary algorithm is designed to generate highly accurate and explicit formulas that
can be used to predict target outputs. The resulting solutions can be easily implemented into
other software systems and codes.

GEP’s genetic operators are all based on biological evolution in nature. They include
both fundamental operators like mutation, crossover, and selection, as well as more advanced
operators like transposition, insertion, and recombination. GEP models consist of three
primary components: chromosomes, genes, and expression trees (ET). Chromosomes are
made up of one or more genes, and they mimic candidate solutions within the code. Genes are
composed of terminals and functions, which represent variables like pressure or temperature,
as well as mathematical functions such as addition, subtraction, division, multiplication,
tangent, and logarithm. Expression trees also represent the candidate expressions.

A general framework for implementing GEP involves setting control parameters like
population size, gene length, and mutation rate, and creating an initial population of potential
solutions encoded as chromosomes. Each chromosome is evaluated using a fitness function,
and the best-performing solutions are selected for reproduction in the new population. Genetic
operators are applied to the selected individuals to generate new offspring. This process of
selection, replication, mutation, inversion, transposition, and recombination is repeated until
a stopping criterion is met. For a more detailed explanation of the implementation process,
including code examples, refer to Ferreira [200].

6.2.2 Data collection

The inputs of the GEP-based corrosion model are collected from various sources in the
open literature. All of these studies utilized weight loss through autoclave experiments to
determine corrosion rates:

• (Hesjevik et al. [201]): For the experiments of this study, the Hastelloy C-276 (UNS
N10276) nickel-alloy was utilized. Their measurements are mainly conducted for low
temperatures (T < 40 ◦C).
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• (Choi and Nešic [202]): This study is focused on corrosion measurement in X65
carbon steel samples. The corrosion rate tests were conducted either by maintaining a
constant temperature and varying pressures, or by maintaining constant pressure while
changing temperatures.

• (Zhang et al. [203]): Various types of steel samples were utilized in the study, which
included carbon steel that is martensitic, a pipeline X65 steel, and three corrosion-
resistant alloys (CRA) that contain chromium. However, only the corrosion rate results
for the carbon steel were used in the modeling process to maintain consistency, since
incorporating other corrosion rate measurements would impact the resulting model.
The experimental corrosion rate results were obtained for temperatures ranging from
50 to 130 ◦C and a pressure range of 9.5 to 23.3 MPa.

• (Cui et al. [204]) : Samples of P110, N80, and J55 carbon steels were used in this
experimental study.

A summary of the variable ranges is mentioned in Table 6.1.

Table 6.1 Statistics of the CO2 corrosion data

Variable Range Mean
Temperature (◦C) 24-150 80.25

CO2 Partial Pressure (MPa) 3.5-23.3 13.17
Velocity (m/s) 0-4 2

pH 3.1-6 3.96
Corrosion Rate (mm/year) 0.9-19 10.78

Abbas et al. [160] performed a weighted principal component analysis on the dataset to
assess how well the principal components explain the variation in the data. Their analysis
indicated that the first two principal components accounted for 81.5% of the cumulative
variation in the dataset, which is a sufficient amount to explain the majority of the variation.

6.2.3 Development of corrosion model

In complete accordance with Abbas et al. [160], the data collected in the last step is
partitioned into training and test sets (see Appendix B). This way, it is possible to properly
compare the newly developed GEP formula with the NN-based model of Abbas et al.
[160]. The training dataset is fed into a GEP model with the setting mentioned in Table 6.2.
Subsequently, the process of selection, replication, mutation, inversion, transposition, and
recombination are repeated until the stopping criterion (i.e., R2 in predicting test dataset) is
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fulfilled (Fig. 6.1). The expression tree of the developed GEP model is depicted in Fig. 6.2.
Nevertheless, for the ease of use, its corresponding C++ code is provided in Appendix A. The

Table 6.2 GEP settings for the calculation of corrosion rate

Number of chromosomes 30 Head size 6
Linking function Fitness function R2
IS Transposition 0.00546 RIS Transposition 0.00546

One-point Recombination 0.00277 Two-point Recombination 0.00277
Constants per gene 10 Range of constants -10 to +10
Number of genes 6 Inversion 0.00546

Mutation 0.00138 Gene Transposition 0.00277

accuracy of suggested GEP equations in predicting target values (test dataset) is elaborately
discussed in the next sections.

6.3 Results and discussion

6.3.1 Prediction accuracy

Abbas et al. [160] evaluated the accuracy of their derived NN model by predicting a test
corrosion dataset in the temperature range of 40 ◦C to 140 ◦C. The predicted values of the NN
model, the newly-developed GEP equation, and the experimental test dataset are displayed in
Fig. 6.3. Although this figure can be helpful in evaluating the effect of temperature on the
corrosion rate, it may not conclusively indicate which mathematical model performs better in
predicting the target experimental values. Thus, in Fig. 6.4 and Fig. 6.5, the corresponding
absolute and relative errors in predicting the corrosion rate are presented. Fig. 6.4 indicates
that utilizing the NN model leads to a notable absolute error in calculating the corrosion rate
at low temperatures (i.e., 40 ◦C and 50 ◦C). At temperatures of 60◦C, 80◦C, and 130◦C, the
absolute error of the GEP equation is slightly larger than that of the neural network model.
Nonetheless, the average absolute error of 1.25 mm demonstrates the superior performance
of the GEP function compared to the NN model, which has an average absolute error of 1.77
mm. The distinction between these two mathematical models becomes more apparent when
evaluating the relative error (Fig. 6.5). The average relative errors of the NN and GEP models
in predicting the test dataset are 38% and 21%, respectively. The smaller value of corrosion
rate and high absolute error of the NN model at low temperatures (Fig. 6.4, 40 ◦C) results
in very high relative error (Fig. 6.5, 40 ◦C, 140% error). The NN model well fits the CO2

corrosion test dataset, as shown by the R2-coefficient of 0.91 in Fig. 6.6a. However, the GEP
model greatly enhances the prediction accuracy, achieving an R2 value of 0.99 (Fig. 6.6b).
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Fig. 6.1 The flowchart of gene expression algorithm. Pressure, temperature, pH, and velocity
are assumed inputs, while the R-squared in calculating corrosion rate is considered as a
fitness function.
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Fig. 6.3 Comparing the corrosion rates predicted by mathematical models with the experi-
mental test dataset.

Fig. 6.4 The absolute error of GEP and NN models in predicting test dataset.
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Fig. 6.5 The relative error of GEP and NN models in predicting test dataset.

To the best of our knowledge, the high level of accuracy achieved in predicting experimental
corrosion data using the GEP model has not been previously reported in the literature.

6.3.2 Relevant parameters

• Temperature
The corrosion rate-temperature profile for all the experimental data points is illustrated in
Fig. 6.7. Data points with identical temperatures were plotted using the median corrosion
rate value. The classic peak of CO2 corrosion rate as a function of temperature is represented
by a polynomial curve fit. The increase in corrosion rates within the temperature range of 20
◦C to 80 ◦C is caused by accelerating chemical and electrochemical reactions. However, a
further rise in temperature reduces carbonates solubility, increases the chance of precipitation,
and creates a corrosion-protective layer on the metal. Moreover, increasing the temperature
leads to a reduction in the amount of dissolved CO2 in the aqueous phase, known as the
carbonate/temperature dissolution effect. As a result, the concentration of carbonic acid
decreases, making the aquatic environment less corrosive. The peak temperature for corrosion
is case specific and will be further discussed in the next section.
• pH
The corrosion rate is affected by the acidity or basicity of the solution, which alters the
electrochemical reactions taking place at the metal surface. At lower pH values (acidic
conditions), the rate of CO2-induced corrosion is typically higher. This is because the
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(a)

(b)

Fig. 6.6 Calculated corrosion rates by mathematical models against experimental data.
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Fig. 6.7 Experimental corrosion rate versus temperature plot for all the training/test datasets.

acid reacts with the metal, forming iron ions, which are then dissolved in the aqueous
phase. In contrast, higher pH values typically result in a lower corrosion rate as there are
fewer hydrogen ions available to react with the metal surface. This can establish a proper
environment for forming of a protective film of compounds like iron carbonate (FeCO3) or
iron hydroxide (Fe(OH)2) on the metal surface. The resulting film can help slow down the
corrosion process (i.e., passivation process).

The behavior of the developed GEP model in predicting corrosion rate at different
pressures, temperatures, and (pH)s is depicted in Fig. 6.8. As shown, there is an increase
in corrosion rates as the pH decreases, which is consistent with the trend observed for CO2

corrosion rate versus pH in low-pressure systems (P < 2MPa). It is also clear that at a specific
range of temperatures, the corrosion rate is larger (represented by yellow semi-oval shapes).
This general trend aligns with the findings of the previous section that there is a higher risk of
corrosion within a specific temperature range. However, this temperature domain is sensitive
to various factors, including pressure, pH, and other variables.
• CO2 partial pressure
The corrosion rate of carbon steel in CO2-containing environments exhibits a non-linear
relationship with the partial pressure of CO2. Even a slight variation in the CO2 partial
pressure can have a substantial effect on the corrosion rate. An increase in CO2 partial
pressure enhances its solubility in the aqueous phase, leading to changes in the corrosion
rate through two distinct mechanisms. Firstly, it increases the production of hydrogen at
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(a) (b) (c)

Fig. 6.8 Calculated corrosion rates by the developed GEP model for a) pH=4.5 b) pH=5.5 c)
pH=6.5

the cathode, and secondly, it promotes the formation of carbonate-oxide films on the metal
surface. The corrosion rate is ultimately determined by the relative efficiency of these two
processes.

A rise in CO2 partial pressure results in an increase in the concentration of H2CO3, which
in turn leads to an acceleration of the redox half-reaction 2H2CO3 +2e → H2 +2HCO−

3 .
However, when conditions are favorable for the formation of iron carbonate (FeCO3) or
other corrosion products, a higher CO2 partial pressure along with a high pH can lead to
an increased formation of the protective layer. This layer acts as a barrier that restricts the
diffusion of CO2 and other corrosive species to the metal surface. It’s worth noting that if the
CO2 partial pressure exceeds a certain threshold, the protective layer may become unstable
and start to dissolve. This can lead to an increase in the corrosion rate once again. Fig. 6.9
demonstrates the non-linear effect of CO2 partial pressure on corrosion rate, which reflects
the complex interplay between the formation of protective layers and the dissolution of these
layers under varying CO2 partial pressure conditions.

6.4 Conclusion

The primary objective of this study is to quantify high-pressure CO2-induced corrosion in
wellbores, which is an essential factor endangering the longevity of geothermal systems.
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Fig. 6.9 Pressure impact on the corrosion rate [P = 10 MPa,U = 2 m/s]

Our findings could be of great interest to the geothermal community since most existing
corrosion models have focused primarily on low-pressure CO2 corrosion (PCO2 < 20 bar).
However, in geothermal projects, particularly in the context of carbon capture and storage
(CCS) applications, the CO2 partial pressure can be significantly higher. To our knowledge,
the machine learning-based corrosion model proposed by Abbas et al. [160] provides the
best fitting on the available experimental data on high-pressure CO2 corrosion. Nevertheless,
the R2-coefficient of 0.91 and average relative error of ≈ 38% in the prediction of corrosion
rate (the experimental test dataset) motivated us to further work on their collected dataset
and improve the corrosion prediction accuracy by implementing an alternative AI technique.
Gene expression programming is the machine learning method employed by the current
study to develop the corrosion model. Some important points regarding the developed GEP
model and its predicted corrosion rates are listed below:

• The GPG formula proposed in this study exhibits a significantly higher prediction
accuracy compared to the NN model developed by Abbas et al. [160]. Table 6.3
presents a brief comparison of these two models.

• Chemical and electrochemical reaction rates, carbonates solubility, CO2 dissolution
in the aqueous phase, and generation of the corrosion-protective layer are the main
factors controlling the corrosion variation at different temperatures. The alteration of
high-pressure GEP-predicted corrosion rate as a function of temperature is similar to
its known temperature-dependent trend at low pressures. The success of the developed



128 HIGH-PRESSURE CO2 CORROSION IN GEOTHERMAL WELLBORES

Table 6.3 Comparing the accuracy of mathematical models in predicting experimental test
dataset

Criterion GEP NN
R2-coefficient 0.99 0.91

Average relative error 21% 38%
Average absolute error 1.25 mm/year 1.77 mm/year

GEP model goes beyond accurately estimating corrosion data. It also precisely predicts
the trend of corrosion as a function of input parameters such as partial pressure, tem-
perature, pH, and velocity. The predicted behavior of the model is in good agreement
with the observed pattern of experimental data at high pressures.

• Unlike neural networks, gene expression programming is capable of generating an
explicit formula that can be easily implemented in various software and codes. For ease
of use, the developed GEP function is provided as a simple C++ code in Appendix A.

• It is crucial to note that the developed model is valid only for CO2-induced carbon
steel corrosion. For more information about steel types refer to section (6.2.2 Data
collection).
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Chapter 7

Conclusions

Geothermal energy is a clean, renewable energy source that can reduce our dependence
on fossil fuels and lower CO2 emissions. By tapping into the Earth’s energy, we can work
towards a sustainable energy future and mitigate the effects of climate change. Wellbores are
critical components of geothermal systems that are drilled into the Earth’s crust to access
hot water and steam, which can be used to generate electricity or heat buildings. The design,
construction, and maintenance of these wells are essential factors in the efficiency and
reliability of geothermal systems, and well-designed and maintained wellbores can maximize
the flow of geothermal fluids and ensure the long-term sustainability of the geothermal
resource.

Numerical modeling is crucial in optimizing the functionality of geothermal wellbores due
to the complexity of simulating various physical phenomena, such as gas and salt transport,
thermal interactions between the wellbore and reservoir, flow regime triggering, and the
complex geometries and trajectories of the wellbore. To simulate these phenomena with
precision, mathematical equations and numerical methods are necessary, and the accuracy
and efficiency of these techniques can significantly affect the computational complexity and
accuracy of the final results. The primary objectives of the current study are to develop
a robust numerical tool to comprehensively understand non-isothermal, multiphase, and
multicomponent flow in geothermal wellbores and to utilize the gained knowledge to design
innovative geothermal frameworks that prioritize wellbore integrity and optimize energy
absorption through closed-loop systems. The study aims to improve the efficiency and
productivity of geothermal systems resulting in cost savings and enhanced sustainability.
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7.1 Major findings of the research

As previously discussed, designing wellbores with good thermal performance and integrity
necessitates developing a robust numerical tool to accurately predict the system’s behavior
under various scenarios. Hence, one of the primary objectives of this study is to develop a fast,
accurate, user-friend, and extendable wellbore simulator capable of handling a wide range
of geothermal problems. To achieve this objective, an open-source finite element platform
called MOOSE is used to incorporate a fully coupled system of continuity, momentum,
energy, and transport equations, as well as advanced equations of state. The object-oriented
nature of the developed wellbore simulator (MOSKITO) provides a friendly environment for
both users and developers and makes it easy to further develop it and include other complex
phenomena. MOSKITO can easily simulate steady-state and transient problems in wellbores
with complicated trajectories, casing programs, and configurations (e.g., U-shape, coaxial,
multilateral, etc.). Two methods can be used to describe the lateral heat exchange between the
wellbore and reservoir. The first method (stand-alone mode) involves using a semi-empirical
approach to calculate the heat exchange rate based on the temperature difference between the
working fluid and formation, time, and thermophysical properties of the fluid, casing, cement
layer, and formation. The second method involves coupling the heat exchange model with a
reservoir simulator.

Coupling the 1D modeling on fluid flow in the wellbore to the sem-empirical radial
heat model can considerably increase the computation speed. Nonetheless, the significant
computational expenses associated with calculating properties of two-phase multicomponent
fluids remain a significant challenge that we must address. Therefore, Chapter 3 of this
thesis focuses on developing a rapid equation of state for computing properties of geofluids.
Determination of the composition of the aqueous and non-aqueous medium is essential for
computing two-phase mixtures properties, However, the two commonly used thermodynamic
models for computing gas components’ solubility in the aqueous phase - the fugacity-fugacity
and fugacity-activity models - are highly iterative. As an example, when using the Fugacity-
activity algorithm, the fluid temperature and gas component equilibrium constants must be
initially guessed, and the Rachford-Rice equation, compressibility factor, and enthalpy should
be calculated iteratively. To bypass the need for iterations, we opted to use a machine learning
technique called Gene Expression Programming (GEP), which can generate highly accurate
explicit formulas for computing target outputs. This innovative equation of state (called
GENEOS) is developed with several key factors in mind, including accuracy, computation
speed, applicability, and transparency. By utilizing the new GEP functions of GENEOS,
fluid temperature can be predicted for 1,000,000 arbitrary sets of pressure, enthalpy, and
two-phase composition with an average relative error of only 0.6%. Additionally, when the
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GEP functions are used as an initial guess in the F-A algorithm, the error is reduced to zero
after the first iteration. One of the significant advantages of GENEOS is its computational
efficiency, which reduces EOS-related computational costs by 90%. The equation of state is
highly applicable to geothermal applications, including the nine primary components relevant
to these fields, such as H2O, CO2, CH4, N2, H2S, NaCl, KCl, CaCl2, and MgCl2. GENEOS
can be used in standalone mode or coupled with any other modeling platform. Moreover,
GENEOS is transparent, with all new GEP equations presented as simple C++ codes in
Appendix A and implemented equations for other properties and corresponding references
clearly addressed in the context of this thesis. Coupling GENEOS to other conservation
equations in MOSKITO resulted in fast and accurate modeling of two-phase multicomponent
flows in geothermal wellbores.

The developed numerical tool is subsequently used to model the thermal performance of
closed-loop deep geothermal (CDG) systems comprising two vertical wellbores connected
to each other through a long horizontal extension. This novel geothermal framework is
designed to sustainably produce a significant amount of thermal power by mitigating the
typical risks associated with open systems, such as subsurface water contamination and
potential seismic activity. An intriguing aspect of CDG systems is their ability to operate
using the thermosiphon effect. This effect is triggered by the density difference between
the injection and horizontal wellbore, which creates a pressure gradient that is sufficient for
spontaneous fluid circulation within the system, without requiring any external pumping.
Therefore, the study elaborated in Chapter 4 focuses on quantifying thermosiphon flow in
CDG systems. The evaluation of the thermosiphon flow rate, generated under various pressure
losses at surface facilities, indicates that it is sufficient for producing a significant amount
of thermal power with a reasonable extraction temperature. Furthermore, the assessment
revealed that this flow rate remains stable for at least one century. Extensive investigations
are also conducted to analyze the extraction stability over time. It is found that the extraction
temperature can be stabilized by controlling the energy absorption/loss in different sections of
CDG systems at lower flow rates. Although the designed CDG system can generate thermal
power exceeding 2 MW , the drilling cost for a 12 km total wellbore length may pose a risk to
its economic viability. Our primary suggestion for improving power generation per meter of
deep closed-loop installations is to operate with multilateral CDG systems. This is discussed
in a separate study in chapter 5 of this thesis.

A multilateral closed deep geothermal (MCDG) system is a complex system consisting
of several vertical injection wellbores connected through doglegs at a particular depth. The
parallel wellbores must be positioned far enough apart to prevent thermal interaction. The
injected fluids from the vertical wellbores are initially collected at the doglegs and then
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redistributed through horizontal wellbores. Finally, the total injected fluid is extracted
through a single production wellbore. To assess the performance of MCDG systems, 160
scenarios were analyzed by varying the system configuration, such as the number of wellbores
and flow rate. Through stochastic analysis, it was found that the long-term performance
of MCDG systems can be predicted based on their short-term behavior. For instance, the
extraction temperature after 30 years of operation can be determined as a function of the
extraction temperature after the first year. Remarkably, this correlation is independent of
the number of wellbores and flow rate. The extraction temperature and power generation
per meter of the system are then used as criteria to filter successful MCDG systems in the
subsequent step. One of the key findings of this study is the identification of successful
MCDG systems based on a specific relationship between the total flow rate and the number
of injection and horizontal wellbores. This result is highly important for the future design of
high-performance MCDG systems.

The final study in this Ph.D. project is dedicated to the mathematical prediction of CO2-
induced corrosion in geothermal wellbores. This topic has captured our attention as corrosion
poses a significant threat to the wellbore integrity. Upon reviewing the existing literature on
corrosion, it is apparent that the majority of corrosion models are only applicable up to a
CO2 partial pressure of 20 bar, rendering them unsuitable for use in deep geothermal systems.
Therefore, we decided to develop a machine learning-based model that can accurately fit
available experimental data on high-pressure CO2-induced corrosion. The developed model
takes pressure, temperature, pH (or composition), and fluid velocity as input and calculates
the corrosion rate accordingly. The developed corrosion model demonstrates a high level of
precision, as evidenced by the R2 coefficient of 0.99 and an average absolute error of 1.25
mm/year in predicting the experimental test dataset.

7.2 Outlook

Although the primary focus of the current study is to evaluate the thermal performance of
closed-loop deep geothermal systems, it is essential to conduct a techno-economic assessment
(TEA) to determine the feasibility and economic viability of such projects. By assessing the
capital costs, operating costs, and potential revenue streams, TEA provides a comprehensive
understanding of the financial aspects of closed-loop deep geothermal systems. Additionally,
evaluating the drilling risks associated with these systems is important in ensuring that the
drilling process is safe and effective. This includes assessing potential geological hazards,
the suitability of drilling equipment, and the environmental impact of drilling operations.
By conducting thorough TEA and drilling risk evaluations, stakeholders can make informed
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decisions about the viability and potential risks associated with closed-loop deep geothermal
systems, ultimately helping to drive the adoption of sustainable energy solutions.

The mathematical description of corrosion impact on mineral precipitation in geother-
mal wellbores is another interesting topic for future studies. Corrosion can create surface
irregularities and roughness, which can serve as nucleation sites for mineral precipitation.
The types of minerals that form can vary depending on the specific corrosion environment
and the composition of the geothermal fluid. For example, corrosion in the presence of
dissolved silica can lead to the formation of silica-rich mineral deposits such as quartz,
chalcedony, and amorphous silica. On the other hand, corrosion in the presence of sulfates
can lead to the formation of sulfates such as gypsum and anhydrite. However, in some cases,
corrosion can also inhibit mineral precipitation by disrupting the chemical balance needed for
precipitation to occur. Therefore, the impact of corrosion on mineral precipitation is complex
and dependent on multiple factors, including the composition of the geothermal fluid, the
temperature, and the corrosion environment.
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Appendix A

C++ Codes

In the functions below: d[0] = pressure (Pa), d[1] = Enthalpy (MJ kg−1), d[2] = MFCH4 , d[3]
= MFCO2 , d[4] = MFN2 , d[5] = MFH2S, d[6] = MFNaCl, d[7] = MFKCL, d[8] = MFCaCl2 , d[9]
= MFMgCl2 . (MF = mole fraction in the two-phase mixture)

Listing A.1 Temperature/enthalpy (pressure > 10 MPa)

1 double gepModel(double d[])

2 {

3 const double G1C1 = 20468.3987895087;

4 const double G1C8 = -0.632584680896207;

5 const double G1C4 = -0.126694048571721;

6 const double G1C0 = -2.34224648339043;

7 const double G2C6 = -4.6741958733112;

8 const double G2C5 = 26.4014636827949;

9 const double G2C1 = 21.0155662431996;

10 const double G3C6 = 1.38009587889663;

11 const double G3C7 = 11.0276506089214;

12 const double G4C0 = 6.40107789479513;

13 const double G4C7 = -15.3514731948368;

14

15 double y = 0.0;

16

17 y = ((d[10]+((d[2]* G1C8)+(d[7]* G1C4)))*(((d[1]+ G1C0)+d[3])*(G1C1+d[0])));

18 y /= ((((d[1]+d[7])+(d[7]+d[7]))*(( G2C5+G2C1)*d[8]))+((d[8]+ G2C6)+d[6]));

19 y /= (d[0]+((((d[9]* G3C7)*d[0])*(d[2]* G3C6))*((d[9]+d[1])+(d[3]+d[6]))));

20 y /= (d[1]*((d[1]+(((d[10]* G4C7)*d[10])*(G4C0+d[1])))+d[2]));

21

22 return -0.00080765*y + 0.0005711;

23 }
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Listing A.2 Temperature/enthalpy (pressure < 10 MPa)

1 double gepModel(double d[])

2 {

3 const double G1C1 = -32318.1483269907;

4 const double G1C8 = -13.8547740182964;

5 const double G1C7 = -3.88915202762322;

6 const double G2C3 = 6.31536021447302;

7 const double G2C5 = 4.0254239988184;

8 const double G2C2 = -1.73940616972321;

9 const double G3C4 = 7.38868080049002;

10 const double G3C2 = 6.19566639338576;

11 const double G3C8 = 5.98974791711173;

12 const double G3C0 = -5.72206137923993;

13 const double G4C2 = 2.98313090164621;

14

15 double y = 0.0;

16

17 y = (((d[4]+( G1C8*d[8]))+(( G1C7+d[3])+d[3]))*(( G1C1+d[2])+(d[2]*d[0])));

18 y /=

((((d[6]+d[6])*(d[3]+d[1]))*((d[2]*d[2])*G2C3))+((d[4]+ G2C5)+(d[7]* G2C2)));

19 y /= (d[0]+(((( G3C4+G3C2)*d[0]) *(( G3C8+G3C0)+d[3]))*d[9]));

20 y /= (((((d[2]*d[5])+d[8])*(d[8]* G4C2))+d[1])*(d[1]+d[2]));

21

22 return -0.00027023*y + 0.00050106;

23 }
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In the functions below: d[0] = pressure (Pa), d[1] = Enthalpy (MJ kg−1), d[2] = MFCH4 ,
d[3] = MFCO2 , d[4] = MFN2 , d[5] = MFH2S, d[6] = MFNaCl, d[7] = MFKCL, d[8] = MFCaCl2 ,
d[9] = MFMgCl2 . (MF = mole fraction in the two-phase mixture)

Listing A.3 Equilibrium constant of methane

1 double gepModel(double d[])

2 {

3 const double G2C5 = 2.22339771721549;

4 const double G2C6 = -2.14637233854183;

5 const double G3C1 = -1.07790690658374;

6 const double G4C2 = -0.794709937672379;

7 const double G4C4 = 9.25857853236488;

8 const double G4C9 = 3.02574550033259;

9 const double G5C8 = -7.32716149082919;

10 const double G5C7 = -4.92416150395215;

11 const double G6C2 = -1.10201172067956e-03;

12 const double G6C8 = -0.146189368197262;

13 const double G7C8 = -9.06125064851833;

14 const double G7C0 = -0.732014600985748;

15 const double G8C8 = -0.419130189333237;

16 const double G8C6 = -57.7562791833247;

17 const double G8C3 = 11.7499738632408;

18

19 double y = 0.0;

20

21 y = (-(pow(exp((d[8]* exp(pow((d[2]+( -(d[3]))) ,3)))) ,2)));

22 y /= (pow (((((((d[7]+ G2C6)/2.0)+d[5]) /2.0)

23 +((d[3]+ G2C6)-G2C5))/2.0) ,3)+sqrt(d[0]));

24 y /= ((G3C1+exp(d[8]))/2.0);

25 y /= ((d[9]* sqrt ((((G4C9 -d[2])*d[0])+pow(G4C4 ,2))))-pow(G4C2 ,2));

26 y /= ((d[0]* G5C8)+exp (((1.0/(((d[4]+d[1]) /2.0)))

27 +(((( G5C7+d[2]) /2.0)+d[6]) /2.0))));

28 y /= pow (( -((( G6C2 +(( G6C8+d[10]) /2.0))/2.0))) ,3);

29 y /=

((( sqrt(d[2]) +(( G7C8+G7C8)*(d[9]+d[10])))+exp((pow(G7C0 ,3)-d[5])))/2.0);

30 y /=

(((((((d[9]+ G8C8)+(1.0))/2.0) -(1.0/(((d[1]+ G8C3)/2.0))))+G8C8)/2.0)+d[7]);

31

32 return 0.040489*y + 98.83;
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Listing A.4 Equilibrium constant of carbon dioxide

1 double gepModel(double d[])

2 {

3 const double G1C5 = -4.37535902279733;

4 const double G1C9 = 7.77214880825221;

5 const double G2C5 = -5.47728293710135;

6 const double G3C1 = -1.0671278375179;

7 const double G3C5 = 2.79641102328562;

8 const double G4C2 = -0.785190099381902;

9 const double G5C6 = -8.36603900265511;

10 const double G5C7 = 0.728626256797193;

11 const double G5C9 = -1.60924100466933;

12 const double G6C8 = -1.47651261879235;

13 const double G7C5 = -5.13412884914701;

14 const double G7C3 = 4.56887319587694;

15 const double G7C0 = -3.8067540910062;

16 const double G8C8 = -0.418711059143904;

17 const double G8C1 = 7.49136353832348;

18

19 double y = 0.0;

20

21 y =

(((((d[1]+d[0])+(d[0]+ G1C9))/2.0) -G1C5)+(((d[0]-d[2])-d[6])+sqrt(d[9])));

22 y /=

(d[7]+((((( G2C5+d[5]) -(d[4]+d[4]))+sqrt(d[9]))+exp((d[4]+d[5])))/2.0));

23 y /= (((1.0)+d[9])+G3C1);

24 y /= ((pow (((d[9]+ G4C2)/2.0) ,3)+(((((d[8]+d[7]) /2.0) +(d[7]+d[8]))/2.0)

25 +pow(d[7] ,2)))/2.0);

26 y /= ((((( exp ((1.0))+(((0.0)+G5C7)/2.0))/2.0)*d[0]) +(1.0/( G5C6)))/2.0);

27 y /= (((((( G6C8 +((d[5]+d[6]) /2.0))/2.0)+(d[10]+d[10]))/2.0)+(d[9]

28 +((d[4]+d[10]) /2.0)))/2.0);

29 y /= ((((( exp(d[9])*G7C3)+exp(G7C0))+(G7C5+(d[8]+d[8])))/2.0)+d[10]);

30 y /=

(((((1.0/((( G8C1 +(((1.0/( G8C8))+(0.0))/2.0))/2.0)))+G8C8)/2.0)+d[10]) /2.0);

31

32 return 0.0000295*y + 10.24;

33 }
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Listing A.5 Equilibrium constant of nitrogen

1 double gepModel(double d[])

2 {

3 const double G2C5 = 1.67885372478408;

4 const double G2C6 = -7.45217217976714;

5 const double G3C1 = -1.07682899967716;

6 const double G4C2 = -0.794497735526597;

7 const double G4C4 = 9.17515873978827;

8 const double G5C4 = -6.81051781670583;

9 const double G5C8 = -7.32642877468011;

10 const double G6C2 = -1.36023620908092e-03;

11 const double G6C8 = -0.145897135650236;

12 const double G7C4 = -7.68247756264025;

13 const double G7C7 = -9.76255287331767;

14 const double G7C0 = -0.885736781455088;

15 const double G8C8 = -0.423744812717796;

16 const double G8C3 = 11.8556061282713;

17

18 double y = 0.0;

19

20 y = exp((pow(exp(d[7]) ,3)+exp (((exp((-(d[9])))+d[7]) /2.0))));

21 y /= ((pow ((((( sqrt(d[8])+d[5]) /2.0) +(( G2C6/G2C5)/G2C5))/2.0) ,3)

22 +sqrt(d[9]))/2.0);

23 y /= ((G3C1+exp(d[8]))/2.0);

24 y /= ((sqrt ((((d[6]*d[1])/d[2])+pow(G4C4 ,2)))*d[9])-pow(G4C2 ,2));

25 y /= ((( G5C4*d[0]) +((-((d[5]+d[5])))+(1.0/(((d[1]+ G5C8)/2.0)))))/2.0);

26 y /= pow (( -((( G6C2+(G6C8+d[10]))/2.0))) ,3);

27 y /= ((sqrt(d[2]) +(( G7C4+G7C7)*(d[9]+d[10])))+exp (((G7C0 -d[3])-d[7])));

28 y /=

((( G8C8 +(((( G8C8+d[9]) +(1.0))/2.0) -(1.0/(((d[1]+ G8C3)/2.0)))))/2.0)+d[7]);

29

30 return 0.0000105*y + 82.87;

31 }
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Listing A.6 Equilibrium constant of hydrogen sulfide

1 double gepModel(double d[])

2 {

3 const double G1C7 = 3.33536790063173;

4 const double G1C6 = 5.94302407910398;

5 const double G2C0 = -7.01362340355867;

6 const double G3C0 = 4.18216557671013;

7 const double G3C2 = -7.15920981856555;

8 const double G3C8 = 4.65926084170049;

9 const double G4C1 = -0.759923389690848;

10 const double G4C7 = 7.49086935868265;

11 const double G4C3 = 8.43005236884671;

12 const double G4C5 = -9.50941801202429;

13 const double G5C4 = 0.936272689231344;

14 const double G6C6 = 8.64558854945524;

15 const double G6C8 = -0.144408844877855;

16 const double G7C7 = 4.36078981902524;

17 const double G7C8 = -10.6495893859506;

18 const double G8C1 = 6.26367671004059;

19

20 double y = 0.0;

21

22 y = exp (((( G1C7+sqrt(d[8]))/2.0)+exp (((( G1C6+d[7]) /2.0)+d[8]))));

23 y /= (exp (((d[6]+(d[2] -(((d[0]*d[6])+G2C0)/2.0)))/2.0))+sqrt(d[0]));

24 y /=

(((((G3C0 -G3C2)*(d[9]+d[7]))+((( G3C8+d[6])+(d[7]+ G3C2))/2.0))/2.0)+d[10]);

25 y /= ((d[9]*(((d[6]+ G4C7)+(( G4C3+G4C5)/2.0))+(d[0]*d[6])))-pow(G4C1 ,2));

26 y /= (d[9]-(d[0]/ sqrt((pow (((d[5]/d[0])+G5C4) ,3)-d[5]))));

27 y /= ((1.0/( G6C6))*pow ((((d[10]* exp((d[4]+d[6])))+G6C8)/2.0) ,3));

28 y /= ((((1.0) +((d[2]+ G7C8)*(d[9]+d[10])))/2.0)/exp (((d[9]*d[4])*d[1])));

29 y /= (1.0/(((( G8C1 +((((d[1]+d[0]) /2.0) +(1.0/(d[1])))/2.0))/2.0)

30 -((-(d[0]))+d[6]))));

31

32 return 3.07E-13*y + 2.98;

33 }



157

Listing A.7 corrosion rate

1 double gepModel(double t, double p, double u, double ph, double & crr)

2 {

3 double d[4];

4

5 d[0] = t;

6 d[1] = p;

7 d[2] = u;

8 d[3] = ph;

9

10 const double G1C7 = -6.37490076288078;

11 const double G1C9 = 9.71954790027811;

12 const double G2C6 = -22.4713541949907;

13 const double G2C8 = 112.371930589555;

14 const double G2C1 = 16.9811572846352;

15 const double G2C3 = 7.47999511703848;

16 const double G3C0 = 12.3071233835765;

17 const double G3C6 = -58.1855518566808;

18 const double G3C7 = -4.79938154426978;

19 const double G3C5 = 2.20796920024472;

20 const double G4C2 = 7.59265536537209;

21 const double G4C1 = 10.6737329569532;

22 const double G5C6 = -5.9717883032398;

23 const double G5C8 = 4.35994554792827;

24 const double G5C9 = 8.28125857955026;

25 const double G6C1 = 3.41839318569503;

26 const double G6C6 = -3.72394969086718;

27 const double G6C3 = 7.62807399214605;

28

29 double y = 0.0;

30 y = ((d[0]+(( G1C9+G1C9)*G1C7))-d[1]);

31 y *= (((d[1]-G2C8)-(G2C8 -d[0])) -((G2C1*G2C3)-G2C6));

32 y *= ((( G3C0+G3C0)+(d[1]+ G3C6))*((G3C7 -G3C5)+d[3]));

33 y *= (((d[1]-d[3]) -(d[2]+d[3])) -((G4C2 -G4C1)-d[1]));

34 y *= ((( G5C6+d[0]) -(G5C8*d[1])) -((G5C9 -d[2])-d[1]));

35 y *= (((d[2]+d[1])+(G6C6*G6C3)) -(d[3]* G6C1));

36

37 crr = - 0.00000013*y + 508.116;

38 return crr /100;

39 }





Appendix B

Training and test datasets for the
corrosion model

Table B.1 Training Dataset.

T (°C ) (MPa ) U (m/s) pH Corr. Rate (mm/year ) Source
24 3.5 0 3.1 4 Hesjevik et al. [201]
40 5.8 0 3.4 8 Hesjevik et al. [201]
50 4 0 3.25 18 Choi and Nesic [202]
50 8 0 3.14 19 Choi and Nesic [202]
50 9.5 4 5.1 9 Zhang et al. [203]
50 9.5 0 5.1 8.1 Zhang et al. [203]
60 12.1 4 3.1 15 Zhang et al. [203]
60 12.1 4 4.08 12 Zhang et al. [203]
60 12.1 0 4.08 10.5 Zhang et al. [203]
80 15.4 4 4 15 Zhang et al. [203]

110 20.3 4 4 13 Zhang et al. [203]
110 20.3 4 4 13 Zhang et al. [203]
130 23.3 4 3.2 9 Zhang et al. [203]
130 23.3 4 3.9 9 Zhang et al. [203]
130 23.3 0 3.9 9 Zhang et al. [203]
150 8.27 0 6 0.9 Cui et al. [204]
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Table B.2 Test Dataset.

T (°C ) (MPa ) U (m/s) pH Corr. Rate (mm/year ) Source
40 8.5 0 3.4 2 Hesjevik et al . [201]
50 6 0 3.18 20 Choi and Nesic [202]
60 12.1 0 3.1 11 Zhang et al . [203]
80 15.4 4 3.12 15 Zhang et al . [203]

130 23.3 0 3.2 9 Zhang et al . [203]
140 8.27 0 5 1.3 Cui et al . [204]



Appendix C

Immiscible displacement flows

Immiscible displacement flow occurs when two fluids that are not miscible, or cannot mix,
come into contact and one displaces the other. In geothermal wellbores, this phenomenon can
happen when a drilling fluid is used that is immiscible with the formation fluids. For instance,
oil-based drilling fluids are commonly used in geothermal wells, and they are not miscible
with water-based formation fluids. When the drilling fluid is pumped down the wellbore, it
displaces the formation fluids, creating a flow path for the drilling fluid. This process helps
to maintain wellbore stability and prevent the influx of formation fluids into the wellbore
during drilling operations. However, it can also create challenges when it comes to well
completion and production, as the immiscible drilling fluid can leave behind a residual film
on the wellbore surface that can impede fluid flow and heat transfer. Proper management of
immiscible displacement flow is crucial to ensure the efficient operation of geothermal wells.
Electro-hydrodynamic and magneto-hydrodynamic effects can have a significant impact on
immiscible displacement flows. These effects involve the interaction between fluids and
electric or magnetic fields, and they can alter the behavior of the fluids in the displacement
process. For example, electro-hydrodynamic effects can induce electric fields that cause
changes in the interfacial tension between the two fluids, which can affect displacement
efficiency. Similarly, magneto-hydrodynamic effects can create magnetic fields that induce
fluid motion, which can alter flow patterns and displacement behavior. Understanding and
accounting for these effects is important for accurately modeling immiscible displacement
flows in geothermal wellbores and other applications. During this Ph.D. project, two papers
were published that focused on these topics.
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