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A Unifying Perspective of Common Motifs That Occur
across Disparate Classes of Materials Harboring Displacive
Phase Transitions
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Dario Anselmetti, Thomas Dahm, Frank Weber, Kai Rossnagel, and Gabi Schierning*

Several classes of materials manifest displacive phase transitions, including
shape memory alloys, many electronically correlated materials,
superconductors, and ferroelectrics. Each of these classes of materials
displays a wide range of fascinating properties and functionalities that are
studied in disparate communities. However, these materials’ classes share
similar electronic and phononic instabilities in conjunction with
microstructural features. Specifically, the common motifs include twinned
microstructures, anomalies in the transport behavior, softening of specific
phonons, and frequently also (giant) Kohn anomalies, soft phonons, and/or
nesting of the Fermi surface. These effects, phenomena, and their
applications have until now been discussed in separate communities, which
is a missed opportunity. In this perspective a unified framework is presented
to understand these materials, by identifying similarities, defining a unified
phenomenological description of displacive phase transitions and the
associated order parameters, and introducing the main symmetry-breaking
mechanisms. This unified framework aims to bring together experimental and
theoretical know-how and methodologies across disciplines to enable
unraveling hitherto missing important mechanistic understanding about the
phase transitions in (magnetic) shape memory alloys, superconductors and
correlated materials, and ferroelectrics. Connecting structural and electronic
phenomena and microstructure to functional properties may offer so-far
unknown pathways to innovate applications based on these materials.

A. Grünebohm, R. Drautz
Interdisciplinary Centre for Advanced Materials Simulation (ICAMS) and
Center for Interface-Dominated High Performance Materials (ZGH)
Ruhr-University Bochum
Universitätsstr. 150, 44801 Bochum, Germany

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/aenm.202300754

© 2023 The Authors. Advanced Energy Materials published by
Wiley-VCH GmbH. This is an open access article under the terms of the
Creative Commons Attribution-NonCommercial-NoDerivs License,
which permits use and distribution in any medium, provided the original
work is properly cited, the use is non-commercial and no modifications
or adaptations are made.

DOI: 10.1002/aenm.202300754

1. Introduction

Displacive phase transitions, (see Table 1
and (Figure 1))—often also called
martensitic phase transitions—occur
across a wide range of materials: i) they
determine the function of a material
in application-relevant shape memory
alloys and ferroelectric and piezoelectric
materials; ii) they determine the for-
mation of charge density waves (CDW)
and spin density waves (SDW); iii) they
are closely related to Verwey and Mott-
insulator transitions; iv) the electronic
nematic phase forms at a displacive
phase transition.

Because of their wide manifestations,
displacive phase transitions are impor-
tant for several materials science commu-
nities. Yet, despite the shared importance
of displacive phase transitions across
communities, there is little to no cross-
talk between the disciplines. This is a
missed opportunity because mechanistic
insights, experimental techniques, and
theoretical frameworks are not shared be-
tween the disparate communities, thus
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Table 1. Displacive phase transitions.

Displacive phase transitions are non-diffusive phase transitions that
occur with short-range shift of atoms. The characteristic structural
changes occur by coordinated and homogenous displacements of
atoms relative to their next neighbors within one unit cell. Because
these displacements are small in relation to the interatomic
distance, all atoms maintain their relative relationship. In
materials science, the most famous phase transition of this kind
occurs in the Fe-C system. Upon the phase transition, the high
temperature perfect Fe cubes transform into distorted cubes by
the incorporation of interstitial C. The high-temperature
high-symmetry phase is called austenite, the low-temperature
low-symmetry phase is called martensite, defining as another term
martensitic phase transition for this displacive phase transition.
Because of the coordinated movement of atoms, sometimes also
the term military phase transition can be found. The terms
displacive, martensitic, and military phase transition all describe
the identical phenomenon, but are used in different communities.
Such phase transitions are commonly characterized by frozen in
phonon modes, such as shear or shuffle or relative shift of atoms
as depicted in Figure 1.

giving rise to fractured and incomplete understanding of these
fundamental phenomena.

Through this perspective, we aim to rectify this issue by iden-
tifying common motifs across disparate material classes to pro-
vide a unified understanding of how displacive phase transitions
emerge therein and connect different communities around a
common framework to study and harness these phenomena. For
example, in the field of 2D and electronically correlated materi-
als, there have been tremendous methodological developments
to characterize in detail electronic and phononic instabilities and
disentangle their contributions. These state-of-the-art methods
have not yet been applied to the same extent on classical engineer-
ing materials, although similar effects are present also in these
materials. As we argue in this perspective, sharing this method-
ological know-how across the disciplinary boundaries will open
up significant research opportunities. Similar crossdisciplinary
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Figure 1. Displacive phase transitions by a) volume changes; b) shearing;
c) atomic displacements.

added-value can be obtained by bringing the extensive insight
that exists in the engineering disciplines about the influence
of microstructure on displacive phase transitions, also to solid-
state physics, where such studies are underrepresented. Cru-
cially, bringing together the disparate communities around a uni-
fied framework by identifying common phenomena and mech-
anisms would enable filling many “white spots” in fundamental
mechanistic understanding, which would in turn enable to deter-

Adv. Energy Mater. 2023, 2300754 2300754 (2 of 23) © 2023 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

 16146840, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aenm

.202300754 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [29/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.advenergymat.de

ministically control displacive phase transitions (in terms of ef-
fect strength, reversibility, or application temperatures) to achieve
desired properties and function of different materials’ classes in
applications.

We have organized the perspective as follows: In Section 2 we
identify common microstructural, electronic, and phononic sig-
natures in displacive phase transitions in important representa-
tive materials from the materials’ classes. In Section 3, we an-
alyze the fundamentals of displacive phase transitions to unite
the standard interpretations (i.e., statistical physics and quantum
phases, and materials science and the classical treatment of the
martensitic phase transition) and review the symmetry-breaking
effects and electronic phenomena that commonly occur at such
transitions. In Section 4, we discuss important applications of
materials exhibiting such phase transitions—shape memory al-
loys, superconductors, and ferroelectric materials. We bring all
these insights together in Section 5, where we present research
opportunities and perspectives arising from the interdisciplinary,
unified framework presented in this perspective, before offering
concluding remarks in Section 6.

2. Common Motifs

Displacive phase transitions govern functional properties that
are utilized and/or occur in shape memory alloys, many elec-
tronically correlated materials and superconductors, and ferro-
electrics. In the latter case, the superconducting phase is inter-
twined with either CDW or SDW or a nematic phase transition.
The phase transitions themselves, though utilized and experi-
mentally characterized in different ways in these different com-
munities, share many similarities. Therefore, in the following
sections, this perspective analyses the regularly occurring mo-
tifs of these displacive phase transitions and discusses their com-
monalities with regard to the microstructural, electronic, and
phononic signatures.

2.1. Microstructural Signatures

One striking commonality of displacive phase transitions is the
typical microstructural signature of the low temperature phase,
the so-called martensitic texture, with its hierarchically twinned
structures covering all length scales. Within this section, we will
explain how the hierarchically twinned structures develop and
give examples of such martensitic textures in shape memory al-
loys, superconductors, and ferroelectrics.

The crystal structure of the low temperature phase has a lower
symmetry than the high-temperature parent phase. Different
crystallographic variants may form during the transition. Their
peculiar ordering and the formation of interfaces in the typical
martensitic microstructure depend on the interface of marten-
sitic and austenitic phases. In case of ferroelectric materials also
the term heterophase has been coined.[1–4] It is meanwhile widely
accepted that this peculiar microstructure originates from the
transformation that basically represents a shear along a specific
crystallographic plane, referred to as the habit plane,[5] on which
the atoms move over distances that are smaller than the lattice
constants. Displacive phase transitions take place via nucleation,

growth, and movement of phase fronts through the material in
the form of discrete avalanches.[6]

To describe the martensitic microstructure a common
phenomenological theory was developed by Wechsler and
Bowles,[5,12–14] and applied further to ferroelectric materials.[1,14]

This concept assumes that all stress occurring during the
austenite-to-martensite phase transition is concentrated at the
interface between the two phases and minimized by the forma-
tion of twin boundaries in the martensite. Note that the stress at
ferroelectric phase boundaries and martensitic phase transitions
of relevant superconductors like A15-type, cuprate- or iron-based
superconductors is typically order(s) of magnitude smaller than
in shape memory alloys, but still enough to define the microstruc-
ture.

A hierarchical model to classify the encountered structures in
martensitic Ni2MnGa thin films according to their length scales
ranging from atomic to macroscopic structures was described by
Kaufmann, Niemann, and Schwabe.[9,10,15] It is summarized in
the illustration in Figure 2. Starting from a cubic-to-tetragonal
transformation, at which one of the cubic axes is stretched while
the other two are compressed, three different martensite variants
can occur (Figure 2a). The interface between two energetically
equivalent martensite variants is known as (nano) twin bound-
ary and represents the first level of the hierarchy. A nice example
of the nano twinning process has been presented by Waitz in a
NiTi shape memory alloy and can be seen in Figure 2b.[7] A sec-
ond interface, which is important for the formation of martensite
texture, is the habit plane between the martensite and austenite
phases. Due to a mismatch in length between the austenite and
martensite cells the habit planes are not infinitely sharp. To min-
imize the elastic energy of this interface, the martensite reverses
the order of variants in a modulated manner. The required new
parallel twin boundaries for this arrangement are energetically
favorable. The illustration in Figure 2c shows exemplarily a mon-
oclinic modulation of the martensite. This periodic arrangement
of fine parallel martensitic twins can often be observed in NiMn-
based magnetic shape memory Heusler compounds.[16,17]

Niemann et al. determined elongated diamonds as a general
shape of martensitic nuclei in Ni2MnGa films (Figure 2f), which
can grow to a parallelepiped of nuclei keeping the same inter-
face orientations.[9] The shape of the diamond nucleus can be
divided by three mirror planes (Figure 2e). Therefore, up to eight
units each consisting again of martensitic twins can be enclosed
in the nuclei. A parallel coalescence of these martensite nuclei,
linked by mesoscopic twin boundaries at the mirror planes, can
form larger structures which are known as superdomains or
metadomains.[18] One of the most common patterns is the her-
ringbone structure (Figure 2g). This is also widely observed in fer-
roelectric crystals like BaTiO3 and can be seen in Figure 2h.[11,19]

Moreover, it has been reported in superconducting materials
such as YBa2Cu3O7,[20,21] and twinned domain structures were
also observed in FeSe single crystals below their nematic phase
transition.[22] The last step in this hierarchical order is the ar-
rangement of several differently oriented herringbone structures
with macroscopic twin boundaries in between.

In summary, a multiple twinned microstructure, often with
hierarchical structure, is a fundamental common feature of this
interesting class of functional materials. This microstructural
signature is of utmost importance and directly related to the
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Figure 2. Formation of the typical martensitic microstructure at the displacive phase transition by a,c,e,g) schematic sketches and b,d,f,h) typical real-
izations from atomic scale (a and b) up to the hierarchical macroscopic structure (g and h). a,b) Three different martensitic variants may form at the
transition, which can coexist on the atomistic scale and are separated by twin boundaries marked by red lines. Exemplarily, twin boundaries found by high
resolution micrograph of NiTi; Reproduced with permission.[7] Copyright 2008, Springer. c,d) Formation of adaptive martensite during the phase transi-
tion by the specific ordering of nano-sized twins: The stress at the interface between the austenite (red) and martensite (blue), that is, at the habit plane,
can be released by the formation of nano-sized twins with specific stacking, for example, in the monoclinic structure whose unit cell is marked by the violet
area. Corresponding fine laminate twin structure close to the habit plane in Cu-Al-Ni recorded by optical micrography; Reproduced with permission.[8]

Copyright 2005, Springer. Note that nanosized adaptive phases are also common for ferroelectrics and are also known as heterophases. e,f) The habit
planes typically enclose martensitic nuclei with diamond shape as observed in the 5 μm thick Ni2MnGa film; Reproduced with permission.[9] Copyright
2017, Elsevier g,h) A parallel arrangement of nuclei (diamonds and parallelogram shaped) results in a herringbone pattern in the martensitic phase. This
structure can grow up to the macroscopic scale by coalescence with further herringbone laminates; Reproduced with permission.[10] Copyright 2021,
John Wiley. h) Micrograph of a herringbone pattern observed in a BaTiO3 crystal; Reproduced with permission.[11] Copyright 1980, American Institute
of Physics.

functionality, for example, in shape memory alloys, for which it
is thus also intensively studied. Also, in ferroelectric materials,
the twinned microstructure indirectly impacts the functionality
and is therefore well investigated, while for electronically corre-
lated materials showing displacive phase transitions the focus
of research is so far more often on “untwinned” or “detwinned”
materials.

2.2. Electronic Signatures

Electronic signatures of the displacive phase transition occur in
a wide range of materials. Together with the reduction in sym-
metry at the phase transition the bonding situation in the mate-
rials changes. This necessarily changes the electronic properties.
Electrical transport is one representative electronic property, and
transport anomalies usually occur at displacive phase transitions.
These anomalies, on the first glance, have their own characteris-
tic fingerprint in the temperature-dependent resistivity 𝜌, but at
second glance the underlying mechanism is similar. The charac-
teristic shape of 𝜌 may exhibit a steep increase, characteristic of a
metal-insulator transition; a maximum, or just a small kink if the
martensitic phase remains metallic. However, as will be shown,

the common feature is the reduction in charge carrier concentra-
tion, which contributes to the transport from the austenitic to the
martensitic phase, accompanied by an increase in carrier mobil-
ity.

Figure 3 shows a compilation of transport data for different
materials at the respective displacive phase transition. These
are VO2,[23] NbSe3,[24,25] FeSe,[26,27] and Ni50Ti50

[28] as prototypic
representatives for a Mott metal-to-insulator transition, a CDW
phase transition, a nematic phase transition in an unconven-
tional superconductor, and a shape memory alloy phase transi-
tion, respectively.

The transport anomalies shown in Figure 3 are a steep increase
of 𝜌 at the metal-insulator transition of VO2, a distinct bump or
“nose-like” maximum in NbSe3, a small upward visible kink in
FeSe, and a small maximum in Ni50Ti50. Looking in more depth
into the change of the transport properties at the phase transition
reveals that 𝜌 is actually not a good measure to describe the trans-
port anomaly. What is more insightful is to look at the change
of the mobility μ and the carrier density n upon the phase tran-
sition. For all prototypic materials discussed here, a decrease of
the carrier density n was found at the displacive phase transition.
The order of magnitude of this reduction varies. With several or-
ders of magnitudes, the reduction of n is the strongest for the

Adv. Energy Mater. 2023, 2300754 2300754 (4 of 23) © 2023 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

 16146840, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aenm

.202300754 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [29/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.advenergymat.de

Figure 3. Transport anomalies at martensitic phase transitions in prototypic example materials of different material families. These are VO2 (Data from
the following sources: VO2: 60 nm epitaxial, single phase thin film on (001)SrTiO3(STO) substrates fabricated by pulsed laser deposition. The Hall data
evaluation by a single band model from Ref. [23]. Srivastava, A., et al., Selective growth of single phase VO2 (A, B, and M) polymorph thin films. APL
Materials, 2015. 3(2): p. 026101, 23. Ibid.), NbSe3 (NbSe3: high quality single crystals. Resistivity data obtained from Ref. [25]. Ong, N.P. and P. Monceau,
Anomalous transport properties of a linear-chain metal: NbSe3. Physical Review B, 1977. 16(8): p. 3443-3455., original Hall data, RH, published in Ref.
[24]. Ong, N.P. and P. Monceau, Hall effect of a linear-chain metal: NbSe3. Solid State Communications, 1978. 26(8): p. 487-491. Note that at 15 K,
RH evidences a zero-crossing, hence a transition from n-type to p-type behavior. Consequently, a multiband model would be necessary to calculate the
quantities n and μ from the RH, as discussed in Ref. [24]. Ibid. Therefore, these quantities were not provided in the original paper. For the sake of a
representation within this review, RH was used in combination with a single band model (RH = 1

en
), but only in the temperature range from 60 to 200 K,

hence well above the zero-crossing of equal charge carrier densities for n-type and p-type carriers. In this temperature regime, a low RH points toward
a high n-type charge carrier density, so that a dominance of these n-type charge carriers seems plausible, neglecting the influence of the p-type charge
carriers. μ was calculated using a single band Drude model from 𝜌 and RH.), FeSe (FeSe: high quality single crystals. Resistivity data taken from Ref.
[26]. Sun, Y., et al., Critical current density, vortex dynamics, and phase diagram of single-crystal FeSe. Physical Review B, 2015. 92(14): p. 144509., Hall
data from Ref. [27]. Watson, M.D., et al., Dichotomy between the Hole and Electron Behavior in Multiband Superconductor FeSe Probed by Ultrahigh
Magnetic Fields. Physical Review Letters, 2015. 115(2): p. 027006. The Hall data evaluation by employing a multiband model, including two electron
pockets and one hole pocket. Hereby, the electrons from one pocket, labeled electron 2 in Ref. [27]. Ibid., have an approximately one order of magnitude
lower n than the electrons of type electron 1. For simplification of the representation, the n and μ data of carriers of the type electron 2 are not shown
here, since their absolute quantity is outnumbered by carriers of the type electron 1.), and Ni50Ti50 (Ni50Ti50: polycrystalline sample of stoichiometric
composition Ni50Ti50 for resistivity and Hall characterization from Ref. [28]. Kunzmann, A., et al., The role of electrons during the martensitic phase
transformation in NiTi-based shape memory alloys. Materials Today Physics, 2022: p. 100671. Hall data evaluation was done using a single band model.)
as examples for a metal-insulator transition, a CDW phase transition, a nematic phase transition of a superconductor, and a shape memory alloy phase
transition. Panels (a–d) show the resistivity, panels (e–h) the charge carrier density, and panels (i–l) the Hall-mobility of the respective materials VO2,
NbSe3, FeSe, and NiTi. While the resistance anomalies at the phase transition differ from material to material, they all show a distinct decrease in carrier
density, accompanied by an increase in carrier mobility at the phase transition.

metal-insulator transition in VO2. For all other shown materi-
als, the decrease of n remains within approximately one order of
magnitude. The charge carrier mobility μ shows an opposite
trend in all cases and increases at the phase transition. As a result,
these similarities in the development of n and μ between these
otherwise quite different materials point toward related changes
of atomic bonding and electronic structure at the displacive phase
transitions. Whenever the electronic density close to the Fermi

level is reduced, the charge density will be reduced—either by a
full opening of a gap in case of the metal-to-insulator transition
or to a smaller extent by pseudogaps. The extent of this reduc-
tion will depend on material specific parameters and on the spe-
cific underlying mechanism. The change of the carrier mobility
μ may hint at modified charge carrier scattering, for example, by
different electron-phonon (e–ph) coupling, but remains poorly
understood. Additionally, the changing character of the bonding
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Figure 4. Softening of acoustic phonon modes in a) the CDW material NbSe2, in b) the shape memory alloys NiTi, and in c) the magnetic shape memory
alloy Ni2MnGa. Measured phonon dispersion for different temperatures a) along [𝜉 0 0] in NbSe2 (Adapted with permission.[29] Copyright 2011, American
Physical Society.), b) along [𝜉 𝜉 0] in NiTi (Adapted with permission.[30] Copyright 1984, Institute of Physics.), c) along [𝜉 𝜉 0] in Ni2MnGa (Adapted with
permission.[31] Copyright 1995, American Physical Society).

corresponds to a decrease in the electrons’ degrees of freedom,
hence a reduction of the entropy of the subsystem of electrons,
as discussed for NiTi.[28]

It thus seems that the reduction of the charge carrier concen-
tration at the displacive phase transition is a common motif of
these transitions, at least in the case of metals. The charge carri-
ers that contribute to the transport are found in the conduction
bands possessing a high kinetic energy. A reduction of the num-
ber of electrons in the conduction bands can therefore be ener-
getically favorable.

2.3. Phononic Signatures

The third signature common to displacive phase transitions is a
softening of phonon modes that occurs if the austenitic phase is
cooled toward the martensitic phase. Softening of phonon modes
hereby means that a particular phonon mode at a particular wave
vector decreases in energy—that is, becomes softer. Softening is
necessary to allow the atoms to move. The extent of this phonon
softening as well as the particular wave vector involved varies
in different materials, which in turn raises the question on the
driving mechanism of the displacive phase transition. This is in
our opinion still not fully understood. Sometimes, the specific
phonon mode just flattens a little, sometimes distinct anomalies
in the phonon dispersion relation can be found. In some cases,
this phonon mode may reach zero at the phase transition and
atoms can move freely according to the soft mode’s vibrational
pattern. The dynamical vibration “freezes” into a static displace-
ment pattern of the atoms, resulting in a new/distorted lattice
structure.

A complete softening of a phonon mode would be expected for
structural phase transitions. In fact, it is surprising that there are
so many subtle differences in the soft-mode properties: full soft-
ening with sharp/broad dispersion, incomplete softening with a
central peak, no softening but strong damping, etc. While soft-
ening is found to a greater or lesser extent in all displacive phase
transitions, beyond this, similarities in the phonon dispersion re-
lations of different materials provide the opportunity to interpret
mechanistically the driving forces of phase transitions. From this

viewpoint, it is noteworthy that the phononic signatures in differ-
ent materials, for example, NiTi shape memory alloy, Ni2MnGa
magnetic shape memory alloy, and the CDW material NbSe2
show extremely similar features. Figure 4a shows examples of
phonon softening in the well-known CDW material NbSe2 from
ref. [29]. When the temperature is decreased toward the transition
temperature of TCDW = 33 K, the frequency of a specific phonon
mode goes down and reaches zero at the phase transition temper-
ature, TCDW. Interestingly, analogous phonon softening is seen in
NiTi[30] and Ni2MnGa,[31,32] for example, as shown in Figure 4b,c.

Regardless of the specific underlying physical mechanisms it
can be noted that the tremendous similarity of the signatures in
the phonon dispersion of two extremely well-studied shape mem-
ory alloys and a prototypical CDW material is striking. This sug-
gests that these shape memory alloys may belong to the class of
materials, for which electronic degrees of freedom are strongly
involved in determining the displacive phase transition. This re-
quires further analysis.

3. Fundamentals of Displacive Phase Transitions

The strong similarity of microstructural, electronic, and
phononic signatures in quite different classes of materials
exhibiting displacive phase transitions asks for a unified descrip-
tion of these transitions and their driving forces.

One important hypothesis for temperature driven displacive
structural phase transitions is that the high-temperature, high-
entropy austenitic phase (A) has a higher symmetry than the
low-temperature, low-entropy martensitic phase (M). To define
a signature of the phase transition and measure its degree, it is
convenient to define a set of order parameters Φi. Here the dis-
placements themselves are obvious choices of order parameters.
These may include homogeneous changes of the strain tensor
and the shift of atoms against each other. These displacements al-
ways change the bonding character and thus the electronic struc-
ture and transport properties.

Electronic order parameters may have a complex internal
structure and depend on the particular material class. The order
parameter(s) Φi of the phase transition are given by the mean
value(s) of the underlying microscopic variables, for example, the
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magnetization M is related to the local moments as M = ⟨Mi⟩
[34]

and the order parameters are first moments of the distribution
functions, for example, of Mi. They give insight into the degree
of the specific ordering but do not give a direct answer on the
underlying driving forces, especially if one can define more than
one Φi and if several parameters are coupled. To disentangle elec-
tronic and structural driving forces the corresponding suscepti-
bilities are needed. For instance, the magnetic or dielectric sus-
ceptibilities can be directly measured in an external electric or
magnetic field, Knight-shift and spin-lattice relaxation in nuclear
magnetic resonance (NMR) and nuclear quadrupole resonance
(NQR), spin-structure factor in neutron scattering. In cases of
order parameters such as nematic, orbital, or elastic strain, ad-
dressing susceptibilities is an even more challenging experimen-
tal task.

Further important measures are cross-susceptibilities like the
pair correlation ⟨∆ri ·Mj⟩ between the displacements ∆ri and the
local magnetization Mj. They correspond to higher-order mo-
ments of distributions. Correlations change at the phase tran-
sitions but are not necessarily primary-order parameters for
the transition. For a full characterization of the phase tran-
sition, it is thus needed to record the evolution of the com-
plete set of order parameters, the related susceptibilities, and
correlations. If possible, the detection of one susceptibility for
fixed other order parameters allows to distinguish between driv-
ing forces and secondary effects. Furthermore, electronic and
structural degrees of freedom may be disentangled in the time-
domain.

The displacive phase transitions discussed in this perspec-
tive are transitions between competing phases that have com-
patible atomic structures and enable diffusionless atomic re-
arrangements. So, there must be a simple path between
austenite and martensite, which converts the phases into each
other such as the Bain path. At the transition temperature
there are two possibilities how the path can be followed,
see Table 2.

Either, the free energy along the path decreases monotoni-
cally with temperature, resulting in a continuous second-order
phase transition. This transition can spontaneously be induced
by thermal fluctuations (thermal transition). Or, there is an en-
ergy barrier in the free energy, so that the path is not contin-
uously traversed, but only when the difference in the free en-
ergy becomes large enough. This corresponds to a first-order
phase transition with thermal hysteresis and latent heat. Typi-
cally, diffusionless phase transitions are called weak first-order
transitions as they show a smaller jump of the macroscopic
thermodynamic quantities (e.g., the order parameter) than the
typical first-order phase transition. In addition, thermal fluctu-
ations which usually drive second-order phase transitions can
also not be neglected near weak first-order phase transitions. Par-
ticularly, for the order parameter monitoring the tetragonal dis-
tortion at the cubic to tetragonal phase transition, the free en-
ergy is not symmetric with respect to inversion resulting in odd
terms (see Table 2).

Alternatively, the energy landscape as obtained in atomistic
modeling may include higher order terms. Without stringent
mathematical derivation, the CΦ6 -term allows to account for
the energy barrier between both phases, for example, the in-
terface energy of the moving phase boundary of the nucle-

ation. In this case, elastic (and electrostatic) matching of both
phases can be used to systematically reduce the signatures of
the first-order phase transition, for example, the hysteresis.[35]

The other way around, if a second-order character of the tran-
sition is expected for the primary order parameter by symme-
try, (linear) coupling between structural and electronic order pa-
rameters breaking the same symmetry or between the primary
(incipient) instability and shear strain add odd terms to the en-
ergy expansion. Among others, this results in a temperature-
dependent renormalization of the coefficients and may in-
duce a finite energy barrier and a first-order character of the
transition.

One of the most important signatures of a displacive phase
transition is the softening of phonon modes, see Section 2.3.
Phonon softening means that a particular phonon mode 𝜔n(q)
at a particular wave vector decreases in energy, that is, becomes
softer if the system approaches the phase transition. This may in-
clude modes with q → 0 (elastic moduli), zone boundary modes
(ferroelectric and antiferroelectric transitions), or modes within
the Brillouin zone.

In the Landau picture, this softening is given as A= a(T/Tc − 1)
= m∗𝜔2, with m* and 𝜔, the effective mass and the frequency of
the related phonon mode. In the ideal case of a second-order tran-
sition, see Table 2, this frequency decreases until it reaches zero
at the phase transition. This means that the dynamical vibrations
become “frozen” and create a static displacement pattern of the
atoms with a wavelength and direction given by the eigenvector
of the phonon, resulting in the new lattice structure. While the
total energy of the system is reduced by the freezing of the soft
mode, the stability of both phases is given by the free energy and
thus the entropy, particularly the phonon contribution, which sta-
bilizes the high temperature phase above TC. It is commonly ac-
cepted that the softening of the phonon modes beyond thermal
expansion indicates an intrinsic instability of the lattice toward
a second-order phase transition. However, it has been reported
early that a pure change of cell shape only allows for second-
order transitions in specific symmetries, such as tetragonal to
orthorhombic but not cubic to tetragonal.[33]

Furthermore, the soft mode picture is in stark contrast to the
weak first-order character of displacive phase transitions and the
simultaneous softening of phonons upon displacive phase tran-
sitions calls for its understanding. Note that softening is often
observed as precursor of the displacive phase transitions.[36] In-
terestingly, the displacement across the phase transition does
not necessarily coincide with the soft mode (q point and eigen-
vector) of the high temperature phase. Whether this is caused
by phonon-phonon interactions or the interaction with another
(electronic) order is a complex question that needs to be solved
for each material system.

The most common theoretical approach to access phonon
spectra, characterize soft phonon modes and analyze their cou-
pling to other degrees of freedom is density functional theory
(DFT).[37–46] Important breakthroughs in the last years also in-
clude the design of new phases by substitution and strain by
screening and analysis of soft modes. Important challenges are
the treatment of microstructure and thermal excitations. Ad-
vanced approaches now allow to directly access the renormaliza-
tion of phonons by anharmonic effects and the temperature de-
pendency of soft phonon modes, see for example.[47–58]
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Table 2. Classification of displacive phase transitions by their order.

Second-order phase
transition

Second-order structural phase transitions are
continuous transitions of the order parameter(s)
without an energy barrier. They can be described
by a Landau free energy F(Φ) = AΦ2+ BΦ4.
Thereby, a temperature-dependent coefficient A
= a(T/TC − 1) results in the typical
Curie–Weiss-like change of the order parameter.
In the soft mode picture the phase transition is
driven by the freezing of a particular phonon
mode at a specific q at the critical temperature
TC, that is, 𝜔(q) = 0. However, it has been
reported that a pure change of cell shape only
allows for second-order transitions in specific
symmetries, such as tetragonal to orthorhombic
but not cubic-to-tetragonal.[33]

Phenomenological pictures of the evolution of the free energy
across the transition temperature Tc depending on an order
parameter Φ. In the soft-mode picture omega is the frequency of
the soft phonon mode reaching 0 at the transition.

(Weak) first-order
phase transition

First-order transitions are abrupt phase transitions
with thermal hysteresis and an energy barrier
between both phases (latent heat). Weak
first-order phase transitions can be described by
a Landau free energy if terms with odd symmetry
occur, F(Φ) = AΦ2+CΦ3, or higher order
potential terms like F(Φ) = AΦ2 + BΦ4 +CΦ6.
Softening of the phonon mode(s) may be a
precursor of the transition but commonly 𝜔(q) >
0 for all temperatures.

Phenomenological pictures of the evolution of the free energy
across the transition temperature Tc depending on an order
parameter Φ for a weak first-order transition. At the transition
temperature, the high and low-temperature phases are degenerated
and separated by an energy barrier.

Coupling of primary
order parameters

Second-order phase transitions can become weakly
first-order by the coupling of the primary-order
parameter Φ with at least one secondary-order
parameter Φ2 which breaks the same symmetry
as Φ. Weak first-order phase transitions can
become again second-order by a systematic
reduction of the energy barrier, for example, by
elastic matching of both phases or precursor
phases.
Note that it is sometimes an experimental
challenge to distinguish weak first-order phase
transitions from second-order phase transitions
due to limited resolution of the data and
inhomogeneity in the samples.

Phenomenological picture of the change of the energy barrier of a
weak first-order phase transition, for example, by elastic matching.

3.1. Brief Overview of Symmetry Breaking Effects and Electronic
Driving Forces

Electronic driving forces are often associated with changes in
the electronic structure during the phase transition. However,
the separation into elastic and electronic contributions to phase
transitions is not a straight forward task. One has to distinguish
between cooperative electronic and structural driving forces and

pure electronic driving forces. Many models, for example, DFT,
use the Born-Oppenheimer approach and minimize the com-
bined electronic and atomistic degrees of freedom with respect
to the electronic degrees of freedom. The resulting free energy
depends only on atomic degrees of freedoms. This means fluctu-
ations in the electronic system are disregarded. If a phase transi-
tion takes place in such a model it thus also has to be a structural
phase transition in which electronic degrees of freedom play a
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secondary role. However, they can still change the character of
the transition from second-order to (weak) first-order by the dis-
cussed linear coupling.

The common symmetry-breaking effects and instabilities that
occur at displacive phase transitions are briefly described in
Table 3. From a historical point of view, the Verwey metal-to-
insulator transition was the first to be described.[59,60] It is based
on charge ordering which is a common motif in many dis-
placive phase transitions. A little later, the Mott metal-to-insulator
transition[61] and the Peierls metal-to-insulator transition were
postulated.[62] The Mott metal-to-insulator transition is found in
strongly correlated materials, historically interpreted as a purely
electronic effect, but often found in combination with a structural
transition.[63]

In metals, Fermi surface nesting is often considered to play a
pivotal role as origin of electronic instabilities. A Fermi surface is
nested if large sections (or all) of it can be connected by a single
wave vector q. For instance, the Peierls metal-to-insulator tran-
sition, originally proposed for a metallic 1D chain of atoms,[62]

is driven by an instability in the electronic system due to perfect
nesting of two Fermi points, and results in the formation of a
CDW. When e–ph coupling (EPC) is finite, this transition is ac-
companied by phonon softening at the nesting wave vector qCDW
= 2kF (kF is the Fermi wave vector). For a half-filled conduction
band, kF = 𝜋/2a (lattice constant a) leads to a CDW wavelength of
2a, that is, a doubling of the unit cell. While this scenario seems
to apply for some quasi-1D compounds,[64–66] it turned out that
for CDW transitions in quasi-2D systems, in which the nesting
of the Fermi surface can only be partial, the situation is less ob-
vious. For example, it has recently been found that Fermi sur-
face nesting alone fails to explain the CDW transition in the lay-
ered transition metal dichalcogenide NbSe2 (ref. [29] and others).
Instead, the momentum dependence of EPC was established
to determine the characteristics of the CDW phase.[67,68] The
momentum-dependent EPC scenario differs from the Peierls
mechanism in the primary driving force of the CDW transition.
In the Peierls mechanism it is the Fermi surface nesting-driven
instability of the electron system which causes the lattice distor-
tion and the phonon softening leading to it. The momentum-
dependent EPC, in contrast, drives a CDW transition by coupling
certain phonons with certain wave vectors more strongly to the
electrons than others,[29,67,68] making the transition a combined
electron-lattice instability rather than a (purely) electronically
driven one.

With respect to the structural distortion—the dimerization—
necessary to enable the phase transition, the Peierls instabil-
ity and the Jahn–Teller effect, or pseudo- Jahn–Teller effect, are
closely related. However, the latter may also occur in insula-
tors. Here, it is not the kinetic energy of the free electrons that
changes, but their electronic polarization. While the Jahn–Teller
effect is restricted to degenerate atomic orbitals, also pseudo de-
generate (close in energy) orbitals may allow for the pseudo or
second-order Jahn–Teller effect. Phase transitions characterized
by this kind of displacement are often called “martensite-like”
and occur in oxidic perovskites with ABO3 structure. During this
transition, the covalency of the bonds changes as unoccupied t2g*
orbitals on the B lattice site hybridize with oxygen molecular or-
bitals. The resulting first-order insulator-to-insulator transition is
not only an elastic transition, but the atomic displacements cor-

respond to local dipole moments and result in the formation of
ferroelectric and antiferroelectric phases.[69,70]

When no phase transition occurs in the Born-Oppenheimer
approach, electronic driving forces must be important. To go
to this regime in atomistic modeling, additional constraints on
the electronic structure have to be included (constraint DFT). As
an interesting side effect of the separation of the electronic and
atomic degrees of freedom in modeling, the temperature of the
electronic system can be chosen differently from the tempera-
ture of the atomic system. This may be useful for comparing and
contrasting temperature dependence in electronic and atomic
contributions.

There is an (almost) universal understanding that a type of dis-
placive phase transition has an electronic origin, namely, the so-
called nematic phase transitions. Nematicity is defined here as ro-
tational symmetry breaking via an electronic mechanism, which
may occur in correlated metals, including several unconventional
superconductors with the iron-based superconductors offering
most prominent realization.[71] Similar to the well-known case of
a nematic liquid crystal, the spatial rotational symmetry is low-
ered (often from fourfold to twofold, that is, from a tetragonal to
an orthorhombic symmetry) without breaking other symmetries
so that the “nematic order parameter” is finite below the transi-
tion. In this picture, a simultaneous tetragonal-to-orthorhombic
lattice distortion (typically in the order of a few ‰) is only a side-
effect of the electronic transition.

The electronic mechanism of a nematic phase transition can
be described as i) a Pomeranchuk instability of the Fermi surface,
ii) the result of a (ferro)orbital instability that resembles the coop-
erative Jahn–Teller effect, or iii) a consequence of frustration in
the magnetic correlations. The Pomeranchuk instability is an in-
stability in the shape of the Fermi surface of a material with inter-
acting fermions, causing deformations of the Fermi surface to be
energetically favorable. Such an instability is enhanced when the
electronic dispersion flattens near a particular symmetry point
of the Brillouin Zone. In the (ferro)orbital instability scenario
the conduction bands consist of degenerate orbitals at the high-
symmetry points of the Brillouin zone in the tetragonal or cubic
systems. Due to interaction, the degeneracy can be lifted, yield-
ing a spontaneous (ferro)orbital order, which triggers in turn the
tetragonal to orthorhombic phase transition. Finally, in the case
of magnetic frustrations, the system splits into two antiferromag-
netic sublattices whereas the relative orientation of one sublat-
tice with respect to the other, necessary for establishing the long-
range magnetic order, is not fixed. In such a case, the nematic or-
der parameter, built out of the fluctuations of the magnetic order
parameter, breaks the tetragonal symmetry of the lattice yielding
the structural transition. Meanwhile, even though nematicity is
evidenced in many materials, it is still considered a relatively ex-
otic phenomenon.

Specific theoretical proposals for other electronic driving
forces include but are not limited to magnetization, charge, and
orbital density wave, spontaneous orbital current loops, Cooper-
pairing, etc.

These effects can basically be divided into effects that occur
in metals and those that occur in insulators, also defining
the type of transition as metal-to-metal, metal-to-insulator, or
insulator-to-insulator transition. While the metal-to-insulator
and insulator-to-insulator transitions are known in this form,
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Table 3. Instabilities and electronic effects at displacive phase transitions.

Peierls instability/Peierls transition Electronic instability of a 1D metal chain at low temperatures
with lattice parameter a, driven by Fermi surface nesting
and associated with a periodic lattice distortion. The
dimerization is accompanied by a spatially periodic
modulation of the associated charge density, 𝜌
(CDW)—and an opening of an energy gap Δ at the Fermi
energy, EF. A Peierls instability has a metal-to-insulator
characteristic.

Charge density wave (CDW) transition CDW transition due to momentum-dependent
electron-phonon (e–ph) coupling (EPC) strength, which
couples certain phonons with certain wave vectors more
strongly to the electrons than others. This yields breaking of
translational symmetry of the lattice with additional charge
density modulation (CDW).

Spin density wave (SDW) transition Electronic transition driven by Fermi surface nesting resulting
in spin density modulation (SDW).

Electronic nematic transition Electronically driven structural transition, which lowers the
rotational symmetry of the system. No other symmetries
are broken, so that only the “nematic order parameter” is
finite below the transition. The origin of the electronic
nematic order may be either a Pomeranchuk-type instability,
(ferro)orbital order, or Ising nematic order in frustrated
magnetic systems.

Mott transition Metal-to-insulator transition due to local Coulomb repulsion
often associated with a change in band width (due to a
change in interatomic distance).

Charge ordering and Verwey transition Disorder-to-order transition with a metal-to-insulator
characteristic. The transition from a dynamically disordered
phase of polyvalent cations into a long range spatial
ordering of the polyvalent cations that localizes the
electrons and prevents hopping transport.

(Continued)
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Table 3. (Continued).

Jahn–Teller effect Lifting of the degeneracy of degenerate orbitals under
tetragonal distortion results in the symmetry breaking
Jahn–Teller effect.

Pseudo-Jahn–Teller effect Pseudo degenerate (close in energy) orbitals may allow for the
Pseudo- or second-order Jahn–Teller effect.

Tetrahedral/octahedral crystal field
splitting

Lifting of the degeneracy of 3d-orbitals of transition metal
atoms in tetrahedral or octahedral crystal fields. A transition
between them causes the inversion of the involved energy
levels.

a metal-to-metal transition may best be described by the term
“incomplete metal-to-insulator transition.” Here, the signature
in electrical resistance remains small compared to a metal-
to-insulator transition. This incomplete metal-to-insulator
transition describes a transition, in which the density of quasi-
particles at the Fermi level is reduced due to the partial gapping
of the normal state Fermi surface. The opening of the charge
gap is similar to the metal-to-insulator transition. However, the
reduction of the charge carrier density remains at a level that one
would not describe the low-temperature phase as an insulator
(as, e.g., in NiTi), but rather as a metallic state, for which the
charge carrier density is reduced and remaining charge carri-
ers show higher mobility. These transitions cannot be simply
understood in terms of a Peierls transition or Mott insulator
transitions and are still the focus of the current research efforts.

4. Materials and Applications

The common motifs and related driving forces of displacive
phase transitions link classes of materials that are usually inves-
tigated in disjunct communities. Therefore, in the following sec-
tion, we highlight elemental metals, shape memory alloys, super-
conductors, and ferroelectrics as exemplary classes of materials
harboring displacive phase transitions. We will hereby focus on
electronic phenomena at this (function determining) phase tran-
sition.

4.1. Elemental Metals

Martensitic phase transitions occur in many elemental metals,
most famously in Fe (with small amounts of C) and its alloys. In

fact, Fe-based materials in particular are the textbook example of
martensitic phase transitions, and these transitions are often as-
sociated with complicated alloy compositions. CDW transitions,
on the other hand, are often associated with the special properties
of transition metals in their compounds. However, neither com-
plicated alloy compositions nor the presence of elemental com-
pounds is a prerequisite for either transition to occur. Therefore,
when it comes to basic physical properties, it is helpful to turn to
elemental metals, since the structural properties of monoatomic
solids are usually better defined and also more accessible to the-
oretical studies.

Lithium (Li) is the lightest elemental metal and exhibits a
martensitic phase transition that reduces the total energy of this
primitive s-electron metal. However, although it appears to be a
simple metal, the phase diagram of Li shows a richness of in-
termediate and high-pressure phases, that is far from being un-
derstood. As shown by neutron scattering techniques, Li trans-
forms at a temperature of 74 K from body centered cubic (bcc)
to a closed packed rhombohedral 9R structure, along a highly
pressure-dependent transition path.[72–75] This 9R structure has
been considered the martensitic ground. Recently, by combin-
ing pressure-dependent synchrotron X-ray diffraction with mul-
tiscale simulations, it was shown that this 9R structure is only
metastable and that a lower-energy face centered cubic (fcc) phase
should be the ground state.[76] This triggered an intense discus-
sion and search for low-energy Li phases,[77] with a bcc-to-fcc
transition pathway proposed.[78] To reach the fcc phase experi-
mentally, pressure needs to be applied. Remarkably, Li exhibits
the highest superconducting transition temperature of all ele-
ments at high pressures, with reports ranging from 9 to 16 K
at 23 to 80 GPa[79] to 20 K at 48 GPa.[80] At such high pressures,
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the occurrence of additional phases has been reported. For in-
stance, at about 40 GPa, the fcc phase transforms, again via in-
termediate rhombohedral phases, into a cubic polymorph with
16 atoms per unit cell.[81] This is consistent with the observation
that the Li nuclei dimerize at sufficiently high pressures. The
bcc structure is first destabilized to a Jahn–Teller mechanism,
followed by a Peierls-type pairing distortion.[82] This may be a
prerequisite for a metal-to-insulator transition. While the Fermi
surface shows no particular tendency to nest at normal pressure,
extended nesting is observed with increasing pressure.[83] Even
though high-pressure Li shows such high superconducting tran-
sition temperatures, they are still much lower than the theoret-
ical predictions.[84] Therefore, the electronic causes of both the
martensitic phase transformations in the rich phase diagram of
Li and the electronic causes of the high-pressure superconduc-
tivity of Li are still an active and also controversially discussed
research field.

Probably because sodium (Na) does not have the spectacular
superconducting properties of Li, the scientific debate about its
low-temperature phases is much less intense. However, one finds
similar motifs and a not fully understood ground state. While
the stable low-temperature phase is hexagonally closed packed
(hcp),[85] there is also evidence for the occurrence of a bcc-to-9R
transition,[86] and also the energy-barrier between the bcc and
fcc phases is small.[87] The martensitic phase transition in Na
occurs at 35 K, but—depending on the report—into different
low-temperature variants. The coexistence of long-range ordered
close-packed hcp, 9R, and bcc sequences, whose relative volume
fractions depend on temperature, has been reported,[88] as well
as a complex mixture of hexagonal and rhombohedral polytypes
linked by stacking faults,[89] but without fcc fractions in both stud-
ies.

The difference between the individual martensitic low-
temperature phases of both, Li and Na, is of course relatively
small—therefore stacking faults, which are abundant in these
crystals due to their low formation energies, are now being dis-
cussed in connection with the occurrence of these phases,[90] as
potential external stimuli for these phase transitions. In line with
this, a phenomenological model treats both the martensitic phase
transitions in Li and Na[91] and concludes that the complexity and
richness of the low-temperature phase diagrams of Li and Na
could be related to the particular special softness of their crys-
talline state, arguing in the same direction as the use of (easily
formed) stacking faults.

As model systems, elemental metals, especially alkali metals,
have played a notable role in the microscopic explanation of the
CDW phase transition. This concerns in particular the view of the
transition as a many-body instability in the exchange-correlation
energy[92] as well as the central role that electron-phonon cou-
pling plays even in the idealized monoatomic chain.[67] In prac-
tice, however, CDWs form very rarely in elemental systems.

The only pure elemental metal known to exhibit an original
bulk CDW at ambient pressure is uranium (𝛼-U). The CDW in
𝛼-U is 3D and characterized by a complex structural modulation
and transition behavior.[93] The CDW wavevector has three com-
ponents. These are incommensurate with the underlying lattice
at the transition into the CDW phase at 43 K, and all become
commensurate in the course of two lock-in transitions at 37 and
22 K.[94] In the normal phase, the phonon spectrum shows the

signatures of an incipient CDW; a Kohn anomaly at room temper-
ature, and a softening of the corresponding phonon as the CDW
transition temperature is approached.[95,96] The results of first-
principles calculations linked this behavior to a Peierls-like insta-
bility in which Fermi surface nesting of narrow f-electron bands
may drive the transition in concert with momentum-dependent
e-ph coupling.[97,98] Electronic correlation effects due to the flat f-
electron bands, which may also play a role in the CDW transition,
have not been investigated.

In elemental systems other than 𝛼-U, CDWs can also occur,
but not as original bulk phenomena at ambient pressure. In Cr,
the incommensurate CDW appears as a by-product, that is, as
the second harmonic of the fundamental spin-density (SDW)
wave, which is thought to be driven by Fermi surface nesting.[99]

In the chalcogens S, Se, and Te and the halogens Br and I,
CDW-type incommensurately modulated structures occur under
pressure.[100] And on the surfaces of elemental metals and semi-
conductors, CDWs can form, possibly favored by the dimension-
ality reduction from 3D to 2D or even 1D.[101] Prominent exam-
ples are the pristine W(001) surface [Jupille94], ultrathin In films
on Cu(001),[102,104,105] ultrathin Pb and Sn films on Ge(111)[103,104],
and linear In chains on Si(111).[105]

Despite these examples, CDWs in elemental systems remain
an overall exception. Accordingly, the examples seem to show that
the simple high-symmetry structures adopted by bulk elemental
systems must first be made anisotropic in order to create a pre-
requisite for the formation of CDWs.

4.2. Shape Memory Alloys

In Section 2, we have seen two important findings that con-
nect CDW phenomena and shape memory alloys. These were
transport anomalies in NiTi that mimic those of electronically
driven phase transitions in VO2, NbSe3, and FeSe (Figure 3). Fur-
ther, Kohn anomalies in NiTi and Ni2MnGa point toward CDW
physics existing in those materials (Figure 4). It is therefore the
aim of this next subsection to discuss exemplary shape memory
alloys in view of their electronic driving forces.

4.2.1. NiTi-Based Shape Memory Alloy

Today, NiTi is commercially the most successful shape mem-
ory alloy,[106] known by its brand name Nitinol.[107] It is
used in medical applications as stents or orthodontic wires,
in braces, as actuators in valves, switching, or coupling
devices.[108–112] A good level of understanding has been reached
on functional properties,[113,114] effects of compositions and
microstructures,[115,116] processing,[117–119] functional and struc-
tural fatigue,[120–122] and corrosion behavior.[123] Though named
shape memory alloy, NiTi is not an alloy as high and low
temperature phases are ordered. The high temperature phase
is of B2 type, while the low temperature phase has a B19′

structure.[124] Additions of ternary elements such as Cu, Pd, Fe
destabilize the B19’ martensite and promote the formation of or-
thorhombic B19 or R phase.[124] Point defects, internal interfaces,
and precipitates significantly affect the phase transformation
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behavior.[115,125,126] Current research trends aim for a better un-
derstanding of microstructural aspects,[127] the development and
application of high temperature[128,129] and high entropy shape
memory alloys,[130,131] low fatigue,[121,122] caloric effects,[130,132–134]

and additive manufacturing.[135,136]

The importance of electronic aspects of martensitic trans-
formations in NiTi-based shape memory alloys has often been
pointed out in the literature. Shabalovskaya et al.[137,138] con-
ducted early research on electronic aspects and proposed the for-
mation of a CDW.[138] Zhao et al.[139] discussed nesting of the
Fermi surface in [110] direction. Hatcher et al.[140] have concluded
from atomistic simulations that a CDW may form which dis-
plays a structural instability of the B2 phase. The authors sug-
gest a barrier-less mechanism for the martensitic transforma-
tion path in NiTi which is enabled by low resistance to shear
(small C44 and C′ elastic constants) and instabilities in the elec-
tronic structure and phonon spectrum of the B2 structure. They
suggest a direct connection between the structural evolution be-
tween B2 and B19′ and the simultaneous changes in the elec-
tronic structure. The transformation between the high- and the
low-temperature phase is driven by anomalies in the Fermi sur-
face and the phonon spectrum.[140] Zarinejad and Liu[141,142] stud-
ied the role of valence electrons with respect to phase transforma-
tion temperatures in a large number of NiTi-based shape mem-
ory alloys (e.g., NiTi, NiTiHf, NiTiZr, etc.). They found that gener-
ally for valence electron numbers between 5 and 7.5, the marten-
site start temperature almost linearly decreases with increasing
valence electron concentration. The latter represents a parame-
ter depending on valence electron count and atomic size. How-
ever, the compiled data show a significant scatter, and thus, the
valence electron concentration hypothesis only captures the over-
all trend roughly. Employing Hall measurements, it was recently
shown that the anomaly of the resistivity in NiTi is caused by a
strong reduction of the charge carrier concentration at the phase
transition (see Figure 3), adding an additional argument to the
interpretation that a CDW phase forms at the displacive phase
transition in NiTi.[28]

4.2.2. Ti-Ta-Based Shape Memory Alloy

In addition to NiTi, also Ti-Ta-based alloys show the shape mem-
ory effect. They have a 𝛽-Ti structure, substitutionally alloyed with
≈12–35 at% Ta. It is interesting to contrast the findings of the
NiTi-based shape memory alloys with Ti-Ta -based ones. Different
from the highly ordered NiTi compounds, Ti-Ta alloys are disor-
dered. Transition metals favor the bcc structure for half full band
as the bcc density of states is more bimodal than the density of
states of the fcc or hcp structures and therefore allows for a lower
band energy, while at nearly full or empty bands the skewed den-
sity of states of the more close-packed phases is stabilized. An
example of this crossover can be found in Ti-Ta -based alloys,
which form a close-packed phase at low d-electron count for Ti
to bcc at half-full d-band for Ta. At the tipping point between
close-packed and bcc stability there is room for competing phases
that enable displacive phase transitions. In Ti-Ta -based alloys, the
energy difference between the austenite phase and the marten-
site phase changes smoothly with composition.[143] The composi-
tion dependence of the energy difference between the phases can

be rationalized simply from d-valence count, that is, the struc-
tural energy difference between austenite and martensite is de-
termined by band filling.[143] By further taking into account dif-
ferences in phonon entropies between austenite and martensite,
the change of phase transition temperature with composition can
be predicted.[144] Ti-Ta cannot be used directly as a shape mem-
ory alloy, because precipitation of an interfering phase (𝜔-phase)
contributes to a rapid degradation of the shape memory effect. By
alloying suitable elements, this precipitation phase can be desta-
bilized with respect to austenite and martensite,[145] enabling ap-
plication.

4.2.3. Ni2MnGa-Based Magnetic Shape Memory Alloy

The magnetic shape memory alloy Ni2MnGa is an example of
the competition between the electronic, phononic, and mag-
netic ordering. Amongst those materials which present coupled
displacive-magnetic phase transitions, in particular the NiMn-
based Heusler compounds arouse considerable attention.[146,147]

They promise potential applications such as magnetocaloric
cooling and actuation based on the magnetic shape memory
effect.[146,147]

Since their discovery, numerous Ni2Mn1+xZ1-x (Z = Al, In,
Sb, Sn, Ga) Heusler compounds have been found to exhibit the
magnetic shape memory effect.[17,148–150] The phase transition
in all these compounds is related to an interplay between dif-
ferent order parameters with their own symmetry properties,
namely the magnetic order parameter and the elastic soften-
ing and stiffening. Additional to the magnetic driving forces, in
Ni2MnGa, electronic instabilities play an important role, lead-
ing to modulated and intermediate phases, with martensitic
transformation started but not yet completed. Each of these
order parameters couples not only with the strain, but also
directly with each other or indirectly via the jointly resulting
strain. Fundamental questions arise, which will be discussed
below.

1) Which phase transitions are the most crucial for phonon soft-
ening or the other way round—How crucial is the phonon
softening for the phase transition?
The phase transition austenite → martensite
The phase transition austenite → modulated martensite
The phase transition austenite → intermediate martensite
The phase transition intermediate martensite → modulated

martensite.
2) How do the influence of magnetic order and external mag-

netic field act as stimuli for the phase transition?
3) Considering (1) and (2), are nesting vectors of the Fermi sur-

face identifiable that are also consistent with phonon soften-
ing?

4) Is there a pseudo-gap in the Fermi energy under the in-
fluence of magnetic order and external magnetic field as
stimuli?

For the stoichiometric Heusler compound Ni2MnGa, the an-
swers to these questions are accessible in the literature[31,151–158]

and are summarized in Figure 5 as a function of the un-
derlying transformations. This summary is possible through a
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Figure 5. Ni2MnGa as a prototype material for competing magnetic, electronic, and structural degrees of freedom at the displacive phase transition.
CDW characteristics of the L21-ordered magnetic shape memory Heusler compound Ni2MnGa. Phase relations,[151,152] phonon softening,[31,153–155]

nesting vectors in Fermi surface,[156,157] and CDW pseudo gap[158] as a function of the corresponding phase range in units of temperature. Subscripts
refer to the magnetic state (pm: paramagnetic, fm: 100% ordered ferromagnetic state, 80% ordering of the magnetization during the paramagnetic
to ferromagnetic phase transition). Note that the nesting vector in the ferromagnetic state differs between the majority up-arrow and the minority
down-arrow spin channel.

combination of sophisticated ab initio theoretical work as well
as experimental methods such as high-resolution transmis-
sion electron microscopy (HRTEM), inelastic neutron scatter-
ing (INS), positron annihilation, and photoemission studies
over more than a decade of research. In addition, high quality
Ni2MnGa single crystals have been prepared and investigated for
most of the experimental work. The phase transformation se-
quence shows the complicated microstructural relationships of
the displacive phase transition in Ni2MnGa. This happens en-
tirely in the region of ferromagnetic ordering and contains a pre-
martensitic (pM) intermediate phase, which the CDW already
initiates. Thus, the pM → M5 transformation can be attributed
to the EPC type although the associated TA2 transverse acous-
tic phonon branch does not show complete softening, but is at
least very low. Most interesting is that the nesting effect is exactly
the same as that of the observed phonon softening. This strongly
suggests that the nesting of the Fermi surface could be the
driving force for phonon softening in the ferromagnetic phase
down to the temperature at which the pre-martensitic transition
occurs.

Finally, photoemission measurements indicate that the
pseudo-gap also occurs at the onset of the pre-martensite phase
at 270 K. Simultaneous with the pseudo-gap, spectral weight
transfer is observed over a much larger energy range of 0.25 to
0.85 eV binding energy.[158] The associated CDW state persists
in the martensite phase down to 100 K.

In summary, the investigation of electronic instabilities at the
displacive phase transition opens an exciting area of research that
awaits transfer to other magnetic shape memory Heusler com-
pounds. Whether these results are transferable to other magnetic
shape memory Heusler compounds that do not exhibit an inter-
mediate martensite phase must be left to future research efforts.

4.3. Superconductors

Conventional superconductivity, where superconductivity arises
from e–ph interaction, and displacive phase transitions are con-
nected, even though they do not necessarily occur at the same
time. For example, displacive phase transitions of the CDW type
occur in many—especially low-dimensional—superconducting
material families, and it is believed that the e–ph interaction
drives both CDW and a superconducting transition. It is intrigu-
ing that displacive phase transitions also occur frequently in un-
conventional superconductors in close proximity to the supercon-
ducting phase in their (e.g., temperature-composition) phase dia-
grams. Importantly, displacive phase transitions in superconduc-
tors are naturally extremely well studied in terms of their elec-
tronic driving forces, since electronic properties are the defining
features of these classes of materials. It is therefore extremely il-
luminating for this perspective to include the findings from this
community. In particular, the experimental methodology devel-
oped in this context is pioneering in many respects.

4.3.1. Conventional Superconductors

Displacive phase transitions are known to occur in many fa-
mous superconductors above the phase transition into the su-
perconducting state. A striking example is the A15 “high-
temperature” (at the time of their discovery) superconductors,
such as Nb3Sn[159] and V3Si,[160] the former utilized for high-
field magnets. They exhibit cubic-to-tetragonal phase transitions
in close vicinity to the superconducting ones.[161,162] Interestingly,
in some V3Si samples only the superconducting transition occurs
without a displacive phase transition. This is because supercon-
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ductivity gaps the EPC which is needed for the displacive phase
transition. Therefore, the displacive phase transition cannot hap-
pen below the superconducting transition – only the other way
around. The simultaneous occurrence of soft modes, structural
instabilities, unusual temperature dependencies and supercon-
ductivity is common to all materials of this A15 class and has ex-
cited a debate about the role of displacive phase transformations
for the evolution of superconductivity early on.[163]

More recently, several CDW materials came into focus, which
show superconductivity in a region of the phase diagram where
the CDW is suppressed by external parameters such as physical
pressure or chemical substitution, or intercalation. A prominent
example is TiSe2. Here, the soft phonon mode of the CDW likely
plays an important role in the formation of superconductivity.
Namely, the suppression of CDW order should liberate/activate
the soft mode’s EPC for the formation of Cooper pairs and thus
support a superconducting ground state. Indeed, ab-initio cal-
culations support such a scenario in the presence of significant
EPC.[164,165] Experimentally, the situation is less clear[166,167] since
not all EPC is contained in the soft mode[168] and mechanisms
other than EPC can also play a role.[169] These conventional su-
perconductors represent exciting examples, where structural in-
stabilities are likely favorable for superconductivity because of the
EPC mechanism. Recently, a displacive phase transition was also
reported in the elemental superconductor Nb,[170] but featured
extremely small structural distortions and therewith difficult to
be detected by standard methods of structure research, and also
not understood theoretically.

4.3.2. Unconventional Superconductors

Displacive phase transitions were also reported in a number
of unconventional superconductors, for which superconductiv-
ity is mediated by a mechanism other than (pure) EPC. Some of
the famous high-temperature superconducting perovskite cop-
per oxides, such as YBa2Cu3O6+𝛿 (YBCO) and La2-xBaxCuO4
(LBCO), feature a prominent tetragonal-to-orthorhombic phase
transition.[171–173] In LBCO, the structural distortion of the CuO2
layers enables pinning of charge stripe order whose appearance
coincides with the structural transition and correlates with a sig-
nificant drop of the superconducting Tc at x = 1/8.[174,175] Charge
order in cuprates was first discovered in the form of such stripe
order, more specifically as a nanoscale array of unidirectional
collinear spin and charge modulations.[176] However, the static
striped phase appears to occur only in La-based cuprates, while
they were found to be more of a dynamic phenomenon in many
other cuprates.

A much more generic and potentially universal charge-
ordering phenomenon in superconducting cuprates are CDWs.
CDWs have now been observed in all chemically distinct
cuprate families including essentially all hole-doped cuprates as
well as Nd-based electron-doped cuprates using bulk-sensitive
momentum-space techniques, such as neutron and X-ray diffrac-
tion and resonant X-ray diffraction, as well as the surface-
sensitive real-space technique of scanning tunneling microscopy
(STM), see, for example, the reviews[177,178] for a summary of re-
sults. In the temperature-doping phase diagram of hole-doped
cuprates, a CDW dome within the pseudogap regime at moder-

ate doping levels centered at the “magical” doping of 1/8 is now
considered to be a universal feature. In addition, CDWs were
found inside the superconducting dome upon suppression of su-
perconductivity by, for example, high magnetic fields,[179] and in
the Fermi liquid state in the overdoped region.[180] Despite their
universal appearance in the phase diagram, the phenomenology
of CDWs is quite broad and material-specific, with distinct CDW
transition temperatures (up to about 250 K), wavevectors (in the
plane typically corresponding to a charge modulation with a pe-
riod of about 3–4 lattice constants along the Cu-O bond direc-
tion), dimensionalities (2D and 3D), and correlation lengths (up
to about 100 lattice constants in plane and up to about 10 lat-
tice constants out of plane).[178] The dominant nature of CDW
order in unperturbed hole-doped cuprates is 2D and short-range.
This may be explained by a weak coupling of the CuO2 planes
and the effects of disorder or fluctuations, which tend to be more
destructive in 2D compared with 3D.[181] CDWs in cuprates are
therefore mostly weak. The lattice distortions are typically of
small amplitude, on the order of 10−3 lattice units, and CDW en-
ergy gap opening or Fermi surface folding in angle-resolved pho-
toemission spectroscopy (ARPES), as known from conventional
CDW materials, is not observed. A complete reconstruction of the
Fermi surface occurs only when long-range CDW order sets in at
high magnetic fields,[179] which are incompatible with the ARPES
technique. On the other hand, CDWs are thermodynamically ro-
bust because CDW correlations persist over a wide range of tem-
peratures and doping in the phase diagram and compete with
the superconducting state; strong CDW correlations are accom-
panied by suppression of the superconducting Tc, while CDW
correlations are weakened at the emergence of the superconduct-
ing state upon cooling.[175]

The CDW mechanism, particularly the link between the CDW
and the electronic structure at the Fermi level, has remained
largely elusive. Both Fermi surface nesting and momentum-
dependent EPC have been ruled out as driving forces.[182,183] Nev-
ertheless, it was found that the doping dependence of the CDW
wavevector is consistent with a “nesting” of the tips of the so-
called Fermi arcs in underdoped Bi2Sr2-xLaxCuO6+𝛿 (Bi2201),[182]

and in underdoped YBCO a strong, sharp, but only partial soft-
ening of low-energy acoustic and optical phonons at the CDW
wavevector was observed,[184] consistent with the short-range na-
ture of the CDW correlations. The CDW in cuprates was there-
fore classified as unconventional and its origin was generally at-
tributed to electron correlations or many-body interactions.[68,183]

This uncertainty about the driving force behind charge order
leads to the controversial question of whether the CDW is crucial
for the anomalous properties of the superconducting cuprates or
if it is just the by-product of a peculiar metallic state. In attempts
to answer this question and uncover the CDW mechanism, the
CDW in cuprates will certainly continue to provide fertile ground
for elucidating the interplay of Mott physics, CDWs, and super-
conductivity.

4.3.3. Nematicity in Iron-Based Superconductors

The class of iron-based superconductors, with its relevant parent
compounds including FeSe, BaFe2As2, and LaFeAsO, has been
studied intensely since 2008.[185–187] The parent compounds
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become superconducting with a maximum Tc typically of the
order of 25–40 K via substitution of various elements. Apart
from superconductivity, a central theme of research for these
materials is nematicity, the electronically driven displacive
tetragonal-to-orthorhombic structural phase transition.[71] In
most materials,—but not in the highly studied model sys-
tem FeSe[188]—antiferromagnetic order also plays a central
role.

Nematicity is experimentally probed via the electronic
anisotropy between the two orthorhombic axes. In particular,
the direct current (dc)-resistivity anisotropy in the nematic
phase is, likely, the most studied signature of nematicity in
iron-based superconductors.[189,190] Other well-studied exam-
ples of nematic electronic anisotropy are found in optical
reflectivity,[191] local magnetic susceptibility,[192] thermoelectric
properties,[193] the electronic energy-momentum dispersion as
seen by ARPES,[194,195] or the electronic structure around defects
seen in scanning tunneling microscopy (STM).[196] Neverthe-
less, the mechanism of the nematic phase transition and the
microscopic nature of the nematic order parameter is, however,
difficult to pin down. A Pomeranchuk instability of the Fermi
surface, various types of orbital order, and frustrated magnetic
interactions have all been discussed as its possible driving force.
The prevalent theory evokes the close-by antiferromagnetism
and describes nematicity via the scenario of frustrated magnetic
fluctuations.[197] However, the case of FeSe for which the nematic
phase transition occurs far from magnetic order is a challenge
to this picture.[188]

The existence of an electronic nematic order parameter, irre-
spective of its microscopic origin, means that there is a related
susceptibility, whose measurement is a challenging task. The soft
mode of the tetragonal-to-orthorhombic structural phase tran-
sition is naturally an elastic shear modulus. Indeed, softening
of this shear modulus on approaching the nematic transition
from the high-temperature phase is readily observed.[198,199] Just
as a finite nematic order parameter means a finite orthorhom-
bic distortion, the softening of the elastic shear mode reflects
a divergence of the nematic susceptibility. Over the last decade,
multiple experimental approaches to the nematic susceptibility
have been developed.[200] A pioneering and innovative experi-
ment provided a strong argument for an electronic origin of the
structural distortion via a measurement of the electronic nematic
susceptibility.[189] Namely, samples were submitted to an external
anisotropic strain. In this case, the induced resistivity anisotropy
becomes a measure of the nematic susceptibility, but for a “pas-
sive” crystal lattice. Since a divergence was still observed, an elec-
tronic driving mechanism for the nematic phase transition could
be concluded.

“Nematic” phase transitions have by now been reported
in an increasing number of superconducting and non-
superconducting quantum materials (e.g., refs. [201–206]).
However, iron-based superconductors are the most prominent
materials to study this displacive phase transition as their sig-
natures are pronounced, they can be investigated with a wide
range of experimental techniques, they are easily tunable via
chemical substitutions and pressure, and high-quality single-
crystal samples are widely available. The relation of nematicity
and superconductivity is still a matter of research and nematic
fluctuations appear to be favorable for superconductivity.[207,208]

4.4. Ferroelectrics

The interplay between a displacive phase transition and other
order parameters is not restricted to metals. Similar phenom-
ena are observed at insulator-to-insulator transitions in the fam-
ily of ABO3 perovskites, for example, in the prototypical mate-
rials BaTiO3, PbTiO3, SrTiO3, and PbZrO3. Analogous to the
austenitic phase in metallic shape memory materials, the par-
ent high-temperature phase of these compounds has a high sym-
metry (cubic, centrosymmetric, paraelectric), low-energy phonon
modes soften under cooling, and at least one displacive phase
transition to a distorted phase with lower symmetry occurs un-
der cooling. Here instabilities at high-symmetric points of the
Brillouin zone play the most important role. For the prototypical
ferroelectric BaTiO3 three degenerate optical modes (F1u) at the Γ
-point soften. The eigenvector of these modes corresponds to the
shift of Ti ions with a formal charge of 4+ against the O2− -cage,
that is, to the formation of a local dipole moment in each unit
cell. Larger polarization is possible in PbTiO3 as also the Pb2+

ions shift.[38] At the phase transition to the ferroelectric phase,
cooperative long-range ordering of dipoles sets in and the dielec-
tric response shows a pronounced peak. Although softening of
F1u modes and the typical Curie–Weiss behavior expected above
a ferroelectric phase transition is also observed for SrTiO3, quan-
tum fluctuations suppress the phase transition down to zero tem-
perature (quantum paraelectric phase).[209,210]

In another subclass of materials, represented by the proto-
typical material PbZrO3, a peak in the dielectric response has
been reported between phases without spontaneous polarization
and has been related to the onset of antiferroelectric ordering.
In both the antiferroelectric and quantum paraelectric materials,
soft modes at the zone boundary may characterize the structure
of the low temperature phases related to different rotation and
distortion of the O octahedra.[211,212] The antiferroelectric phase
of PbZrO3 is still under active debate and it has been reported that
the transition may be the consequence of the coupled freezing of
several zone boundary modes and modes at incommensurable
points.[38,213,214] In close analogy to shape memory alloys, there
is an ongoing discussion on intermediate phases at the transi-
tion related to the complex interplay of phonon modes and the
microstructure.[214]

Although ferroelectric transitions have been characterized
as displacive phase transition related to phonon softening
early,[215,216] this interpretation cannot explain all features of the
phase transition. Already in the 60ieth of the last century, a com-
peting interpretation assumed an order-disorder transition of the
local dipoles between the 8<111> directions,[217–219] and the tran-
sitions are often discussed as being of mixed displacive order-
disorder type.[36,220]

All these transitions in the prototypical materials are coupled
structural ferroic transitions. As reviewed in ref. [221] even in
wide band gap insulators the electronic degrees of freedom can-
not be decoupled from the structural-ferroic transition and all dis-
tortions of the cubic lattice are controlled by changes in the elec-
tronic structure.[222] In particular, O2− ions that are not stable on
their own and whose bonding character depends strongly on the
atomic environment (coordination, distances, etc.) play an impor-
tant role in ferroelectric transitions. The electronic driving force
for the ferroelectric instability is the pseudo-Jahn Teller effect;
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even without degenerate orbitals, the system may lower its energy
by the splitting of hybrid orbitals which lifts inversion symmetry
as needed for ferroelectric polarization. As shown by Cohen[223]

a ferroelectric displacement of the ions reduces the long-range
electrostatic energy but induces an energy penalty as some ions
come closer to each other. The latter can be compensated if the
ions change their hybridization during the displacement. Partic-
ularly for Ti-O6, the lowest unoccupied orbitals are the Ti-d or-
bitals which can re-hybridize easily. For Pb and Bi ions on the A-
side, furthermore their electronic 6s26p0 lone pair configuration
is unstable against mixing with a low-lying excited 6s16p1 state
and may result in broken inversion symmetry by the pseudo-Jahn
Teller effect.[224] Analogously, also octahedra rotations are related
to the pseudo-Jahn Teller effect. Typically, the underlying shift of
charges is monitored by the Born effective charge tensor whose
elements for Ti in an O-environment are larger than 7 and reach
about 6 for Pb.[225]

Due to the broken symmetry in the ferroelectric phases, the
different B-O distances result in alternating charges along the fer-
roelectric axis.[226]

5. Perspective for Research

What is the added value of an interdisciplinary approach to dis-
placive phase transitions?

An important area in which a scientific gap in knowledge can
be identified is the possible connection between CDW physics
and the shape memory effect. This starts with the question if
the electronic ordering and the pseudo-gap of a CDW can actu-
ally be proven in the NiTi and Ni2MnGa-based shape memory al-
loys. If so, how does the CDW form with respect to compositional
changes? To date, the understanding of the (potential) electronic
origin of this displacive phase transition has not yet been system-
atically utilized for the design and optimization of the material.
For example, if in NiTi and in Ni2MnGa the martensitic phase
transformations were related to CDW phenomena, rules for how
substitutional elements stabilize the different phases should be
derived based on the electronic contribution to the driving forces.
Questions might be: How does substitution modify the Fermi
surface, in particular the nesting, and thereby the characteristics
of the phase transition? In the case of NiTi, how does this pro-
mote the formation of the R-phase, stabilize the B19′ phase, or fa-
vor the transition to a strain glass phase? In the case of Ni2MnGa,
do the electronic driving forces depend on the electron spin?
Adding more complexity, how do microstructural defects which
could be introduced through materials’ processing or functional
or mechanical fatigue affect the formation of the CDW? Is there a
direct link between fatigue mechanisms and the electronic driv-
ing forces of the phase transition? Is aging connected to this elec-
tronic effect, for example, in the sense that the destabilization
of the CDW corresponds to a destabilization of the martensitic
phase?

In particular, the generalization of these questions contains
fundamental physics: Does CDW physics play a role in shape
memory alloys in more general or even in the shape memory
effect as such? Here, especially the comparison of NiTi with an-
other shape memory alloy, Ti-Ta, might be insightful, since Ti-Ta
shows the shape memory effect but in a disordered alloy rather
than in an ordered compound.

Quite similar to the questions that have arisen around the
combination of CDW and shape memory alloys, important open
questions about the combination of CDW and high temperature
superconductivity are: What is the origin of CDW, that is, the mi-
croscopic mechanism? Is the mechanism universal or material
specific? What is the role of electronic correlations? What is the
role of the crystal lattice or periodic lattice distortion of CDW?
How are CDW and superconductivity intertwined? What does
this look like in real space: homogeneous coexisting orders, do-
mains separated at the nanoscale, or superconductivity-induced
topological defects in CDW domains? What is the interplay be-
tween CDW and the other phases (pseudogap, strange metal) in
the phase diagram? What is the connection between CDW and
Fermi arcs (pseudogap phase)? How are CDW and deviations
from T-linear resistance related (strange metal phase)? What is
the relationship between CDW and SDW in La-based cuprates?
With this perspective, we add another aspect to this complex
topic: What is the role of the displacive phase transition that of-
ten occurs at much higher temperature (e.g., in YBCO during
the synthesis or annealing), in relation to the forming CDW?
In other materials, the formation of CDW is closely linked to
this displacive phase transition – how does this behave in high-
temperature superconductors?

The studies on pnictide superconductors showing displacive
phase transitions lead us to ask more generally to what extent
displacive phase transitions are electronically driven. In the case
of the nematic phase transition of iron-based superconductors,
it was proven with carefully developed experimental techniques
that the displacive phase transition is electronically driven. Elec-
tronic motifs also seem to play an important role in at least some
shape memory alloys. In this perspective, the common motifs
of CDW, Mott transitions, or electronic nematic phase were re-
vealed. Does this mean that electronic driving forces are highly
relevant for displacive phase transitions in general or is the case
of the nematic phase transition of iron-based superconductors
an outlier within a class of phase transitions that otherwise has
structural causes?

How can we proceed to find scientifically sound answers to
these questions? An important possibility here lies in the inter-
disciplinary approach that has advantages, especially in the field
of experimental and computational methods. New developments
in the field of experimental art or computational methods often
take place within a specific community. By applying these new
developments to similar problems in neighboring research ar-
eas, the significance and impact inevitably increase. The follow-
ing compilation cannot be complete, but it shows a path that re-
search could take in the future.

Ferroelectrics are extensively studied by X-ray methods (espe-
cially diffraction) and spectroscopic techniques (especially opti-
cal). In comparison, this is true for shape memory alloys and also
caloric materials to a much lesser extent. In particular, spectro-
scopic techniques that generally target electron behavior seem to
have been little used for these two classes of materials.

In photoelectron spectroscopy (PES), there have been two im-
portant new developments in the last decade—to nanometer spa-
tial resolution and to femtosecond time resolution using sharply
focused or ultrashort pulsed XUV/X-ray radiation. Nanometer
PES provides a view of the local electronic structure, while fem-
tosecond PES can be used to track ultrafast electronic dynamics
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in real time. Thus, electronic microstructures on one hand and
fundamental electronic interactions on the other hand can be
directly spectroscopied, and spatial and temporal couplings be-
tween electronic and lattice degrees of freedom can be elucidated.
This is particularly relevant for the microscopic understanding of
displacive phase transitions and has been demonstrated highly
successfully on CDW materials. However, for classes of materi-
als such as shape memory alloys and caloric materials, such ad-
vanced PES experiments have rarely (if ever) been performed,
most likely because of insufficient sample or surface quality or
because the potentially significant role of electrons has partly
been ignored in these materials. In particular, the necessary high
quality of the surfaces is certainly a considerable challenge for
materials that do not have suitable cleavage planes, cannot be de-
laminated, oxidize immediately at the surface, as well as form
deformation zones under small mechanical loads. On the other
hand, the gain in knowledge would be considerable if surface
preparation could be brought under control.

INS is the classic momentum-resolved technique to investi-
gate lattice dynamical properties of solids with ground-breaking
work for the understanding of novel ground states such as
superconductivity,[227–230] CDW-order.[231,232] and ferroelectric-
driven lattice distortions.[233,234] However, state-of-the-art neu-
tron time-of-flight and inelastic X-ray spectrometers allow much
more comprehensive and detailed investigations. Therefore, sev-
eral long known ferroelectric[235,236] and CDW materials[29] have
been re-investigated in part with new parameters such as high-
pressure.[168] These studies show the impact of anharmonic lat-
tice vibrations on the materials’ properties and basic mechanisms
such as phonon-momentum dependent EPC that drives elec-
tronic phase transitions. We believe that interesting materials
such as shape memory alloys or caloric materials are underrep-
resented in current INS and inelastic X-ray scattering research
though their peculiar lattice dynamical properties are far from
understood. Thus, there is a high potential for new discoveries
and improved material understanding for applications in the in-
vestigation of lattice dynamics using state-of-the-art neutron and
X-ray spectroscopy.

In the electronically correlated matter community, displacive
phase transitions have been characterized in terms of their elas-
toresistance response using an extremely sophisticated method-
ology. This characterization has existed for semiconductors for
quite some time, but has been pursued more and more inten-
sively in recent years, especially with respect to various sym-
metries, linear versus nonlinear elastoresistance response, etc.
There are now various techniques that can be used under in situ
tuneable uniaxial pressure, from elastoresistivity, to elasto-X-ray
diffraction, elasto-STM, and even elasto-ARPES. For example, the
combination of elastoresistance with elastic-modulus measure-
ments and elasto-X-ray diffraction seems especially promising.
Note that the achievable strains are often still small (≲1% and
sometimes much less). As a consequence of these considerable
methodological advances, it could be concluded for the nematic
phase transition of iron-based superconductors, that it is of elec-
tronic origin. Similar conclusions have so far been precluded for
other classes of materials. In addition, the development of var-
ious “detwinning” techniques in the same community allows to
measure a variety of properties, up to neutron scattering, ARPES,
magnetic susceptibility, etc. on monodomain crystals.

Related to the question of electronic driving forces in general
is the question of the role of conduction electrons. It occurs that
characterization of the charge carrier density and mobility (e.g.,
Hall measurements, THz spectroscopy) has not been system-
atically performed on all relevant metals undergoing displacive
phase transitions. Related, how do screening effects influence
this phase transition? Is it possible to analyze the electronic trans-
port characteristics spin-resolved, for example, in magnetic met-
als?

Transmission electron microscopy has been extensively ap-
plied to shape memory alloys and ferroelectric materials. Simi-
lar thorough microscopic studies are not equally common in the
correlated materials community, for example. The development
of in situ methods allows increasingly precise measurement of
microstructure, electronic, and vibronic properties, and their re-
sponses to external stimuli at all length scales. Especially elec-
tronic and magnetic polarization can be visualized with nanome-
ter spatial resolution by advanced microscopy techniques. The
combination of HRTEM capabilities with various detectors al-
lows to extract information about the atomic structure, chem-
ical nature, magnetic and electrical properties, and their in-
teractions from one sample, including temperature-dependent
studies by in situ heating or cooling. For phase transforma-
tions, the visualization and measurement of electric and mag-
netic fields at the atomic level is fundamental, since they di-
rectly determine the magnetic and electronic properties of the
phases. In any HRTEM equipped with an electron energy-loss
spectroscopy (EELS) detector,[237] the electron energy-loss mag-
netic chiral dichroism[238,239] effect can be characterized to deter-
mine the magnetic properties of atoms, that is, the spin and the
corresponding magnetic orbital moment. Differential phase con-
trast (DPC) imaging[240] to determine the electronic properties, is
based on the shift of the center of gravity of the illumination in-
tensity in the detector plane, which can be precisely measured
with a modern segmented DPC detector to determine the local
charge density of these phases. The combination of HRTEM and
DPC similarly offers fantastic opportunities for measuring mag-
netic properties. Not only can the intrinsic magnetic properties
of the phases be measured, but also their interactions.[241]

When it comes to understanding the microstructure, so far
mostly strain aspects were taken into consideration. At least for
insulating materials, also discontinuities in the polarization or
charges at interfaces play prominent role. However, the role of
discontinuities of other order parameters (e.g., spin) at the phase
boundary is often neglected.

Many developments in computational methods also took place
in the community of electronically correlated matter. However,
the computational effort is usually limited here. Some of the
raised questions could not be addressed comprehensively in the
past simply because of much too high computational demands.
However, some of them might be possible to address in the fu-
ture.

It will be important to see how the electronic correlations,
which cannot be captured within DFT, affect the nature of the
phase transitions, including the changes in the corresponding
susceptibilities. Here a combination of dynamical mean-field the-
ory (DMFT) on top of the DFT band structure and the effective
modeling based on the tight-binding projections into Wannier or-
bitals and construction of the effective field theory is necessary.

Adv. Energy Mater. 2023, 2300754 2300754 (18 of 23) © 2023 The Authors. Advanced Energy Materials published by Wiley-VCH GmbH

 16146840, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aenm

.202300754 by K
arlsruher Inst F. T

echnologie, W
iley O

nline L
ibrary on [29/06/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



www.advancedsciencenews.com www.advenergymat.de

The role of EPC and the general equal footing treatment of
electronic and phononic degrees of freedom can currently be ad-
dressed at the model Hamiltonian level, but hardly for real ma-
terials, as this is still too costly. Atomic forces for low-symmetry
materials are implemented in some DFT+DMFT codes, but are
rarely studied in detail so far, because they are either also very
costly or hard to converge. Entropy descriptions at finite tem-
perature to a true modeling of the free energy (with correla-
tions), are for real materials still hardly existent, but descrip-
tions use pure energy considerations so far. Also, phononic or
local-momentum spin contributions are hardly considered in the
real description of phase concurrences. Dynamical fluctuations
of such transformations (k- and 𝜔-dependent coupled e–ph self-
energies/susceptibilities) are not yet discussable. The description
of nematic phenomena has gained a lot of importance, but for
challenging materials (many orbitals, low symmetry), the com-
putational treatment is only possible to a limited extent, and of-
ten again only at the model level. In general, lattice susceptibil-
ities of any kind have become possible for materials in the last
10 years, but especially for multi-orbital systems, they are often
very difficult to access. Low temperatures and even the (non-
adiabatic) connection to the phonon system remain difficult and
are hardly implemented. Also, molecular dynamics approaches
for strongly-correlated systems have been proposed recently, but
are still in their infancy. With ever-improving computational ca-
pabilities, both on the hardware side and on the code implemen-
tation side, addressing these questions will open up a fascinating
deeper understanding of the physics of displacive phase transi-
tions in the future.

6. Concluding Remarks

Displacive phase transitions in as diverse material classes as
shape memory alloys, electronically correlated materials, super-
conductors, and ferroelectrics share common microstructural,
electronic, and phononic signatures. The common microstruc-
ture is characterized by twinning, often in a hierarchical arrange-
ment. Common electronic signatures manifest themselves in
transport anomalies, caused by a reduction of the charge carrier
density and an increase of the charge carrier mobility at the phase
transition, a change of the charge order, up to a change of the na-
ture of the charge carriers as such. Common phononic signatures
are phonon softening, often combined with Fermi surface nest-
ing and caused by EPC. The disentanglement of these coupled
structural, electronic, and magnetic phenomena provides an al-
most inexhaustible source of beautiful science that can and will
be used to develop materials with excellent functional proper-
ties. Additionally, these displacive phase transitions are impor-
tant for various applications because of their functional proper-
ties. Amongst them, explicitly shape memory alloys, many super-
conductors, and ferroelectrics are discussed within this perspec-
tive. While these applications significantly push material devel-
opments and their understanding in the respective communities,
the experimental and computational evidence compiled opens up
very fundamental questions that are of transdisciplinary nature.
These concern in particular the relation between mechanisms
underlying the various displacive phase transitions. The question
of generalization is now compelling.
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