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Sensitivity of Arctic CH4 emissions 
to landscape wetness diminished by 
atmospheric feedbacks

Philipp de Vrese    1 , Lutz Beckebanze    2, Leonardo de Aro Galera    3,4, 
David Holl    3,4, Thomas Kleinen    1, Lars Kutzbach    3,4, Zoé Rehder    1  
& Victor Brovkin    1,4

Simulations using land surface models suggest future increases in Arctic 
methane emissions to be limited by the thaw-induced drying of permafrost 
landscapes. Here we use the Max Planck Institute Earth System Model to 
show that this constraint may be weaker than previously thought owing 
to compensatory atmospheric feedbacks. In two sets of extreme scenario 
simulations, a modification of the permafrost hydrology resulted in 
diverging hydroclimatic trajectories that, however, led to comparable 
methane fluxes. While a wet Arctic showed almost twice the wetland area 
compared with an increasingly dry Arctic, the latter featured greater 
substrate availability due to higher temperatures resulting from reduced 
evaporation, diminished cloudiness and more surface solar radiation. Given 
the limitations of present-day models and the potential model dependence 
of the atmospheric response, our results provide merely a qualitative 
estimation of these effects, but they suggest that atmospheric feedbacks 
play an important role in shaping future Arctic methane emissions.

With the extent of perennially frozen ground already in decline as a 
result of climate change1–3, more and more of the roughly 1,100–1,700 Gt 
of organic carbon stored in Arctic and sub-Arctic soils is being mobi-
lized4–6. At the same time, higher temperatures lead to a widespread 
change in vegetation known as Arctic greening7. The latter raises the 
uptake of atmospheric CO2 by high-latitude plants, but also increases 
the amount of recently assimilated carbon available for microbial break-
down. While the strength of these feedbacks is uncertain, the warming 
of the terrestrial Arctic could turn the region from a carbon sink into 
a carbon source within the twenty-first century8–13, notably reducing 
the remaining carbon budget for the more ambitious climate goals14–16.

How much the Arctic—as a future net source of atmospheric  
carbon—may contribute to rising temperatures will depend on the 
fraction of carbon that is emitted as methane (CH4) rather than CO2. 
The global warming potential of CH4 is an order of magnitude higher 

than that of CO2 (ref. 2), but the former is produced only during decom-
position under anoxic conditions. Anaerobic decomposition requires 
water-saturated soils, making CH4 emissions highly dependent on the 
soil hydrology in the Arctic and sub-Arctic zone17,18. Permafrost plays 
a key role in the hydrological cycle of these regions because soil ice 
impedes the movement of water through the ground, often leading to 
the formation of a saturated zone above the permafrost table19–23. At 
the same time, excess ice supports the formation of elevated landscape 
features with particularly dry conditions at the surface24.

The latest generation of Earth system models (ESMs) repre-
sents some of the more general physical and biogeochemical 
permafrost-related processes and effects25–27, and a number of land 
surface models (LSMs) are capable of simulating the present-day CH4 
fluxes from Arctic soils reasonably well28. However, projections of 
future emissions are less well constrained13,18,29–37, partly due to the 
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twenty-first-century CH4 emissions of two sets of simulations based on 
simplified extreme set-ups. These simulations enclose the plausible 
parameter space between ‘wet’ and increasingly ‘dry’ conditions as 
represented in the Jena Scheme for Biosphere Atmosphere Coupling 
in Hamburg ( JSBACH), the land component of the MPI-ESM. The wet 
simulations assume favourable infiltration properties in the permafrost 
region combined with a high drainage resistance, resulting in wetter 
soils, and a low resistance with respect to evapotranspiration, which 
leads to an intense local moisture recycling. In contrast, the configura-
tion of the dry simulations leads to a weaker local moisture recycling, 
in combination with low infiltration rates and low drainage resistance, 
resulting in increasingly dry soils whenever the near-surface perma-
frost is degraded (Fig. 1 and Supplementary Tables 1 and 2). A more 
detailed overview over the experimental set-up is given in Methods, 
while the ‘Results’ and ‘Discussion and conclusions’ present our results 
and discuss the pathways by which the soil hydrology in permafrost 
regions affects the CH4 emissions inside and outside of the terrestrial 
Arctic. It should be noted that, in the following, we mainly discuss the 
differences between the two hydroclimatic trajectories and describe 
the resulting effects on CH4 emission in relative terms; for example, 
when we refer to a ‘cooling’, this should be understood as temperatures 
being lower in one simulation than in another simulation but not neces-
sarily as an absolute temperature reduction.

Results
The twenty-first-century warming that results from the high emissions 
scenario SSP5-8.5 will lead to a substantial decline in the extent and thick-
ness of the near-surface permafrost in the Arctic and sub-Arctic zone. 
The hydroclimatic response to this permafrost degradation depends 
on the ability of the soils to retain water after the effectively imper-
meable, perennial ground ice disappears and on the resulting land–
atmosphere interactions (Supplementary Fig. 1). In the wet scenario,  
the northern permafrost regions show a more intense hydrological 
cycle, with the high drainage resistance and infiltration rates main-
taining comparatively wet soils. Higher evapotranspiration rates cool 
the surface and the boundary layer, while increasing the moisture 
transport into the atmosphere. Lower temperatures, in combination 

large uncertainty in the hydroclimatic response to climate change. 
Most ESMs agree that the Arctic and sub-Arctic region will receive more 
precipitation in a warmer world38, which would suggest wetter soils in 
the future. At the same time, higher near-surface temperatures result 
in larger evapotranspiration rates, while a warming-induced reduction 
in the extent and thickness of permafrost facilitates drainage and could 
lead to a desiccation of the thawing ground39,40. With the net effect of 
these opposing processes being highly uncertain, present-generation 
LSMs do not even agree on whether high-latitude soils will contain more 
or less water in the future41.

It is generally assumed that wetter conditions in the Arctic and 
sub-Arctic zone would result in higher terrestrial CH4 emissions as 
the extent of fully (water) saturated soils—hence the CH4-producing 
areas—is larger. Using an LSM with prescribed atmospheric conditions,  
Lawrence et al.42 showed that the warming-induced twenty-first-century 
increase in high-latitude CH4 emissions could be twice as large if the 
soils remain highly saturated after the permafrost is degraded. But, 
while the correlation between the wetland area and soil CH4 produc-
tion certainly constitutes an important driver, it is not the only way 
in which the permafrost hydrology affects the future CH4 fluxes.  
The hydrological state of the soil also has a profound impact on the 
land–atmosphere interactions, which in turn control the near-surface 
climate in the high latitudes43. Thus, with many aspects of the carbon 
cycle depending on the near-surface temperatures and precipitation 
rates, the permafrost-thaw-induced changes to the soil hydrology 
also affect future CH4 emissions by altering the land–atmosphere 
feedbacks. The effects of changing land–atmosphere interactions 
on the Arctic CH4 emissions, however, have never been investigated.

In the following, we address this research gap using an adapted 
version of the Max Planck Institute (MPI) for Meteorology ESM, more 
specifically of the MPI-ESM1.2 (refs. 13,43,44). With this version of the 
MPI-ESM we can simulate the terrestrial CH4 fluxes that arise from 
varying degrees of ‘wetness’ of the northern permafrost regions, 
taking into account all the land–atmosphere feedbacks that these 
diverging hydrological conditions entail. For a high warming sce-
nario (that is, Shared Socioeconomic Pathway 5 and Representative 
Concentration Pathway 8.5 (SSP5-8.5)45–47), we compare the projected 
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Fig. 1 | Dry and wet set-up. Qualitative comparison between the simulated 
hydrological cycle in the dry and wet JSBACH set-ups, following the degradation 
of the near-surface permafrost. Shown are the hydrological fluxes from the land 
surface and the soil, namely transpiration (green), bare-soil evaporation (yellow), 
evaporation from wetlands (dark blue), infiltration (light blue), and surface 
runoff and drainage (red). The size of the resistance symbols indicates whether 
the parameter settings in a set-up facilitate a certain process (indicated by a 

small resistance symbol) or impede it (indicated by a large resistance symbol). 
At the same saturation of the soil (or, for infiltration and surface runoff, the same 
precipitation), a high resistance results in small fluxes (indicated by thin arrows), 
while a low resistance leads to a large flux (indicated by thick arrows). Finally, the 
size of the cloud and the thickness of the grey arrows indicate the atmospheric 
response to the evapotranspiration flux, while the size of the dark blue area in the 
belowground column indicates the amount of water stored in the soil.
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with a higher atmospheric water content, raise the relative humidity, 
resulting in more extensive cloud cover and more precipitation than 
in the dry scenario (Fig. 2a). The additional precipitation, in turn, leads 
to a larger extent of inundated areas and increases the available soil 
moisture, closing the positive evaporation–precipitation feedback 
loop. At the same time, the more extensive cloud cover reduces the 
incoming solar radiation, which diminishes the available energy at the 
surface. This limits the latent heat flux, including evaporation from 
wetlands, and hence contributes to the larger spatial extent of water-
logged soils. In addition, the reduction in available energy lowers the 
sensible heat flux, further raising the atmospheric relative humidity, 
and substantially reduces the twenty-first-century warming trend  
(Fig. 2b). It should be noted that our set-ups strongly reduce the  
complexity of the high-latitude land–atmosphere interactions, with 
the resulting impact on climate being, to a certain degree, model 
dependent. However, both the wet and dry simulations remain 
within the uncertainty range of the Coupled Model Intercomparison  
Project Phase 6 (CMIP6) ensemble and we consider the two trajectories 
to be equally plausible climate futures of our planet.

When accounting for the abovementioned climate feedbacks, we 
find a spatially non-uniform effect of the soil hydrological conditions on 
the twenty-first-century trend in terrestrial CH4 emissions. Compared 
with the dry scenario, the wet scenario shows larger end-of-the-century 
CH4 fluxes from the organic-rich soils in the West Siberian Plain, but 
there is no clear signal in the North American Arctic and the emissions 
are actually smaller in northern Europe and in the Lena catchment  
(Fig. 3a). Aggregated across the northern permafrost regions, the  
average increase in the CH4 fluxes is extremely similar for the two  
trajectories (Fig. 3b) and, for a climate stabilization under end-of-the- 
century greenhouse gas concentrations, our model even produces 
slightly larger emissions if the soils show a pronounced drying trend 
in response to the permafrost degradation (see below). This suggests 
that the general hypothesis of wetter conditions necessarily leading 
to higher future CH4 emissions may not be valid, despite the extent of 
the CH4-producing areas remaining comparatively constant in the wet 
scenario and decreasing substantially in the dry simulations (Fig. 3c,d). 
While these results appear counterintuitive, they can be explained by 
the differences in the near-surface climate resulting from the diverging 
hydrological responses to permafrost degradation.

The aerobic and anaerobic respiration rates depend on the climate 
conditions directly, because of the temperature and moisture depend-
ence of the soil microbial activity, and indirectly, because the prevailing 
temperatures and precipitation rates affect substrate availability (see 
below). In particular, warming during the twenty-first century leads to 
an increase in soil respiration rates, and this increase is substantially 
larger for the warmer dry trajectory (Fig. 4a). In fact, the higher tem-
peratures in this scenario raise the respiration rates to such a degree 
that the effect of shrinking wetlands on the anaerobic respiration is 
offset by a combination of higher decomposition rates and increased 
substrate availability in the remaining saturated soils. Consequently, 
the fraction of soil organic matter that decomposes under anoxic con-
ditions is increasingly lower in the dry than in the wet trajectory, but 
the total amount of CH4 produced in high-latitude soils is comparable 
between the two (Fig. 4b). In other words, the main reason why future 
CH4 emissions may not necessarily be higher if the conditions stay 
comparatively wet—and the fraction of saturated soils remains large—is 
that the additional evapotranspiration and ensuing climate feedbacks 
cool the continental Arctic, slowing down microbial decomposition 
processes and reducing the overall substrate availability.

Another important factor is the differences in vegetation dyna-
mics. These dynamics are mainly driven by the temperature differences 
between the two scenarios and lead to a higher root density and more 
extensive graminoid cover in the dry scenario (Supplementary Fig. 4).  
There are two major pathways by which CH4 is transported from the 
deeper anoxic soil layers towards the surface, with the ratio of CH4 
emitted and CH4 produced being highly dependent on the transport 
process. One of these mechanisms is the diffusive transport through 
the soil pore spaces. However, even in saturated soils, most of the CH4 
that diffuses upwards is oxidized by aerobic methanotrophic bacteria in 
near-surface layers. Thus, the largest CH4 fluxes at the soil–atmosphere 
interface do not result from vertical diffusion, but from plant-mediated 
transport, the second major transport mechanism. Here CH4 diffuses 
from the CH4-enriched soil pore space into the roots and is transported 
through the aerenchyma to the atmosphere. Herbaceous plants are 
particularly effective at this, and a higher graminoid fraction increases 
plant-mediated transport. In combination, the higher root density and 
graminoid fraction in the dry simulations lead to CH4 fluxes similar 
to those in the wet simulations, despite lower CH4 production rates.

2.2

a
2.2

2.0

1.8

1.6

1.4

0

–5

–10

2.0

1.8

1.6

1.4

Wet
Dry

CMIP6 IQR

0

–5

–10

2010 2020 2030 2040 2050 2060 2070 2080 2090

Time (yr)

Pr
ec

ip
ita

tio
n 

(+
60

° 
N

)
(m

m
 d

–1
)

2 
m

 te
m

pe
ra

tu
re

 (+
60

° 
N

)
(°

C
)

CMIP ±σ
b

c

Fig. 2 | Effects of soil hydrological conditions on the simulated state of 
the atmosphere in permafrost regions. a, Simulated twenty-first-century 
precipitation rates for the wet (blue line) and the dry (yellow line) set-up. Shown 
are the average rates over the Arctic permafrost region (shown in brown in 
c). The thin lines show annual averages, while the thick lines show the 10 year 

running mean. The shaded area indicates the interquartile range (IQR) of the 
CMIP6 model ensemble and the dotted area indicates the range of the ensemble 
mean ± 1σ; these are two commonly used measures for the ensemble spread43. 
b, The same as in a, but for the 2 m temperature. c, Permafrost-affected regions 
north of 60° N.
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This leaves the question of what is sustaining the increased sub-
strate availability in the dry trajectory. The increased incoming solar 
radiation raises the temperatures in the soil, which exposes more of the 
formerly frozen soil organic matter to conditions under which it can 
be decomposed (Fig. 4c). More importantly, the higher near-surface 
temperatures also prolong the growing season (Fig. 4d). Here the 
increase in growing degree days in the dry scenario is so pronounced 
that it predominates over the effects due to increased water stress 
resulting from the permafrost-thaw-induced drying of the soil (Fig. 4e). 
As a result, the net primary productivity in the dry simulations almost 
triples during the twenty-first century, while the respective effect in 
the colder wet scenario is substantially weaker (Fig. 4f). Thus, we find 
that it is the warmer climate resulting from the drier conditions that 
leads to a greener (more productive) Arctic, rather than higher (plant) 
water availability under wetter conditions, as previously assumed48. 
The higher productivity and larger carbon inputs into the soil in the dry 
scenario offset the higher respiration rates, which leads to a similar net 
ecosystem exchange in the two scenarios (Fig. 4g), indicating that the 
similar CH4 emissions in the two trajectories are not merely a transient 
phenomenon resulting from a deeper active layer in the warmer dry 
simulations (Supplementary Fig. 5). To confirm this, we extended the 
simulations for another 100 years, stabilizing the climate conditions at 
the end of the twenty-first century. Under these non-transient atmos-
pheric conditions, the net ecosystem exchange in the two trajectories 

converges to a similar equilibrium (Fig. 4h), while the soil CH4 emissions 
in the dry simulations are even slightly higher than the ones in the wet 
simulations (Fig. 4i).

The above results should be regarded as a qualitative approxima-
tion of the future CH4 emissions rather than an attempt at an exact 
quantification. The latter cannot be obtained with the present experi-
mental set-up due to the limitations that JSBACH shares with other 
coarse-resolution LSMs. Nonetheless, when using observation-based 
temperature–emission relationships (Fig. 5a) to estimate the future 
wetland CH4 fluxes for the two climate trajectories, these agree well 
with our findings. For the near-surface temperatures that result from 
a climate stabilization under end-of-the-century greenhouse gas con-
centrations, the estimated CH4 emissions from a given wetland area are 
roughly twice as large for the warmer dry scenario (Fig. 5b). Thus, even 
if half the Arctic wetlands were to disappear, the respective CH4 fluxes 
could be similar to those of a wet scenario with a stable wetland extent 
but lower temperatures. Furthermore, while JSBACH accounts for the 
effects of inundated areas on the state of the soil and the land–atmos-
phere interactions, it does not explicitly represent the thermodynam-
ics and biochemistry of (shallow) water bodies. Instead, we used the 
recently developed Methane Emissions from Ponds (MeEP) model49 
to estimate the emissions from polygonal tundra ponds with a high 
pond density. As soils below bodies of water are always waterlogged, 
the CH4 emissions for a given pond area are largely determined by 
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the amount of organic matter available for decomposition, with the 
model projecting a higher plant productivity and substrate availability 
in the dry scenario than in the wet scenario. Thus, the emissions from 
a given surface area are substantially higher in the dry scenario (with 
slightly different ratios for overgrown and open water surfaces; Fig. 
5c), indicating that, even for a pronounced loss in their spatial extent, 
the emissions from polygonal tundra ponds may be similar to those 
under wet future conditions.

Discussion and conclusions
Our findings indicate that the magnitude of future Arctic CH4 emis-
sions may be less dependent on the hydrological state of the soils 
than previously thought, which can be interpreted in a positive or 
a negative way: a positive conclusion is that our results support the  
view that the warming-induced thawing of the Arctic permafrost will 
most likely not result in a vast increase in terrestrial CH4 emissions12,37. 

Our simulations rather indicate that, even if the high latitudes main-
tain wet conditions in a high warming scenario, the associated cool-
ing effects could limit the increase in the terrestrial CH4 emissions. A 
negative interpretation of our results would, however, be that even a 
pronounced permafrost-thaw-induced drying of the landscape and the 
resulting decline in the spatial wetland extent may not prevent terres-
trial CH4 emissions from rising in a warmer future. Thus, while a drastic 
rise in CH4 emissions seems unlikely, a pronounced increase appears 
inevitable: either wet and cold conditions lead to a comparatively inert 
carbon cycle characterized by long turnover times, in which, however, 
a large fraction of the emitted carbon is being released from the soils 
as CH4, or drier and warmer future conditions result in a more active 
carbon cycle and short turnover times, but with only a small fraction 
of the soil carbon being emitted as CH4.

While we find that the CH4 fluxes in the high latitudes may be simi-
lar for a wet and a dry future Arctic, this is not necessarily the case for 
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Fig. 4 | Drivers of future CH4 fluxes in the northern permafrost regions. 
a, Simulated (aerobic and anaerobic) soil respiration rates in the northern 
permafrost region. The blue lines show the mean of the ensemble of wet JSBACH 
simulations, with the thick line indicating the 10 year running mean. The shaded 
area shows the spread between the ensemble minimum and maximum. The dry 
ensemble is shown in yellow. b–g, The same as in a, but for the CH4 produced in 

the soil (b), near-surface permafrost volume (c), growing degree days (d), water 
stress (e), net primary productivity (f) and net ecosystem exchange (positive 
into the atmosphere) (g). h,i, The net ecosystem exchange (h) and soil CH4 
emissions (i) are shown for a 100 year period under non-transient atmospheric 
conditions, corresponding to a climate stabilization under the greenhouse gas 
concentrations at the end of the twenty-first century.

http://www.nature.com/natureclimatechange


Nature Climate Change

Article https://doi.org/10.1038/s41558-023-01715-3

the natural CH4 emission outside of the northern permafrost regions. 
The global (wetland) CH4 budget is dominated by the CH4 fluxes from 
tropical wetlands, which our simulations show to be affected by the 
land–atmosphere interactions in the northern permafrost regions. 
This is mainly because the rate of warming of the Arctic relative to 
that at the Equator determines the latitudinal temperature gradient. 
This gradient, in turn, affects a number of important features of the 
global climate system, most notably, the location and oscillation of 
the intertropical convergence zone and the West African monsoon. 
Here a drier, warmer Arctic could lead to a weaker temperature gradi-
ent and more precipitation in the tropics (Fig. 6a). Increased tropical 

precipitation leads to a larger wetland extent, with our findings sug-
gesting that the resulting impact on tropical CH4 emissions could be 
several times larger than the effect on the CH4 fluxes in the Arctic and 
sub-Arctic zone (Fig. 6b,c). Thus, the hydroclimatic trajectory of the 
permafrost region indeed appears to play an important role in shaping 
future CH4 emissions, but the most important effects may manifest 
outside of the high latitudes.

Finally, we acknowledge that JSBACH, as with most LSMs, has a 
number of important limitations. Our model captures the funda mental 
physical and biophysical processes in the high latitudes, but does 
not account for the small-scale hydrological and geomorphological 
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minimum and maximum CH4 values derived for the temperature dependencies 
from (1) to (3). c, Simulated pond CH4 emissions, for example, polygonal tundra 
sites in the Lena River Delta (Siberia, Russia), on Bylot Island (Nunavut, Canada) 
and Barrow Peninsula (Alaska, USA), with the shaded area showing the range 
between the minimum and maximum emissions at the sites and lines showing the 
respective mean. The simulations use the newly developed MeEP model49 and the 
simulated temperatures of the wet and dry scenarios for a climate stabilization 
under greenhouse gas concentrations corresponding to 2100 (SSP5-8.5).
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Fig. 6 | Global CH4 emissions. a, Difference in annual mean precipitation 
between the wet and dry trajectories for a climate stabilization under greenhouse 
gas concentrations corresponding to 2100 (SSP5-8.5). The diagonal lines cover 
areas of non-significant differences (P > 0.05) and oceans. b, The same as in a, but 

for annual mean CH4 emissions. c, CH4 budgets for permafrost regions north of 
45° N, the latitudes between 45° N and 45° S, South America, Africa and Southeast 
Asia. Note that the emissions in non-permafrost regions were estimated using a 
different model version, the detailed description of which is given in ref. 59.
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mechanisms, such as thermokarst features, that play a key role in the 
dynamics of permafrost-affected landscapes and often determine the 
interactions between biogeophysical and biogeochemical factors. 
Most importantly, the model captures the carbon release resulting 
from gradual changes in seasonally thawed soils, but neglects nonlinear 
and abrupt change processes that are often spatially and temporally 
very confined but hold the potential to modulate the carbon emissions 
of entire regions34,50–54. Furthermore, while peatlands make up the 
largest part of the high-latitude wetlands55, JSBACH does not represent 
processes specific to bogs and fens and, most importantly, cannot 
capture the particularly large drainage resistance of these wetland 
types. Given their high relevance for soil CH4 emissions, the lack of 
representation of the above processes in our model has most certainly 
had an effect on our results.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author con-
tributions and competing interests; and statements of data and code 
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Methods
MPI-ESM and JSBACH
The simulations for this study were performed using either the 
MPI-ESM1.2 (ref. 44) in coupled mode or its land surface component 
JSBACH3 in standalone mode. In particular, the parametrizations of 
the high-latitude carbon cycle in JSBACH involve large uncertainties, 
making it difficult to draw robust conclusions from the comparison 
of single simulations. At the same time, the computational demand 
of the fully coupled ESM is about 20 times that of the LSM. Thus, to 
obtain a number of realizations of the biophysical dynamics under a 
given (hydro)climate trajectory with a reasonable use of resources, we 
followed a two-step approach that combines coupled MPI-ESM and 
JSBACH standalone simulations.

In the first step, we performed two coupled simulations which 
cover the historical period and twenty-first-century warming accord-
ing to SSP5-8.5. These simulations use different parametrizations 
of the soil hydrology in the northern permafrost regions, capturing 
the effects that the ensuing land–atmosphere feedbacks have on the 
near-surface climate. The coupled simulations are not used to analyse 
the high-latitude CH4 emissions directly but, in the second step, we used 
the atmospheric conditions of each of the simulations to force a set of 
standalone simulations. In these JSBACH-only simulations, we varied 
key biophysical parametrizations and initial conditions to account for 
some of the main uncertainties in the projected greenhouse gas emis-
sions from permafrost-affected soils. With respect to the physics, these 
standalone simulations are largely consistent with the coupled simula-
tion that provided the forcing, even though there are some deviations 
whenever the variations in the biophysical assumptions have a strong 
effect on the simulated vegetation dynamics. However, compared with 
the impacts that the diverging soil hydrological parametrizations have 
on the near-surface climate, these constitute second-order effects.

The standard version of JSBACH includes a number of parametri-
zations that are not well suited for the specific conditions that are 
characteristic of the Arctic and sub-Arctic region. Most importantly, 
it does not account for the freezing of water at subzero temperatures 
and, consequently, neglects the effects of soil ice on percolation and 
drainage. Thus, the coupled simulations use an adapted JSBACH version 
that is based on the soil physics developed by refs. 60,61 and includes 
the phase change of water within the soil, the effect of water on the 
soil thermal properties, an organic topsoil layer and a five-layer snow 
scheme. With respect to the soil hydrology, there are important dif-
ferences between the implementation by refs. 60,61 and the present 
model version. Most importantly, the present investigation required 
a set-up that is more flexible with respect to the representation of 
infiltration, evapotranspiration, percolation and drainage, allowing 
the simulation of varying degrees of ‘wetness’ of the northern per-
mafrost regions. Furthermore, neither the standard version nor the 
model version by refs. 60,61 represents the effects of wetlands on 
the land–atmosphere interactions. As these constitute an important 
element of the high-latitude hydrological cycle, we implemented a 
scheme that accounts for ponding water at the surface and repre-
sents the possible formation, expansion and drainage of surface water  
bodies: the wetland-extent dynamics scheme (WEED). The details of 
these modifications are described in ref. 43, including a comparison 
with observations, and in the following we merely give a brief overview 
of the assumptions that lead to the different hydrological conditions 
in permafrost-affected areas (see below).

The above modifications improve the representation of the 
physical processes in permafrost regions, but the standard model 
also has shortcomings with respect to the high-latitude carbon cycle. 
These shortcomings do not affect the simulated climate (when the 
model is run with prescribed atmospheric greenhouse gas concen-
trations) but result in implausible greenhouse gas emissions from 
permafrost-affected soils. Consequently, the standalone simulations 
use a different model version in which the representation of soil organic 

matter has been adapted to better capture the specific conditions and 
processes in the Arctic and sub-Arctic region. In JSBACH, the soil carbon 
dynamics are simulated by the Yasso model, which determines the 
decomposition rates based on the surface temperature and precipita-
tion rates62,63. This approach is problematic for permafrost-affected 
regions, where large amounts of soil organic matter are located at 
depths of several metres. The conditions at these depths are (partly) 
decoupled from the daily and seasonal cycles at the surface, and the 
respective decomposition rates cannot be approximated using the 
moisture fluxes and temperatures at the land–atmosphere interface. 
For the model version used in this study, we implemented a verti-
cal discretization of the belowground carbon pools, allowing us to 
determine the decomposition rates using the depth-dependent soil 
temperature and liquid soil water content. Furthermore, the standard 
JSBACH model does not distinguish between decomposition under oxic 
and anoxic conditions, and the CH4 release from water-saturated soils 
is not taken into consideration. Here we implemented the CH4 module 
proposed by ref. 59, which determines CO2 and CH4 production in the 
soil; the transport of CO2, CH4 and O2 through the three pathways of 
diffusion, ebullition and plant aerenchyma; and the oxidation of CH4 
in oxygen-rich layers of the soil.

Besides the wetland area determined by the WEED scheme, the CH4 
model uses a TOPMODEL-based approach to estimate an additional 
grid-cell fraction with saturated soils64. The implementation of this 
second wetland component was required because the WEED scheme 
merely captures the wetland formation due to depression storage, 
while in reality many wetlands—in particular, peatlands—are sustained 
by low drainage rates. The approach makes use of the compound topo-
graphic index whose distribution determines a waterlogged grid-cell 
fraction depending on the mean water table depth. Here the likelihood 
of waterlogging of a given area within a grid cell is determined by the 
size of the respective catchment area and the local slope. A key assump-
tion of the approach is that a change in the mean water table does not 
induce a similar shift in the wetland water table but narrows or widens 
the wetland water table distribution. In the case of a drop in the mean 
water table, the CH4-producing areas that previously had a low water 
table turn into non-wetlands, a fraction of the previously waterlogged 
areas now have a lower water table and some areas retain a high water 
table. Thus, while the overall wetland area is shrinking or expanding, the 
ratio of wetlands with a high versus a low water table is not drastically 
altered and the average wetland water table remains comparatively 
stable. It should be noted that the compound topographic index, as 
used in our implementation of the TOPMODEL approach, does not 
take the soil properties into account, which may be problematic with 
respect to peatlands, where the drainage resistance may not depend on 
the slope but rather on the low hydraulic conductivity of humified peat. 
Despite this shortcoming, the simulated wetland area in the northern 
high latitudes slightly exceeds observation-based values (probably 
because the observation-based values do not account for wetlands 
without standing water at the surface and those under forest canopy)59. 
Furthermore, it should be noted that the wetlands determined by the 
assumed subgrid-scale distribution of the water table have no effect on 
the physical processes in the model and merely provide an additional 
grid-cell fraction in which the decomposition of soil organic matter 
produces CH4. A detailed description of this model version is given in 
ref. 13, and Supplementary Methods contain a detailed description of 
how the model is being used in the context of this investigation.

Observation-based CH4-emission–temperature dependencies
Besides performing the above-described set of simulations based on 
variations in the biophysical parameterizations of the model, we fol-
lowed an additional approach to counter some of the uncertainties in 
the projected CH4 fluxes. Here we deduced observation-based tempera-
ture–CH4-emission relationships and used them to estimate wetland 
CH4 emissions for the near-surface temperatures simulated for the wet 
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and the dry scenarios, respectively. Rather than explicitly representing 
a specific process or a sequence of soil processes leading to CH4 emis-
sions (for example, CH4 production, transport and oxidation), these 
temperature-dependence formulations aim at capturing the net effect 
of (soil) temperature on CH4 emissions while also taking into account 
potential temperature dependencies of plant communities or even 
wetland types. This high level of abstraction required a broad database 
encompassing a range of climate and soil conditions across different 
ecosystem and wetland types. Furthermore, the temperature-driven 
CH4 flux model needed to allow for flux projections under future Arc-
tic conditions, which means that present-day observations of Arctic 
wetland CH4 fluxes do not provide a sufficient data basis to derive the 
required temperature–CH4-emission relationships. Here we used a 
space-for-time substitution, assuming that future conditions in Arctic 
wetlands can be approximated by present-day wetland conditions in 
warmer regions. In our experiments, the terrestrial Arctic warms by 
around 7 °C to 9 °C during the twenty-first century. Thus, with a lati-
tudinal temperature gradient of roughly 0.7 °C per degree latitude65, 
the future conditions in the region north of 60° N could resemble the 
present-day conditions in regions as far to the south as 45° N.

To have sufficient data to make a robust space-for-time sub-
stitution and account for the potential temperature dependencies 
of wetland type and ecosystem composition, we combined the site 
measurements of three datasets. We used the FLUXNET-CH4 global, 
multi-ecosystem dataset56 (FLUXNET), comprising half-hourly CH4 
fluxes and meteorological variables from 78 sites. Besides limiting 
the analyses to sites north of 45° N, we selected data only from sites 
classified as natural wetland ecosystems (bogs, fens and wet tundra), 
while sites classified as agricultural and upland were omitted, leaving 
24 sites to be used in the analyses. Furthermore, we included the data 
compiled by Yvon-Durocher et al.58 (YVON) into the analysis, which is a 
database of CH4 emissions and temperatures measured seasonally for 
127 field sites that span the globe and encompass wetlands, rice paddies 
and aquatic ecosystems. Again, we used only those sites located north 
of 45° N, excluding rice paddies and aquatic systems. As the measure-
ments at most sites were obtained using the eddy covariance technique, 
we additionally excluded those time series in which the CH4 fluxes 
stem from modelled diffusion and chamber measurements, leaving 
us with six additional sites. Finally, we used the dataset compiled by 
Chen et al.57 (CHEN) comprising seasonal CH4 emissions from a wide 
range of wetland ecosystem types and hydrological regimes. From the 
204 field sites encompassed in the dataset, we used only those that are 
located north of 45° N, excluding drained sites, rice paddies and sites 
where chamber flux measurements were conducted, leaving data 
from 40 sites for analysis. In total, we analysed the data from 70 sites, 
30 of which provided eddy covariance time series and 40 provided 
chamber time series.

Following ref. 66, we determined the temperature dependence of 
CH4 emissions using a nonlinear least squares approach to fit the below 
function to the measurements:

FCH4 = ab((T−Tref)/10), (1)

where FCH4 is the measured CH4 flux (mg m−2 d−1), Tref is the reference 
temperature (°C), which was taken as the average temperature of a 
given data sample, T is the temperature (°C) corresponding to the 
measured CH4 flux, and a and b are the parameters determined by  
the fitting process. It should be noted that our approach deviates from 
the original formulation by ref. 66 in that we omit effects of near-surface 
turbulence characteristics on CH4 transport.

In a first step, we derived the temperature dependencies for each 
of the three datasets individually by fitting the above function to all 
temperature and CH4 flux observations contained in a given dataset. 
However, a representative fit for the combination of all observations 
across the three datasets was not obtainable in this manner due to the 

stark difference in the number of flux records associated with the dif-
ferent observational datasets. At the FLUXNET sites, eddy covariance 
CH4 fluxes were estimated quasi-continuously (typically at half-hourly 
intervals), with the 24 sites providing almost half a million flux records. 
In contrast, the 40 sites from CHEN are merely represented by 1,484 
data points, while the 6 sites from YVON provide 519 data points. Thus, 
the resulting temperature dependence would have been determined 
almost exclusively by the data from the 24 FLUXNET sites. To over-
come this issue and not bias our estimate of the CH4 flux temperature 
dependence as a result of combining the datasets, we limited the infor-
mation from each site to a maximum of ten flux–temperature pairs. 
As a first step, we sampled ten temperature values, namely the 5th, 
15th, 25th, 35th, 45th, 55th, 65th, 75th, 85th and 95th percentiles of the 
dataset-specific distribution of temperature observations. Due to the 
measured CH4 fluxes associated with these temperature bins showing 
large variability, we did not use the measured fluxes directly. Instead, 
we used the temperature models derived for the three individual flux 
datasets in step 1 to calculate synthetic CH4 emissions correspond-
ing to the ten temperature percentiles for each of the sites of a given 
dataset. For sites that contributed less than ten data points, all data 
were considered. This sampling approach preserves the characteristic 
CH4-temperature dependence of each dataset and its general tempera-
ture distribution, while not introducing a bias in favour of sites with 
long, high-frequency time series. The final temperature dependence 
for a combination of the flux datasets was thus fitted based on 629 
data points, with 240 synthetic data points from 24 FLUXNET sites, 
299 data points from 40 sites from CHEN, and 54 data points from 6 
sites included in YVON—with an almost equal number of data points 
for eddy covariance and for chamber measurements.

Estimating future CH4 emissions on the pan-Arctic scale using 
the above temperature dependence further required a representative 
annual temperature cycle with a subdaily resolution for the dry and 
the wet scenarios. For each day of the year, we averaged the simulated 
minimum and maximum temperatures resulting from a climate sta-
bilization under end-of-the-century greenhouse gas concentrations 
across the continental Arctic and over a period of 30 years. A synthetic 
daily cycle was then introduced by connecting the daily temperature 
minima and maxima using a cosine function. Most of the temperature 
measurements (at least those for which information on the measure-
ment depths was available) stem from the uppermost 20 cm of the soil, 
with an average measurement depth of about 10 cm. Thus, to match the 
depth that best corresponds to the observational basis of the derived 
temperature–CH4-emission relationships, we used the temperatures 
simulated for a depth of 10 cm, for which we interpolated the tempera-
tures of the first (mid-layer depth of 3.25 cm) and the second (mid-layer 
depth of 15.00 cm) model level using an inverse distance weighting.

MeEP model
Finally, JSBACH accounts for the effects of inundated areas on the 
surface albedo, vegetation cover, hydrological state of the soil and 
the land–atmosphere interactions by including a water reservoir on 
top of the land surface. However, the model does not account for the 
heat potentially stored in these reservoirs and, in snow-free conditions, 
the surface energy balance is closed at the top of the soil column. More 
importantly, JSBACH does not explicitly represent the thermodynam-
ics and biochemistry of water bodies, and the simulated CH4 emissions 
represent those of fully saturated soils rather than those of (shallow) 
lakes and ponds. To be able to provide an estimate for pond emissions 
for the climate conditions simulated for the wet and the dry scenarios, 
we used the recently developed MeEP model49. MeEP simulates pond 
CH4 emissions through the three dominant pathways of CH4 from ponds 
(diffusion, ebullition and plant-mediated transport). MeEP consists 
of a module for the pond physics based on the FLake model67, and a 
soil-heat module for the heat exchange between pond and tundra. 
The soil-heat module is a simplified version of the permafrost model 
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CryoGrid68–70. In addition, MeEP features a basic hydrological module 
to estimate water table fluctuations and a module for the CH4 dynamics 
during the ice-covered and open-water season.

For this study, the model was set up for three sites: Lena River 
Delta (Siberia, Russia), Bylot Island (Nunavut, Canada) and Barrow  
Peninsula (Alaska, USA). These three sites all feature polygonal  
tundra, the landscape type for which MeEP was developed. We set 
the model up using the water-body distribution provided in the PerL 
database71. The model was forced with the JSBACH output from the 
wet and dry simulations (corresponding to a climate stabilization 
under end-of-the-twenty-first-century greenhouse gas concentra-
tions) linearly interpolated to hourly time steps. The model provides 
hourly pond CH4 fluxes from the open water and from the overgrown 
parts of the ponds. We computed the average annual cycle from the 50 
years of model output for each of the three sites in a daily resolution. 
We then determined the maximum, minimum and average pond CH4 
flux from the three sites separately for the overgrown and open-water 
pond fraction.

Data availability
The primary data are subject to the terms of the Creative Commons  
Attribution 4.0 International (CC BY 4.0) licence and available via  
the German Climate Computing Center long-term archive for  
documentation data (https://www.wdc-climate.de/ui/entry?acronym= 
DKRZ_LTA_1219_ds00001).

Code availability
The model and scripts used in the analysis and other Supplementary 
Information that may be useful in reproducing the authors’ work are 
archived by the MPI for Meteorology and can be obtained by contacting 
publications@mpimet.mpg.de. The code is subject to the licence terms 
of the MPI-ESM licence v.2 and will be made available to individuals and 
institutions for the purpose of research.
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