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ABSTRACT
Design evaluation is an important step during software develop-
ment to ensure users’ requirements are met. Crowd feedback rep-
resents an effective approach to tackling scalability issues of tra-
ditional design evaluation methods. Crowd-feedback systems are
usually developed for a fixed use case and designers lack knowledge
on how to build individual crowd-feedback systems by themselves.
Consequently, they are rarely applied in practice. To address this
challenge, we propose the design of a configuration system to sup-
port designers in creating individual crowd-feedback requests. By
conducting expert interviews (N=14) and an exploratory literature
review, we derive four design rationales for such configuration sys-
tems and propose a prototypical configuration system instantiation.
We evaluate this instantiation in exploratory focus groups (N=10).
The results show that feedback requesters appreciate guidance.
However, there seems to be a trade-off between complexity and
flexibility. With our research, we contribute with a generalizable
concept to support feedback requesters to create individualized
crowd-feedback requests to support scalable design evaluation for
everyone.

CCS CONCEPTS
• Human-centered computing → HCI design and evaluation
methods.
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1 INTRODUCTION
Continuous user involvement throughout the software develop-
ment process is crucial for the success of software projects. One
key activity in the user-centered design process is the continuous
evaluation of software to ensure the fulfillment of functional and
non-functional requirements. The drawbacks of the user-centered
evaluation of software are high costs and scalability issues [24].
A solution for these challenges is crowd-feedback systems. These
systems leverage crowdsourcing to collect large amounts of struc-
tured design feedback [27]. The focus of crowd-feedback systems
is to collect explicit feedback on the perception of graphic designs
(e.g., posters) [29], interactive prototypes [21], websites [22] or
other types of software (e.g., chatbots) [4]. Research has shown
that crowd-feedback systems can not only enable scalability and
reduce costs as well as effort for feedback requesters [5, 21, 31]
but can also produce reliable feedback that helps to improve the
resulting designs [32]. However, crowd-feedback systems do not re-
ceive much adoption in practice. There are several potential causes
for this. Crowd-feedback systems are usually fixed to specific use
cases and provide limited flexibility for feedback requesters to adapt
the system to their needs [11]. Especially designers with no devel-
opment skills or limited methodological knowledge might have
challenges applying crowd-feedback systems in practice. When
creating crowd-feedback requests, many decisions need to be taken.
Feedback requesters must not only decide which crowd to ask for
feedback and how to incentivize it, but also what type of feedback
is required (qualitative vs. quantitative), on which aspects the feed-
back is required (functional attributes vs. non-functional attributes
vs. content), and how feedback providers shall be able to share their
feedback (e.g., voice recording, collaboration, or markers) [11]. This
determines what features of the crowd-feedback system need to be
leveraged and in which way they should be combined. These chal-
lenges represent a large obstacle to the adoption of crowd-feedback
systems and hinder the sufficient use of such systems. The research
field of end-user development already extensively explored the
need for tailoring software systems to individual requirements by
domain experts without programming skills. The goal is there to
make systems not only easy to use but also easy to develop [15].
Existing research also proposed design knowledge for configura-
tion systems, however, mainly with a focus on the manufacturing
or production domains [2]. Research on configuration systems to
create individualized software is rather scarce. Thus, there is a need
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to investigate the specific context of designing configuration sys-
tems to enable feedback requesters to derive successful software
evaluation strategies. Consequently, we articulate the following
research question (RQ): How to design a configuration system to
support designers in creating effective customized crowd-feedback
requests?

To answer this RQ, we started by conducting 14 qualitative inter-
views with design experts to understand current issues regarding
software evaluation. These interviews provided us with initial in-
sights that we confirmed and extended with a literature review.
Based on this, we developed four design rationales that our so-
lution shall meet. We then instantiated them in a configuration
system for crowd-feedback requests for customized software evalu-
ation. Finally, we evaluated this artifact via an exploratory focus
group workshop. With our work, we contribute to research by

• first, providing an understanding of designers’ challenges of
software evaluation

• second, proposing and evaluating four design rationales for
the design of a configuration system for crowd-feedback
requests, and

• third, developing a configuration system for an existing
crowd-feedback system based on the proposed design ra-
tionales.

Individual design feedback requests will make crowd feedback appli-
cable to a more diverse set of use cases and increase the integration
of software evaluation in software development processes.

2 CONCEPTUAL FOUNDATIONS AND
RELATEDWORK

In this section, we provide conceptual foundations on design feed-
back in general and crowd-feedback systems in particular. Further,
we provide an overview of related work on configuration systems.

2.1 Design Evaluation & Feedback
The evaluation of designs is the fourth step in the user-centered
design (UCD) process [14]. The goal of the evaluation phase is to
iteratively refine the design until the users’ needs are met [3]. Tradi-
tional evaluation methods that build upon explicit user involvement
include but are not limited to usability tests, interviews, and focus
groups [3]. These methods are often fraught with scalability issues
[24]. This general problem illustrates why continuous evaluation of
designs with user involvement is often a major challenge in UCD
[3]. In addition, designers often lack the required methodological
knowledge to properly involve users in the evaluation process [18]
and do not have access to a diverse set of (potential) users [17].
Running software is usually evaluated via feedback pop-ups or in
dedicated feedback forums [1]. However, these approaches usually
generate little feedback with low quality due to a lack of focus and
structure [1]. Consequently, in practice, only a small percentage of
development projects engage with users in every stage of the UCD
approach [18]. To overcome some of these issues, crowd feedback
has emerged as a new approach to collecting design feedback in a
more scalable way. Crowd feedback originates in the graphic design
domain as an alternative to peer feedback [32]. Dedicated crowd-
feedback systems offer feedback providers structure that increases
the feedback quality [16]. Another benefit of crowd feedback is that

designers do not necessarily need access to real users anymore but
can also use an anonymous crowd as it can be found on platforms
like Amazon Mechanical Turk (MTurk). Still, crowd feedback can
also be collected from stakeholders or potential users [6, 22]. In the
next section, we present what dedicated crowd-feedback systems
look like and what new challenges these systems bear.

2.2 Crowd-Feedback Systems
Crowd-feedback systems present an approach to solving the scala-
bility issues related to user involvement in software development.
These systems collect large amounts of structured feedback by en-
gaging a group of humans, which can be but not must be real or
potential users [11]. In research, various studies on crowd-feedback
systems exist. A big advantage compared to simple surveys as
they can be created with tools like LimeSurvey or Google Forms
is that crowd-feedback systems usually enable the feedback collec-
tion while the feedback provider is actually using the system (e.g.,
[9, 30]. Crowd-feedback systems can also apply dedicated features
that are not available in online survey tools like markers to pin com-
ments to a specific element [10]. According to Haug and Maedche
[11], the core element of crowd-feedback systems are their design
characteristics and the selected crowd configuration. The crowd
configuration describes what type of crowd is asked for feedback
(anonymous, users, students, and convenience) and how this crowd
is incentivized (money, involvement and improvement, credits, so-
cial compensation, and gamification). The design characteristics are
split into feedback collection mechanisms and interactivity cues.
While feedback collection mechanisms (questionnaire, free text
field, categories, selection, and direct manipulation) conceptualize
all features to collect feedback, the interactivity cues (collabora-
tion, markers, context, and recording) describe additional features
that help feedback providers to improve their feedback quality or
enrich their feedback [11]. While researchers have demonstrated
that crowdsourcing high-quality feedback is feasible with dedicated
crowd-feedback systems, there are still discussions about defini-
tions and measures for design feedback quality [9]. Also, feedback
might be less honest when people are paid for providing feedback
[9].

Most of the existing crowd-feedback systems have focused on
evaluating static designs like posters. For example, Voyant is a pop-
ular example of a crowd-feedback systemwith the goal of collecting
feedback on graphic designs [29, 30]. It captures the crowds’ first
impressions and how well specific goals and design guidelines are
met. There also exist a few systems that evaluate interactive designs
like chatbots, mock-ups, or running websites. Many of the studies
focused on achieving a high feedback quality or optimizing the
resulting designs. Thereby, the applicability of these systems in
practice was often neglected [10]. Consequently, all existing crowd-
feedback systems in research are fixed to a specific use case or to
the evaluation of a specific software system [11]. One system that
allows the evaluation of interactive designs and combines multiple
design characteristics of crowd-feedback systems to understand
how they are perceived by users is Feeasy [10]. Feeasy collects
feedback via a free text field, categories, and star ratings that are at-
tached to the categories. Additionally, it contains markers, context,
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and recording, in the form of a speech-to-text feature as interactiv-
ity cues. Haug et al. [10] used Feeasy to understand the effect of the
design characteristics of crowd-feedback systems on the resulting
feedback quality and quantity. Their results can serve as a basis
to better support designers in creating individual crowd-feedback
requests and tailoring the design to the respective requirements
and context. For an extensive overview of existing crowd-feedback
systems, we recommend the literature review of Haug and Maedche
[11].

2.3 End-User Development and Configuration
Systems

End-user development (EUD) shall empower software users without
a background in programming to develop or modify their own
software systems [15]. This allows for more flexible and tailored
use of these applications. Research in the field of EUD proposes
methods, techniques, and tools for creating, modifying, or extending
software artifacts [15]. As in our case, the designers who shall
configure the crowd-feedback systems are not the actual end-users
of the crowd-feedback system, we will consider EUD only as a side
topic in the design of our configuration system.

Regarding configuration systems, there mainly exist two types:
needs-based and parameter-based [23]. Needs-based configuration
systems ask users to specify the relative importance of their needs
regarding the resulting product. An algorithm then combines the
design parameters so that the user’s needs are matched as closely as
possible. Parameter-based configuration systems on the other hand
allow users to directly specify the design parameters for the re-
sulting product. Therefore, these systems are usually more flexible
but also require more expertise from users [23]. Research on con-
figuration systems for adapting software to users’ needs is rather
scarce. Feine, Morana, and Maedche [8] designed a chatbot social
cue configuration system. This system supports chatbot engineers
in accessing descriptive knowledge tomakemore justified social cue
design decisions by transforming the descriptive knowledge into
prescriptive knowledge.While this configuration system is applying
a needs-based approach by providing recommendations based on
the target user, task, and context, we will aim for a parameter-based
approach. This is because the descriptive knowledge of design fea-
tures of crowd-feedback systems and their effects is rather limited
and therefore no justified design decision can be automatically de-
rived purely based on users’ needs. Parameter-based configuration
systems are characterized by many decisions that users must make.
So, on a more abstract level, the design of crowd-feedback requests
can be seen as a series of consecutive decision tasks in which the
feedback requester is the advice taker, and the configuration system
serves as the advice giver. In this analogy, selecting a feature or a
type of crowd can be seen as a single decision task.

3 DESIGNING A CONFIGURATION SYSTEM
FOR FEEDBACK REQUEST CREATION

To design a configuration system that can effectively support design-
ers in creating individual crowd-feedback requests, we combined
insights from expert interviews with an exploratory literature re-
view. In the first step, we focused on collecting the fundamental
requirements of designers and product owners and understanding

how current solutions need to be improved to meet these require-
ments to develop design rationales for our system design. In the
next step, we developed a software prototype based on these design
rationales.

3.1 Interview Study and Literature Review
We interviewed fourteen design experts to understand what is-
sues they experience when evaluating prototypes or software and
what the related processes look like. The design experts (64.29%
female) included UX designers, UX managers, UX researchers, and
product owners. The interviewees were on average 36.29 years
old (SD = 9.96 years), mainly worked in large companies, and had
on average 10.71 years (SD = 8.03 years) of work experience. The
interviews took on average 24.51 min (SD = 4.92 min). The inter-
views were conducted in German, then transcribed, translated, and
coded following an empirical-to-conceptual approach, mainly fo-
cusing on designers’ issues related to design evaluation. To verify
our results and to get a broader picture of designers’ challenges
when evaluating designs and potential solutions, we conducted an
exploratory literature review on existing crowd-feedback systems
and the related feedback processes. We used publications from a
literature review on the state-of-the-art of crowd-feedback systems
by Haug and Maedche [11] as a starting point and extended our
search based on their papers. To identify and structure the issues,
we coded all 21 papers that we found relevant following an itera-
tive empirical-to-conceptual approach [20]. This also helped us to
assess the importance of identified issues based on their number of
occurrences in different papers. In the following, we bring together
the insights from the interviews and learnings from the literature.

Regarding the implementation of software evaluation practices,
we identified four core problem areas based on our interviews:
budget and time, process and methodology, internal collaboration,
and diversity of participants. Exemplary quotes for these problems
are summarized in Table 1.

When looking at the literature, we learned that many of these
challenges could be solved by applying crowd-feedback systems.
Crowd feedback offers a scalable approach to collecting feedback
from a diverse group of people. Accordingly, we wondered, why
crowd feedback is not applied in practice and took a closer look at
the challenges that potential feedback requesters might face. From
the analysis of existing literature, we learned that the preparation
of crowd-feedback requests is experienced as time-consuming and
effort-intensive [13, 25]. Especially for requesters with little techni-
cal experience and skills, the creation of a crowd-feedback request
is a complex challenge [21]. Requesters with little methodological
knowledge also find it difficult to learn the necessary techniques
and skills to create a feedback request [13, 18].

Decisions on crowd-feedback system features and settings are
complex and hard to make without specific knowledge. For example,
research shows that the choice of the crowdsourcing platform that
is used for the crowd-feedback request affects the received feedback
[31]. Paid task markets are found to provide feedback with more
design suggestions while responses from web forums lead to more
process-oriented feedback [31]. Also, most incentives are linked
to the type of crowd used. For example, the anonymous crowd is
found to be mostly financially incentivized [11]. Also, the features
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Table 1: Results of expert interviews

Problems with design
evaluation in practice Quotes

Budget and time

"Very often, strict evaluation is simply dispensed with because of the costs involved, and people say they’ll go
live and try to fix things with the live feedback." (E.1)
"That is also the biggest pain point of my colleague or of the UX people [...], that in many projects this phase
comes too short. Be it budget or be it time." (E.3)
"Of course, that would be very nice if you still had the time and budget to really involve the user in the entire
process. Well, that’s often simply not possible, also from the client’s point of view." (E.1)

Process and methodology

"That’s actually always the challenge in the enterprise setting, or in the business UX field, that you have the
right people in place at the right time." (E.6)
"This [the evaluation process] is relatively unstructured, it is not like we have a questionnaire or somehow
collect structural user feedback." (E.9)

Internal collaboration

"Because you are somewhere dependent on the product owner, you can’t go out on the street yourself, you have
to coordinate with the product owner somehow and often I have the feeling that this is not so important to
them because they always say that they know what the end user needs." (E.3)

Diversity of participants

"If I do then I might ask 3-4 people and the feedback on the prototypes is then based on the feedback from those
three to four people." (E.11)
"And that’s where I definitely still see a big gap [...] that we still have a lot of only internal feedback and, above
all, only feedback from people who are involved there anyway." (E.9)

of crowd-feedback systems need to be adapted to the goal of the
feedback study and to the perceptions of feedback providers [10].
Supplementary, one must consider that different end-users have
different design needs [16]. For instance, the support for structured
feedback can be reduced as soon as the crowd users gain some ex-
perience [22]. Existing crowd-feedback systems are found to have a
fixed set of design characteristics [11]. Consequently, they are fixed
to one specific evaluation and are not adaptable to other use cases
[16]. The inflexibility of crowd-feedback systems is further illus-
trated by the findings that they are mostly fixed to the evaluation
either during the development or operation phases [11]. Only a few
systems focus on the evaluation of interactive systems [11]. This
means that existing crowd-feedback systems have usually a fixed
set of design characteristics and can hardly be reused for other use
cases.

Based on these insights, our goal was to develop a configuration
system that shall help design experts without knowledge of crowd
feedback to create individual crowd-feedback requests for their
design projects.

3.2 Design Rationales
With respect to the goal of our study, we synthesized the findings of
our initial interviews and literature review to develop four design
rationales (DRs) for our system design:

(1) User Guidance. Users of our system might have varying
methodological knowledge and technical skills. Therefore,
our system needs appropriate functions to guide and sup-
port feedback requesters during the feedback request cre-
ation process so that they can quickly and easily create a

crowd-feedback request. This includes the selection of crowd-
feedback system features, but also the distribution of feed-
back requests.

(2) Effect of Design Characteristics. For designers without any
experience in crowd feedback, it is not possible to compre-
hend the effects of individual design decisions regarding
the feedback request. Our system shall display the poten-
tial effects of feature selections on the resulting feedback so
that feedback requesters can select and combine appropriate
features according to their current requirements.

(3) System Customization. Every design project and therefore
every feedback request is individual. Our system needs func-
tions to customize feedback requests so that feedback re-
questers can collect feedback for different tasks and use
cases.

(4) Crowdworker Perspective. We want crowdworkers to be able
to submit high-quality feedback when they are using the con-
figured crowd-feedback system. Therefore, our configuration
system needs to have functionalities that allow the feedback
requester to consider the crowd’s needs and requirements
during the configuration process.

3.3 System Design
We developed a prototype based on our four design rationales. For
this, we combined a real software artifact with a Figma design
mock-up. This allows us to reduce the development effort before
verifying the design rationales are valid and to quickly iterate the
design. The selection process of design features of the configuration
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is thereby implemented in the software prototype, while the plat-
form which feedback requesters can use to manage their requests is
implemented as a design mock-up in Figma. We aimed to keep our
design of the configuration system very flexible, so that it can be
used for a diverse set of designs including interactive prototypes or
mock-ups, but also static designs like posters. Figure 1 shows our
software artifact and a final feedback request. The colored boxes
indicate how our four design rationales were transferred to design
features. Feedback requesters start in the Projects tab in the con-
figuration system. There, they can manage their feedback projects
and related feedback requests. Additionally, the platform contains
an Apps tab that presents different crowdsourcing platforms and
their characteristics, including the advantages and disadvantages
of each platform, and supports designers in deciding how to dis-
tribute their feedback requests. The third tab in the menu is the
Help Center. There, users can get support for interacting with the
configuration system, as well as learn about descriptive knowledge
for feedback requests in the form of guidelines. For each design
project, users must upload their design in the form of one or mul-
tiple files. These files can be images for static designs or multiple
HTML files for interactive designs. Then, they can create a new
feedback request. The step-by-step configuration of the feedback
request is implemented as a software artifact.

Based on the core features of Feeasy [12] and additional feedback
features according to Haug et al. [11], users are guided through
five configuration steps as displayed in Figure 2. First, feedback
requesters can choose if they want to offer feedback providers a
context in the form of a scenario and add text to each step in the
scenario. This can help feedback providers especially, when feed-
back is collected on an interactive prototype to navigate through
it. Then, they can choose if they want to include a questionnaire
either with answers in the form of scales or with text entries. The
third step allows them to add a free text field and related features,
such as categories with a star rating, markers, and a recording fea-
ture. In the fourth step, users can decide if they want to include
a collaboration feature that enables feedback providers to see the
comments of others and react to them. Finally, feedback requesters
can decide if they want to give users a predefined time after which
they are allowed to submit their feedback. During the whole con-
figuration process, a panel on the right side of the screen shows
users how implementing the respective feature would look. For
each design option, a tooltip with a definition of the feature is next
to the question and a box with descriptive knowledge of the design
option is below the headline. For some features, the configuration
system offers recommendations, e.g., categories that are frequently
used in research. Feedback requesters are also able to customize
the feedback features, for example, add individual categories. The
user interface for the configuration process also contains a feature
count that shows users how many features they have already com-
bined. This shall help them to keep the perspective of the feedback
providers in mind and not overload the feedback request with un-
necessary features. When feedback requesters are done with their
configuration process, they get redirected to the projects tab on the
configuration platform. There, a link is created that leads feedback
requesters to the configured feedback request. The idea is that feed-
back requesters can then share this link with their desired crowd
or integrate it into a survey.

4 EVALUATION STUDY
To confirm our design rationales and understand how potential
feedback requesters perceive our configuration system, we con-
ducted an evaluation in the form of two exploratory focus group
workshops.We decided on an in-person workshop instead of follow-
ing a crowdsourcing approach as our goal was to directly interact
with potential users and be able to react to their feedback, questions,
and ideas immediately. In the following, we present the evaluation
procedure and describe our participants.

4.1 Procedure
Our configuration system shall work for all types of graphic and
interactive designs. Therefore, we conducted two workshops. While
the first workshop was focusing more on evaluating interactive
designs, such as website prototypes, the second one addressed the
evaluation of static designs like posters or simple mock-ups. After a
short introduction to crowd-feedback systems and crowd-feedback
requests in general, we provided the participants with an overview
of the steps in our configuration system. We then showed them
an exemplary configuration for creating a feedback request for the
evaluation of a simple website prototype (workshop 1) or a poster
design (workshop 2). The demonstrating researcher presented the
use case and showed which decisions a feedback request creator
must make. After the demonstration, the open questions of the
participants were clarified. Then, each participant had ten minutes
to try out the configuration system him/herself. In the next step,
we explained the Strength-Weakness-Opportunity-Threat (SWOT)
analysis method to the participants that we used to structure the
exploratory focus group. The participants then had time to write
down their perceived strengths, weaknesses, opportunities, and
threats of the configuration system. Finally, the results were read out
loud and explained by the participants. Other participants and the
researchers could discuss ideas or ask follow-up questions to clarify
each point. In the second workshop, the moderating researcher
presented the results of the first workshop, initiating a discussion
about the similarities and differences between the results. With
this input, participants had the opportunity to expand their SWOT
analysis.

Both workshops were recorded and the final results in the SWOT
matrix were captured. As the workshops were conducted in Ger-
man, the recordings were first transcribed and then translated into
English. Then, one of the authors analyzed and coded the SWOT
results and transcriptions regarding the four design rationales.

4.2 Participants
Exploratory focus groups propose improvements to refine the de-
sign [26]. As our configuration system shall be designed for different
user types and the evaluation of different types of designs, we aimed
for a diverse set of participants. This is also consistent with the
recommendation to mix different skill sets for the evaluation of
decision-aid tools [26]. Focus groups should involve between four
and twelve participants [19]. Therefore, we invited ten participants
with various backgrounds and levels of experience to participate
in our evaluation (nine male, MAge = 31.1 years, MDesignExp =
8.4 years, MDesignEvalExp = 4.8 years) and split them according to
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Figure 1: Configuration system artifact as an instantiation of our four design rationales. (1) For each project, users must add
their design via a file upload. (2) When creating a new feedback request users are guided through each step. On top they have a
progress bar with five steps, on the right side, they see how each feature would be implemented in their feedback request. (3)
After deciding on a feature, users can configure the feature. (4) The final feedback request shows the uploaded design and the
feedback panel.

their design background in the two workshops: P.1 to P.6 partici-
pated in Workshop 1 and P.7 to P.10 in Workshop 2. Details on our
participants are shown in Table 1.

5 RESULTS
We analyzed the results of the SWOT analysis according to our
four design rationales. The most important results for each design
rationale are summarized in Table 2 and explained in more detail
below.

In general, our participants appreciated the user guidance pro-
vided by the configuration system. This was explained by P.6 as
follows: “I think the user guidance is very well done. I had the feel-
ing that even though I’m seeing it for the first time, I always know
where I am, what I’m doing, how to continue, how to get back”. In
addition, participants expressed that the system is “fast and simple”
(P.8) and allows them to quickly create a feedback request (“I could
quickly upload every little piece and get rapid feedback to evaluate it

the next day”, P.8). However, at the same time, the configuration
system was still perceived as very complex and “. . . the look and
clarity of what exactly is being applied could be slightly [...] enhanced
from the user guidance perspective” (P.5). One reason for the high
perceived complexity is that “. . . you are flooded with a lot of text”
(P.10). P.9 explicates: “Quite a lot of text at once and the text itself
not that appealing to read”. Therefore, participants recommended
“. . . hide out the points that you might understand, so you can sort
of pop in what you are interested in to get more information, in a
popup window for example” (P.10). Further, participants would have
liked to receive more guidance in selecting the right crowd and
appropriate incentive as they perceive this as a major problem in
feedback requests. The integration of research insights into the
configurator was perceived as a major strength of our configura-
tion system: “Particularly for inexperienced users, I found it good
that the positive and negative effects of features were described in the
description” (P.4). Concerning the explanations in the information
text on the design features, it was noted that a learning effect of the
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Figure 2: Configuration process as it is implemented in our instantiation of the configuration system. First, designers can add
context to their design. In multiple steps, they can explain the design and guide feedback providers through the interaction
with it. In the second step, designers can add a questionnaire and enter questions that can be answered via text entry or a
5-point Likert scale. If designers decide to add a free text field in the third step, they can also choose additional features, such
as markers, speech-to-text functionality, categories, and star ratings. The fourth step allows designers to add a collaboration
feature. And finally, in the fifth step, designers can add a timer to limit the time users have to provide feedback.

Table 2: Demographic information on participants of the focus group workshops

ID Profession Gender Age Experience in years Level of Design Knowledge
Design Design Evaluation

P.1 Experience Manager M 39 20 20 Very high
P.2 UX Designer F 24 2 3 Medium
P.3 IT Specialist M 44 12 8 Medium
P.4 IS Student M 26 0 0 Very low
P.5 Web Designer M 28 8 7 High
P.6 UX Developer M 29 4 1 Medium
P.7 Graphic Designer M 42 23 0 Very high
P.8 Graphic Designer M 27 7 3 High
P.9 PhD Student in IS/HCI M 28 4 2 High
P.10 Media Communications Designer M 24 4 4 High

users is not taken into account. Some information is only relevant
for the first usage, “. . . which you would then probably not require
the second time anyway” (P.8). Participants proposed to include
even more recommendations, also based on design experts’ expe-
riences. Regarding our third design rationale, the configurability
of the feedback requests, participants were indecisive if they liked
the flexibility and the openness or if it was too much for them: “It
[the configuration system] seems to be flexible. I had the feeling that
I could go into a lot of detail and do a lot of things. On the one hand, I
think that’s good, but on the other hand, it’s not good” (P.1). Some
participants requested having even more design features included
that they could configure in their feedback requests. Lastly, we

integrated the perceptions of the crowd in the form of the feature
count, this led to participants always having the perception of the
crowd in their view. One participant reflected on this as follows: “I
think the count of features at the end is pretty cool. Because you can
see if it becomes too crowded when you give feedback. I think that
makes sense” (P.9). However, it was not clear to all participants how
to consider the crowd’s perception in the form of the feature count
in their feedback request. One participant stated that s/he wasn’t
sure “...what that meant for my specific request. So, I wasn’t clear on
whether I did it well or not” (P.2).
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Table 3: Summary of the results of the SWOT analysis according to design rationales (DRs)

DR Strengths DR Weaknesses

1 S1. Feedback requesters are guided through the
configuration process simply and efficiently. 1 W1. Some parts of the configuration process

lack clarity and are very complex.

2
S2. The effects of different design options are
sufficiently explained, especially when users are
inexperienced or do not know their goal.

2 W2. The learning effects of users are not
considered in the design.

3 S3. The feedback request is very flexible and can
be adapted to different use cases. 3 W3. The configuration system and the

options are at some points too open.

4 S4. The perspective of the crowd is always in
view via the feature count. 4

W4. The connection between decisions and
the meaning regarding the crowds’
perception was sometimes not obvious.

DR Opportunities DR Threats

1 O1. Offering templates could simplify and speed
up the configuration process. 1 T1. The incentivization for feedback

providers should not be neglected.

2 O2. Including experts’ recommendations would
help in making the right configuration decisions. 3 T2. Users could get lost in the flexibility of

the system.

3 O3. The configuration system could offer even
more design features.

6 DISCUSSION
While crowd-feedback systems offer feedback requesters a scalable
and effective way to collect feedback on graphic designs, proto-
types, and software designs, existing crowd-feedback systems do
not support feedback requesters in creating and configuring indi-
vidual feedback requests. To address this problem, we designed a
configuration system that supports feedback requesters in individ-
ual crowd-feedback request creation. Drawing on existing research
on challenges in design evaluation, the effects of feedback features,
and decisional guidance, we examined how the combination of
descriptive knowledge and a step-by-step configuration process
can support feedback requesters in creating individual feedback
requests. Subsequently, we conducted an exploratory focus group
evaluation with a diverse group of designers. The results of our
evaluation show that our approach has the potential to solve ex-
isting problems of designers, while there are still more ideas that
could be explored in future research. We learned that offering too
many design options makes designers feel lost in the process. Also,
they emphasized the idea of offering templates based on experts’
recommendations. Therefore, our study provides valuable theoreti-
cal contributions and practical implications that we discuss in the
following.

6.1 The crowds’ perspective still needs more
attention

We did not receive as much feedback on DR4 as on the other three
DRs. This might be caused by feedback requesters still not having
the crowds’ perceptions in mind when creating feedback requests.
We instantiated this rationale mainly via the feature count. One
main issue with the feature count was that participants felt that
it was not integrated sufficiently into the prior decisions. It was
not clear enough how users shall consider the feature count when
making their design decisions. Further, we interpret the lack of

feedback on DR4 so that feedback requesters do not think about the
crowds’ perspective much as they assume that the configuration
system automatically respects their needs. Consequently, in further
iterations, we need to come up with alternative instantiations of
DR4 to ensure the crowd’s perception is always considered during
the configuration process.

6.2 There is a trade-off between flexibility and
complexity of the configuration system

Two core topics during the focus group evaluation were the flexi-
bility of the configuration system due to the combination of many
feedback features and the high complexity of the configuration
process due to much information and many interdependencies
that must be considered. This issue demonstrates tensions between
our design rationales, especially DR1 and DR3. On the one hand,
feedback requesters need guidance, on the other hand, they want
a flexible configuration system so that they can completely cus-
tomize each feedback request. We believe that every configuration
system needs to find a balance between flexibility and complexity.
Although both aspects are not two extremes on a shared scale, they
need dedicated features to be compatible as often one comes at
the price of the other. While needs-based configuration systems
are less complex for users, they provide less flexibility and trans-
parency [23]. The lack of transparency was also a major concern
in the evaluation of the configuration system of Feine et al. [8]. We
wanted to counteract this problem by offering a parameter-based
configuration system. This was also necessary because there is still
a lack of knowledge of the effects of feedback features. Crowd-
feedback systems are complex systems with multiple features to
combine. To reduce the complexity of our configuration system,
many participants suggested offering templates for specific use
cases that can then be adapted by feedback requesters. This would
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be a hybrid approach of the needs-based and parameter-based sys-
tems. These templates could be based on the three research streams
identified by Haug and Maedche [11]: anonymous crowd-feedback,
real user crowd-feedback, and hybrid crowd-feedback. By offering
a template, users would need to make one decision when choosing
a template and can then make additional fine-tuning decisions but
they are not forced anymore to decide for or against every single
feedback feature. The templates could be developed by experts
considering theoretical knowledge and practical implications of
feedback features. The templating approach is consistent with the
recommendation of Weinmann et al. [28] who suggested offering
a hybrid approach for configuration systems, also for users with
different levels of expertise. An alternative to offering templates
by the system could be allowing users to share their requests and
reuse feedback requests of other users. By rating or commenting
on feedback requests of others, templates could be created organ-
ically by the users of the configuration system. This would also
bring the system closer to the idea of end-user development that
we mentioned earlier.

When offering templates, another approach could be to imple-
ment them in established survey tools (e.g., LimeSurvey) similar-
ily to QButterfly [7], a toolkit for conducting usability studies in
LimeSurvey or Qualtrics. Thereby, we can achieve the same bene-
fits: reduce authoring time and complexity, empower users without
programming skills to conduct design studies facilitate the re-use of
the existing functionality of these tools, and facilitate the replication
of ideas.

6.3 Experienced users of the configuration
system might need advanced functionalities

We explicitly decided to design our configuration system for both,
novice and expert feedback requesters. Therefore, some features
of the configuration systems might be more useful for novices,
while others are specifically designed for experts. Parameter-based
configuration systems need users usually to be experienced in the
specific domain to make the right decisions [23]. As we did not
assume that all users already know which are the right decisions
for their use case, we focused much on user guidance by explaining
the advantages and disadvantages of feedback features. However,
one thing we did not consider sufficiently here was the learning
effects of users. This point was raised during the evaluation of our
configuration system. When users have understood the effects of
the design features, they do not need to read the information on
advantages and disadvantages again every time they want to create
a new feedback request. Therefore, participants requested to adapt
the UI more to experienced users of the configuration system by
allowing them to hide information texts or store user inputs for the
following configuration processes.

6.4 Limitations and Future Research
Of course, there are also limitations in our work that need to be
considered. First, participants in our focus group followed an arti-
ficial use case when they tested the prototype. These limitations
might have biased participants’ perceptions of our system. In future
work, we want to develop a completely functional artifact. This
will make the evaluation results even more insightful and reliable.

Second, we used an exploratory focus group to perform a qual-
itative evaluation of the configuration system artifact. The goal
of the evaluation was to understand if the configuration system
actually supports feedback requesters in creating design feedback
requests and how we can further improve the system. While this
approach enabled us to collect valuable insights into users’ inter-
action with the configuration system and innovative ideas, future
research should conduct a quantitative evaluation to understand
to what extent the configuration system is usable and helpful for
feedback requesters.

Overall, our design rationales showed to be key for provid-
ing feedback requesters the possibility to create individual crowd-
feedback requests. They are partly contradictory, which means
that a good balance between them, especially the flexibility and
complexity of the configuration system, needs to be found. Our
evaluation also sheds light on additional design issues, which offer
valuable starting points for further improvements of the config-
uration system for crowd-feedback requests in upcoming design
cycles.

7 CONCLUSION
While crowd-feedback systems offer a scalable way to collect de-
sign feedback, they, however, do not support feedback requesters
(e.g., designers) in creating and configuring individual feedback
requests. Therefore, in this paper, we present a study on the de-
sign of configuration systems that support feedback requesters in
individual crowd-feedback request creation. Drawing on existing
research on challenges in design evaluation and an interview study
with experts, we contribute with four design rationales to support
feedback requesters in selecting and configuring feedback features
while considering the effects of feedback features on the crowds’
perceptions as well as on the feedback quality and quantity. Our
results show that feedback requesters appreciated the guidance but
leaving too many decisions open made them feel lost in the pro-
cess. Also, they emphasized the idea of offering templates based on
experts’ recommendations. Overall, our study contributes design
knowledge that can be applied to guide feedback requesters through
the decision-making process of creating crowd-feedback requests
for the evaluation of software designs. With this, we contribute to
making software evaluation more simple, scalable, and efficient and
support the development of more human-centered software.
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