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#### Abstract

One of the central goals in extremal combinatorics is to understand how the global structure of a combinatorial object, e.g. a graph, hypergraph or set system, is affected by local constraints. In this thesis we are concerned with structural properties of graphs and hypergraphs which locally do not look like some type of forbidden induced pattern. Patterns can be single subgraphs, families of subgraphs, or in the multicolour version colourings or families of colourings of subgraphs.

Erdős and Szekeres's quantitative version of Ramsey's theorem asserts that in every 2-edge-colouring of the complete graph on $n$ vertices there is a monochromatic clique on at least $\frac{1}{2} \log n$ vertices. The famous Erdős-Hajnal conjecture asserts that forbidding fixed colourings on subgraphs ensures much larger monochromatic cliques. The conjecture is open in general, though a few partial results are known. The first part of this thesis will be concerned with different variants of this conjecture: A bipartite variant, a multicolour variant, and an order-size variant for hypergraphs.

In the second part of this thesis we focus more on order-size pairs; an order-size pair ( $n, e$ ) is the family consisting of all graphs of order $n$ and size $e$, i.e. on $n$ vertices with $e$ edges. We consider order-size pairs in different settings: The graph setting, the bipartite setting and the hypergraph setting. In all these settings we investigate the existence of absolutely avoidable pairs, i.e. fixed pairs that are avoided by all order-size pairs with sufficiently large order, and also forcing densities of order-size pairs $(m, f)$, i.e. for $n$ approaching infinity, the limit superior of the fraction of all possible sizes $e$, such that the order-size pair $(n, e)$ does not avoid the pair $(m, f)$.
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## Introduction

## Outline of the thesis

In this thesis, we are concerned with the structure of graphs which do not contain some given induced pattern. Here a pattern can be a single graph, a family of graphs, a colouring of some graph or a family of colourings of graphs.

In Part I, we are concerned with different variants of the famous Erdős-Hajnal conjecture (EH-conjecture for short), which asserts that forbidding any graph $H$ as an induced subgraph forces a large homogeneous set in the host graph.

Chapter 1: The bipartite version of the Erdős-Hajnal conjecture. It was shown by Erdős, Hajnal and Pach [60] that the EH-conjecture holds in the bipartite setting. Axenovich, Tompkins and the author [15] (see also Master thesis [125]) characterised for which forbidden induced subgraphs the size of a largest homogeneoues set is linear in the number of vertices - except for four open cases. We will show that for these cases it is also linear.

Chapter 2: Bipartite independence number for bounded maximum degree. Here we consider the following natural, yet seemingly not much studied, extremal problem in bipartite graphs: A bihole of size $t$ in a bipartite graph $G$ with a fixed bipartition is an independent set with exactly $t$ vertices in each part; in other words, it is a copy of $K_{t, t}$ in the bipartite complement of $G$. Let $f(n, \Delta)$ be the largest $k$ for which every $(n \times n)$ bipartite graph with maximum degree $\Delta$ in one of the parts has a bihole of size $k$. Thus, determining $f(n, \Delta)$ is the bipartite analogue of finding the largest independent set in graphs with a given number of vertices and bounded maximum degree. It has connections to the bipartite version of the Erdős-Hajnal conjecture, bipartite Ramsey numbers, and the Zarankiewicz problem. Our main result determines the asymptotic behaviour of $f(n, \Delta)$. More precisely, we show that for large but fixed $\Delta$ and $n$ sufficiently
large, $f(n, \Delta)=\Theta\left(\frac{\log \Delta}{\Delta} n\right)$. We further address more specific regimes of $\Delta$, especially when $\Delta$ is a small fixed constant. In particular, we determine $f(n, 2)$ exactly and obtain bounds for $f(n, 3)$, though determining the precise value of $f(n, 3)$ is still open. The results are joined work with Axenovich, Sereni and Snyder and are published in SIAM Journal on Discrete Mathematics, 35(2):1136-1148, 2021 [13].

Chapter 3: The multicolour Erdős-Hajnal conjecture. Here we will look at a multicolour version of the Erdős-Hajnal conjecture. Specifically, the most general multicolour version of the conjecture states that for any fixed integers $k, s, s^{\prime}$ and any $s^{\prime}$-edge-colouring $c$ of $K_{k}$, there exists $\varepsilon>0$ such that in any $s$-edge-colouring of $K_{n}$ that avoids $c$ there is a clique on at least $n^{\varepsilon}$ vertices, using at most $s-1$ colours. In particular, we reduce the multicolour EH-conjecture to the case where the number of colours is equal to or one more than the numbers of colours used in the forbidden pattern. Most of the results are joint work with Axenovich and Riasanovsky [12].

## Chapter 4: The multicolour EH-conjecture for 3 colours and families of triangles.

Here, we focus on quantitative aspects of the multicolour EH-conjecture in the case where the number of colours is $s=3$, and the forbidden colourings are on triangles. More precisely, for a family $\mathcal{H}$ of triangles, each edge-coloured with colours from $\{r, b, y\}, \operatorname{Forb}(n, \mathcal{H})$ denotes the family of edge-colourings of $K_{n}$ using colours from $\{r, b, y\}$ and containing none of the colourings from $\mathcal{H}$. Let $h_{2}(n, \mathcal{H})$ be the maximum $q$ such that any colouring from $\operatorname{Forb}(n, \mathcal{H})$ has a clique on at least $q$ vertices using at most two colours. We provide bounds on $h_{2}(n, \mathcal{H})$ for all families $\mathcal{H}$ consisting of at most three triangles. For most of them our bounds are asymptotically tight. This, in particular, extends a result of Fox, Grinshpun, and Pach, who determined $h_{2}(n, \mathcal{H})$ for $\mathcal{H}$ consisting of a rainbow triangle. In addition, we prove that for some $\mathcal{H}, h_{2}(n, \mathcal{H})$ corresponds to certain classical Ramsey numbers, smallest independence number in graphs of given odd girth, or some other natural graph theoretic parameters. The results are joined work with Axenovich and Snyder and are published in Discrete Mathematics, 345(5):112791, 2022 [14].

Chapter 5: The Erdős-Hajnal conjecture for order-size pairs. We consider a variant of the Erdős-Hajnal problem for $r$-graphs where we forbid a family of hypergraphs described by their orders and sizes. For graphs, we observe that if we forbid induced subgraphs on $m$ vertices and $f$ edges for any positive $m$ and $0 \leq f \leq\binom{ m}{2}$, then we obtain large homogeneous sets. For triple systems, in the first nontrivial case $m=4$, for every $S \subseteq\{0,1,2,3,4\}$, we give bounds on the minimum size of a homogeneous set in a triple system where the number of edges spanned by every
four vertices is not in $S$. For all $S$ we determine if the growth rate is polylogarithmic. The results of this chapter are joined work with Axenovich and Mubayi and appear in the arXiv preprint https://arxiv.org/abs/2303.09578 [11].

In Part II, we are concerned with forbidding as induced subgraphs so called order-sizepairs: a class of graphs/hypergraphs defined by their orders and sizes. Here we do not focus on homogeneous sets, but rather on the question how many large graphs avoid a given small order-size pair. We focus on the existence of absolutely avoidable pairs $(m, f)$, i.e. pairs which are not contained in any order size-pair $(n, e)$ for $n$ sufficiently large, and on the forcing density of a pair $(m, f)$, i.e. for the order $n$ approaching infinity, the limit superior of the fraction of all possible sizes $e$, such that the pair $(n, e)$ forces the pair $(m, f)$. We consider these problems for graphs, bipartite graphs, and hypergraphs.

Chapter 6: Order-size pairs in graphs. We call an order-size pair $(m, f)$ of integers, $m \geq 1,0 \leq f \leq\binom{ m}{2}$, absolutely avoidable if there is $n_{0}$ such that for any pair of integers $(n, e)$ with $n>n_{0}$ and $0 \leq e \leq\binom{ n}{2}$ there is a graph on $n$ vertices and $e$ edges that contains no induced subgraph on $m$ vertices and $f$ edges. Here we show that there are infinitely many absolutely avoidable pairs. We give a specific infinite set $M$ such that for any $m \in M$ the pair $\left(m,\binom{m}{2} / 2\right)$ is absolutely avoidable and show that for $m \geq 754$ either $\left.\left(m,\left\lfloor\begin{array}{c}m \\ 2\end{array}\right) / 2\right\rfloor\right)$ or $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-6 m\right)$ is absolutely avoidable. In addition, we show that for any monotone integer function $q(m),|q(m)|=O(m)$ there are infinitely many values of $m$ such that the pair $\left(m,\binom{m}{2} / 2+q(m)\right)$ is absolutely avoidable. Most of the results are joined work with Axenovich and have been accepted for publication by Journal of Combinatorics [16].

Chapter 7: Bipartite order-size pairs: We investigate the existence of absolutely avoidable pairs and forcing densities in the bipartite setting. The question whether there exist absolutely avoidable pairs in this setting remains open, but we show the existence of infinitely many pairs with forcing density 0 and also infinitely many pairs with forcing density 1 .

Chapter 8: Order-size pairs in hypergraphs. We show that for any $r \geq 3$ and $m \geq m_{0}$, either the pair $\left(m,\left\lfloor\binom{ m}{r} / 2\right\rfloor\right)$ or the pair $\left(m,\left\lfloor\binom{ m}{r} / 2\right\rfloor-m-1\right)$ is absolutely avoidable. We also show that for $r \geq 3$ most pairs $(m, f)$ have forcing density 0 . Further, we show that for $m>r$ there exists no non-trivial pair $(m, f)$ of forcing density 1 and provide some general upper bounds on the forcing density. The results have been accepted for publication by Journal of Combinatorics [126].

Chapter 9: Positive forcing density of order-size pairs in hypergraphs. Answering a question from Chapter 8 , we show that $(6,10)$ is a pair of positive forcing density for $r=3$ and conjecture that it is the unique such pair. Further, we find necessary conditions for a pair to have positive forcing density, supporting this conjecture. The results are joined work with Axenovich, Balogh and Clemen and have been submitted for publication to SIAM Journal on Discrete Mathematics [10].

## Preliminaries

In this Section we will introduce some basic notation, concepts and previously known results that are used throughout the thesis. Less common notions will be introduced in the appropriate place within the chapters where they are needed. For a general introduction to graph theory we refer to the books of Diestel [52] and West [127].

## General

For a finite set $V$ and some $n \in \mathbb{N}$ let $\binom{V}{[n]}$ denote the set of all $n$-element subsets of $V$. For finite sets $X$ and $Y$ let $X \cup \cup Y$ denote the disjoint union of $X$ and $Y$ and let $X \times Y=\{(x, y): x \in X, y \in Y\}$. For a positive real number $x$, let $[x]=\{0,1, \ldots,\lfloor x\rfloor\}$.

For two integers $x, y, x \leq y$, we denote by $[x, y]$ the set of all integers at least $x$ and at most $y$. For two reals $x, y, x \leq y$, we use the standard notation $(x, y),[x, y),(x, y]$, and $[x, y]$ for respective intervals of reals. For $x \in \mathbb{R}$ let $\{x\}=x-\lfloor x\rfloor$ denote the fractional part of $x$, i.e. $\{x\} \in[0,1)$ and $\{x\}=x(\bmod 1)$.

## Graphs, bipartite graphs, and hypergraphs

An $r$-uniform hypergraph, or $r$-graph $G$ is a pair $G=(V, E)$ where $V$ is the set of vertices and $E \subseteq\binom{V}{[r]}$ is the set of edges of $G$. The uniformity of $G$ is $r$, and if $r=2$, we refer to $G$ as a graph. For an $r$-graph $G$, let $V(G)$ be the vertex set and $E(G)$ be the edge set of $G$. The order of $G$ is $|V(G)|$ and the size of $G$ is $|E(G)|$. For convenience we write $x_{1} x_{2} \cdots x_{r}$ for an edge $\left\{x_{1}, x_{2}, \cdots, x_{r}\right\}$ of an $r$-graph. An $r$-element subset $f \in\binom{V}{r}$ with $f \notin E$ is called a non-edge of $G$. The complement $\bar{G}$ of $G$ is the $r$-graph with vertex set $V(\bar{G})=V(G)$ and edge set $E(\bar{G})=\binom{V}{[r]} \backslash E(G)$.

Two $r$-graphs $G$ and $G^{\prime}$ are isomorphic if there is a bijection $f: V(G) \rightarrow V\left(G^{\prime}\right)$, such
that $e \in\binom{V}{[r]}$ is an edge in $G$ if and only if $f(e)$ is an edge in $G^{\prime}$. All $r$-graphs $G$ considered in this thesis are finite, i.e. $V(G)$ is finite and simple, i.e. they contain no multiple edges, since $E(G)$ is not a mulitset. Two vertices contained in a common edge are called adjacent. For a vertex $v \in V(G)$ the set $N(v)=\{u \in V(G) \backslash\{v\}: u$ is adjacent to $v\}$ is the neighbourhood of $v$, and the elements are the neighbours of $v$. The degree $d(u)=d_{G}(u)$ of a vertex $u$ in an $r$-graph $G$ is the total number of edges in $G$ that contain $u$; we omit the subscript $G$ if it is clear from the context. A vertex $u$ of an $r$-graph is isolated if $d(u)=0$ and a leaf if $d(u)=1$. The minimum degree $\delta(G)$ is the smallest and the maximum degree $\Delta(G)$ is the largest degree of any vertex in $V(G)$.

For an $r$-graph $G$ and $U \subseteq V(G), F \subseteq E(G)$ let $G[U]=\left(U, E(G) \cap\binom{U}{[r]}\right), G-U=$ $G[V(G) \backslash U]$, and $G-F=(V(G), E(G) \backslash F)$. A subgraph $G^{\prime}$ of an $r$-graph $G$ is an $r$-graph with $V\left(G^{\prime}\right) \subseteq V(G)$ and $E\left(G^{\prime}\right) \subseteq E(G)$. $G$ is called a supergraph of $G^{\prime}$. We write $G^{\prime} \subseteq G$. A subgraph $G^{\prime}$ of $G$ is induced if $G^{\prime}=G\left[V\left(G^{\prime}\right)\right]$. A copy of some $r$-graph $H$ in an $r$-graph $G$ is a subgraph $G^{\prime} \subseteq G$ which is isomorphic to $H$. We call an $r$-graph $G H$-free, if it contains no induced copy of $H$, i.e. no induced subgraph of $G$ is a copy of $H$. For a family of graphs $\mathcal{H}$ we say $G$ is $\mathcal{H}$-free if $G$ is $H$-free for all $H \in \mathcal{H}$. The vertex-disjoint union $G_{1} \cup G_{2}$ of two $r$-graphs $G_{1}$ and $G_{2}$ is the $r$-graph $F$ with vertex set $V=V_{1} \cup V_{2}$, such that $F\left[V_{i}\right]=G_{i}$ for $i=1,2$. For an $r$-graph $G$ and an integer $n$ let $n G$ be the vertex-disjoint union of $n$ copies of $G$.

Let $K_{n}^{(r)}$ denote the complete $r$-graph or clique on $n$ vertices, i.e. the graph on $n$ vertices in which all $\binom{n}{r} r$-sets are edges; for $r=2$, we simply write $K_{n}$. Note that for $r<n, K_{n}^{(r)}$ is a set of $n$ isolated vertices. The clique number $\omega(G)$ of an $r$-graph $G$ is $\omega(G)=\max \left\{n: K_{n}^{r} \subseteq G\right\}$. An independent set or co-clique in an $r$-graph $G$ is a set $I \subseteq V(G)$ such that every $r$-element subset of $I$ is a non-edge. The independence number $\alpha(G)$ of $G$ is the size of a largest independent set in $G$. A homogeneous set is a clique or a co-clique. The size of largest homogeneous set in an $r$-graph $G$ is denoted by $h(G)=\max \{\alpha(G), \omega(G)\}$.

In 2-graphs a path of length $n, n \geq 2$ consists of $n$ vertices $v_{1}, \ldots, v_{n}$ and $n-1$ edges $v_{i} v_{i+1}, i \in[n-1]$. We write $P_{n}$ for the path of length $n$. For vertices $u, v$ in some graph, a $u$-v-path is a path in $G$ starting at $u$ and ending in $v$. A graph $G$ is connected if for any two vertices $u, v \in V(G)$ there exists an $u$ - $v$-path.

A cycle of length $n, n \geq 3$ consists of $n$ vertices $v_{1}, \ldots, v_{n}$ and $n$ edges $v_{i} v_{i+1}, i \in[n]$, indices taken modulo $n$. We write $C_{n}$ for the cycle of length $n$. The girth of a graph $G$, denoted by $\operatorname{girth}(G)$ is the length of a shortest cycle in $G$. If $G$ contains no cycle, $G$ is called acyclic or forest, and we write girth $(G)=\infty$. A tree is a connected forest. The odd girth of $G$, denoted by $\operatorname{girth}_{\text {odd }}(G)$, is the length of a shortest cycle of odd length in $G$.

If a graph contains no odd cycle, it is bipartite.
Given a positive integer $n$ and some $p$ with $p \in[0,1], \mathcal{G}(n, p)$ denotes the probability space on all $n$-vertex graphs that result from independently deciding whether to include each of the $\binom{n}{2}$ possible edges with probability $p$. This model is called the Erdôs-Rényi model of random graphs. We call $G \in \mathcal{G}(n, p)$ a random graph .

A vertex colouring of an $r$-graph is a map $c: V(G) \rightarrow S$, where $S$ is a set of colours. $c$ is a proper colouring if each edge contains at least two vertices of distinct colours. The chromatic number $\chi(G)$ of an $r$-graph $G$ ist the smallest number of colours used among all proper colourings of $G$. An $r$-graph $G$ is $k$-partite if there is a partition $V(G)=V_{1} \dot{\cup} \cdots \dot{U} V_{k}$, sucht that $\left|e \cap V_{i}\right| \leq 1$ for each $e \in E(G)$ and $i \in[k]$. A 2-partite $r$-graph is also called bipartite.

## Bipartite 2-graphs

Let $G$ be a bipartite graph with parts $U$ and $V$ of size $m$ and $n$ respectively, we write $G=((U \cup ் V), E), E \subseteq U \times V$. We call such a graph an $(m \times n)$ bipartite graph. We shall often depict the sets $U$ and $V$ as sets of points on two horizontal lines in the plane and call $U$ the top part and $V$ the bottom part. We say that a graph is the bipartite complement of $G$ if it has the same vertex set as $G$ and its edge set is $(U \times V) \backslash E$. We denote the bipartite complement of a graph $G$ by $G^{c}$. By $\tilde{\omega}(G)$ we denote the largest integer $t$ such that there are $A \subseteq U, B \subseteq V$ with $|A|=|B|=t$ and $a b \in E$ for all $a \in A, b \in B$, i.e. $A$ and $B$ form a biclique. By $\tilde{\alpha}(G)$ we denote the largest integer $t$ such that there are $A \subseteq U, B \subseteq V$ with $|A|=|B|=t$ and $a b \notin E$ for all $a \in A, b \in B$, i.e. $A$ and $B$ form a co-biclique or a bihole. A homogeneous set in a bipartite graph is a biclique or a bihole. Let $\tilde{h}(G)=\max \{\tilde{\alpha}(G), \tilde{\omega}(G)\}$ denote the size of a largest homogeneous set in $G$.

For bipartite graphs $H=((U, V), E)$ and $G=\left((A, B), E^{\prime}\right)$, we say that $H$ is an induced bipartite subgraph of $G$ respecting sides if $U \subseteq A, V \subseteq B$, and for any $u \in U$, $v \in V$, we have $u v \in E(H)$ if and only if $u v \in E(G)$. We say that a bipartite graph $H=((U, V), E)$ is a copy of a bipartite graph $H^{*}=\left(\left(U^{*}, V^{*}\right), E^{*}\right)$ if $H^{*}$ is isomorphic to $H$ with isomorphism $\varphi: U^{*} \cup V^{*} \rightarrow U \cup V$ such that $\varphi\left(U^{*}\right)=U$ and $\varphi\left(V^{*}\right)=V$.

Let $K_{m, n}$ denote the complete bipartite graph with parts of sizes $m$ and $n$ and all possible edges.

## EXTREMAL GRAPH THEORY

The extremal number $\operatorname{ex}_{r}(n, \mathcal{G})$ of a family $\mathcal{G}$ of $r$-graphs is defined as the maximum number of edges any $r$-graph on $n$ vertices can have without containing any $G \in \mathcal{G}$ as a subgraph. If $\mathcal{G}=\{G\}$, we write $\operatorname{ex}_{r}(n, G)=\operatorname{ex}_{r}(n,\{G\})$.

By $T_{r}(n, l)$ we denote the complete balanced $l$-partite $r$-graph on $n$ vertices, i.e. the $l$-partite $r$-graph in which each part has size $\left\lfloor\frac{n}{l}\right\rfloor$ or $\left\lceil\frac{n}{l}\right\rceil$ and any $r$ vertices from $r$ distinct parts form an edge. $T_{2}(n, l)$ is also called the Turán graph.

For $r=2$ Turán's Theorem [122], proved in 1941, tells us that $\operatorname{ex}_{2}\left(n, K_{t}\right)=$ $\left|E\left(T_{2}(n, t-1)\right)\right|=\left(\frac{t-2}{t-1}+o(1)\right)\binom{n}{2}$. Erdős and Stone proved the following asymptotic generalisation: $\operatorname{ex}_{2}(n, H)=\left(\frac{t-2}{t-1}+o(1)\right)\binom{n}{2}$ for any $H$ with $\chi(H)=t>2$.

However, for bipartite graphs (i.e. graphs with $\chi=2$ ) the Erdős-Stone theorem does not provide a tight bound; it is known that $\operatorname{ex}(n, G)=o\left(n^{2}\right)$ for general bipartite graphs. The Zarankiewicz function $z(m, n ; s, t)$ denotes the maximum possible number of edges in a subgraph of $K_{m, n}$ which does not contain a copy of $K_{s, t}$. We write $z(n ; t)=z(n, n ; t, t)$ for the symmetric problem. It was proven by Kôvári, Sós and Turán [98] that $z(m, n ; s, t)<(s-1)^{1 / t}(n-t+1) m^{1-1 / t}+(t-1) m$. This was improved in the diagonal case by Znám [128] to $z(n ; t)<(t-1)^{1 / t} n^{2-1 / t}+\frac{1}{2}(t-1) n$.

Much less is known for $r$-graphs with $r \geq 3$. For an $r$-graph $H$ the Turán density is defined as $\pi_{r}(G)=\lim n \rightarrow \infty \frac{\operatorname{ex} r(n, G)}{\binom{n}{r}}$, and the currently best known general bounds on the Turán density are

$$
1-\left(\frac{r-1}{m-1}\right)^{r-1} \leq \pi\left(K_{m}^{r}\right) \leq 1-\binom{m-1}{r-1}^{-1},
$$

due to Sidorenko [118] and de Caen [51].

## Ramsey Theory

An s-edge-colouring of an $r$-graph $G$ is a map $c: E(G) \rightarrow[s]$. A monochromatic subgraph $H$ is a subgraph $H \subseteq G$, for which there exists some colour $i \in[s]$ such that $c(e)=i$ for all $e \in E(H)$.

Given $r$-graphs $H_{1}, \ldots, H_{s}$, the Ramsey number of $\left(H_{1}, \ldots, H_{s}\right)$ is $R_{r}\left(H_{1}, \ldots H_{s}\right)$, the minimum integer $n$, such that for any $s$-edge-colouring of $K_{n}$ there exists $i \in[s]$, such that there is a monochromatic copy of $H_{i}$ in colour $i$. Ramsey's theorem [114] states
that this is well-defined. Note that we can also replace a single graph by a family of graphs in the definition: The Ramsey number $R_{r}\left(\left\{H_{1}, \ldots, H_{s}\right\},\left\{K_{1}, \ldots H_{t}\right\}\right)$ would then be the smallest integer $n$ such that in any 2-edge-colouring of $K_{n}$ there is either a monochromatic copy of some $H_{i}$ in colour 1 or a monochromatic copy of some $K_{i}$ in colour 2. If all $H_{i}$ s are complete, we write $R_{r}\left(k_{1}, \ldots, k_{s}\right)$ for $R_{r}\left(K_{k_{1}}, \ldots, K_{k_{s}}\right)$.

For $r=2$ we usually omit the index $R_{2}$ and simply write $R\left(H_{1}, H_{2}\right)$. Table 0.1 lists some upper and lower bounds on Ramsey numbers for 2-graphs which will be used throughout the thesis.

| Ramsey number | Bound | Reference |
| :--- | :--- | :--- |
| $R(k, k)$ | $\geq 2^{k / 2}$ | Erdős [53] |
|  | $\leq 4^{k}$ | Erdős and Szekeres [65] |
| $R(3, k)$ | $\Omega\left(k^{2} / \log k\right)$ | Kim [93] |
|  | $O\left(k^{2} / \log k\right)$ | Ajtai, Komlós, Szemeredi [1] |
| $R(4, k)$ | $\Omega\left(k^{5 / 2} / \log ^{2} k\right)$ | Bohman [23] |
| $R\left(C_{5}, K_{k}\right)$ | $O\left(k^{3 / 2} / \sqrt{\log k}\right)$ | Caro et al. [39] |
| $R\left(\left\{C_{3}, C_{4}, C_{5}\right\}, K_{k}\right)$ | $\Omega\left((k / \log k)^{4 / 3}\right)$ | Spencer [120] |
| $R(3,3,3)$ | $=17$ | Greenwood and Gleason [81] |

Table 0.1: Bounds on Classical Ramsey numbers

Note that the upper bound on the diagonal Ramsey number $R(k, k) \leq(1+$ $o(1)) \frac{4^{k}}{4 \sqrt{\pi k}}$ due to Erdős and Szekeres from 1935 has been improved to $R(k, k) \leq$ $k^{-(c \log k) /(\log \log k)} 4^{k}$ by Conlon [46] in 2009. Very recently, in March 2023, Campos, Griffiths, Morris and Sahasrabude [33] improved the bound to $R(k, k) \leq\left(4-2^{-7}\right)^{k}$. However, in this thesis, we will only use the old bound listed in the table.

For $r=3$, the best known bounds in the diagonal case are due to Erdős, Hajnal and Rado [61]. They showed that there exist positive constants $c, c^{\prime}$ such that

$$
2 c n^{2}<R_{3}(k, k)<2^{2^{c^{\prime} n}} .
$$

## Part I

## The Erdős-Hajnal conjecture

## Introduction and basic notions

A homogeneous set in an $r$-graph is a clique or an independent set. We write $h(G)$ for the size of largest homogeneous set in an $r$-graph $G$. In 1935 Erdős and Szekeres [65] proved that for any 2-graph $G$ of size $n$ we have $h(G) \geq \frac{1}{2} \log n$. On the other hand, a well-known theorem by Erdős [55] shows that for any $n$ there exists a 2-graph $G$ on $n$ vertices with $h(G) \leq 2 \log n$. Erdős and Hajnal [59] conjectured that this behaviour changes if one only considers $H$-free graphs $G$ for any fixed graph $H$.

We say that an $r$-graph $H$ has the Erdős Hajnal-property or simply EH-property if there is a constant $\epsilon=\epsilon_{H}>0$ such that every $n$-vertex $H$-free $r$-graph $G$ satisfies $h(G) \geq n^{\epsilon}$. Erdős and Hajnal [59] conjectured the following in 1989:

Conjecture 0.1 (Erdős, Hajnal [59]). Any 2-graph has the Erdős-Hajnal property.

In the same paper they investigated perfect graphs, i.e. graphs $G$ for which neither $G$ nor its complement $\bar{G}$ contains an induced odd cycle of length at least 5 . They were able to prove that for a perfect graph $G$, we have $h(G) \geq \sqrt{|G|}$. Thus, one could also formulate Conjecture 0.1 by asking for a large induced perfect subgraph in any $H$-free graph.

The conjecture remains open, see for example a survey by Chudnovsky [43], as well as $[6,27,72]$, to name a few. However, some partial results are known. When $H$ is a fixed graph and $G$ is an $H$-free $n$-vertex graph, Erdős and Hajnal [59] proved that $h(G) \geq 2^{c \sqrt{\log n}}$. This was recently improved to $h(G) \geq 2^{c \sqrt{\log n \log \log n}}$ by Bucić, Nguyen, Scott, and Seymour [31].

Only very few graphs are known to have the EH-property and the only operation
known to preserve the EH-property, i.e. with which one can build larger graphs with the EH-property from smaller ones, is the so called blow-up: For a 2-graph $H$ with vertex set $V(H)=\left\{v_{1}, \ldots, v_{k}\right\}$ and any other pairwise vertex-disjoint $r$-graphs $F_{1}, \ldots, F_{k}$, we define the blow-up $H\left(F_{1}, \ldots, F_{k}\right)$ as the 2-graph obtained by taking pairwise vertexdisjoint copies of $F_{1}, \ldots, F_{k}$ with an edge between vertices from $F_{i}$ and $F_{j}$ if and only if $v_{i} v_{j} \in E(H)$.

Lemma 0.2 (Alon, Pach, Solymosi [6]). If $H, F_{1}, \ldots, F_{k}$ have the Erdôs-Hajnal property, then so does $H\left(F_{1}, \ldots, F_{k}\right)$.

All graphs on up to four vertices are known to have the EH-property and the constants in the quantitative version are known. With Lemma 0.2 one can show that all but four graphs on 5 vertices also have the EH-property, the remaining ones being the bull, $C_{5}, P_{5}$ and $\overline{P_{5}}$. For the bull the conjecture was proven to hold by Chudnovsky and Safra [44], and for $C_{5}$ it was proven by Chudnovsky, Scott, Seymour and Spirkl [45], so the only graph on up to 5 vertices for which the conjecture remains open, is $P_{5}$.

One can also consider a bipartite version of the Erdős-Hajnal conjecture. Here one asks for a largest homogeneous set, i.e. a biclique or a bihole in a bipartite graph not containing some forbidden induced bipartite subgraph. For a bipartite graph $G$, the size of a largest homogeneous set is denoted by $\tilde{h}(G)=\max \{\tilde{\alpha}(G), \tilde{\omega}(G)\}$. It is implicit from a result of Erdős, Hajnal and Pach [60] that for any bipartite $H$ with the smaller part of size $k$, any $H$-free bipartite graph $G$ satisfies $\tilde{h}(G)=\Omega\left(|G|^{1 / k}\right)$. It was shown in [15] that for bipartite graphs $H$ containing a cycle, any $H$-free bipartite graph $G$ satisfies $\tilde{h}(G) \in o(n)$, and for all but at most four bipartite graphs $H$ with acyclic $H$ and bipartite complement $H^{C}$, any $H$-free bipartite graph satisfies $\tilde{h}(G)=c n$ for some constant $c(H)$. In Chapter 1 we will look at these open cases and in Chapter 2 we determine the size of a largest bihole in a bipartite graph with bounded maximum degree, which will lead to improved EH-coefficients for bipartite graphs $H$ with only one vertex in one part.

Erdős and Hajnal [59] further stated a multicoloured version of Conjecture 0.1 asserting that for any fixed integer $k \geq 3$ and for any fixed $s^{\prime}$-edge-coloured clique $K$ on $k$ vertices, for $s \geq s^{\prime} \geq 2$, there is a positive constant $a=a(K)$ such that any $s$-edge-colouring of a complete graph on $n$ vertices with no copy of $K$ contains a clique on $\Omega\left(n^{a}\right)$ vertices using at most $s-1$ colours.

In Chapter 3 we will make this precise and reduce the multicolour EH-conjecture to the case where the number of colours $s$ is equal to or one more than the number of colours used on the forbidden colouring. We further state a size variant of the
multicolour EH-conjecture and show that it holds for $s \in\{2,3\}$ colours. We also generalise Lemma 0.2 to an arbitrary number of colours.

In Chapter 4 we will investigate the multicolour EH-conjecture for 3 colours and forbidden patterns on triangles, i.e. we are looking for large 2-coloured cliques in 3coloured complete graphs which do not contain some given forbidden colourings on triangles. In particular, there might be more than one forbidden triangle-colouring. We show that the Erdős-Hajnal conjecture holds true in this setting. We focus on the quantitative version of the conjecture and provide asymptotic bounds on the sizes of the largest 2-edge-coloured cliques for all families of forbidden patterns containing at most 3 triangle-colourings.

The Erdős-Hajnal conjecture fails for $r$-graphs, $r \geq 3$, already when $H$ is a complete graph of size $r+1$. Indeed, well-known results on off-diagonal hypergraph Ramsey numbers show that there are $n$-vertex $r$-graphs that do not have a clique on $r+1$ vertices and do not have co-cliques on $f_{r}(n)$ vertices, where $f_{r}$ is an iterated logarithmic function (see [110] for the best known results).

Moreover, the following result (Claim 1.3. in [80]) tells us exactly which $r$-graphs, $r \geq 3$, have the EH-property. Here $D_{2}$ is the unique 3-graph on 4 vertices with exactly 2 edges.

Theorem 0.3 (Gishboliner, Tomon [80]). Let $r \geq 3$. If $F$ is an $r$ - graph on at least $r+1$ vertices and $F \neq D_{2}$, then there is an $F$-free $r$-graph $H$ on $n$ vertices such that $h(H)=(\log n)^{O(1)}$.

It is natural to consider the EH-property for families of $r$-graphs instead of a single $r$-graph. We call an $r$ - graph $F$ on $m$ vertices and $f$ edges an $(m, f)$-graph, we call the pair $(m, f)$ the order-size pair for $F$ and we say that an $r$-graph $H$ is $(m, f)$-free if it contains no induced copy of an $(m, f)$-graph. Similarly, we say a pair $(m, f)$ (or a family of pairs $\left.Q=\left\{\left(m_{1}, f_{1}\right), \ldots,\left(m_{k}, f_{k}\right)\right\}\right)$ has the EH-property if any $(m, f)$-free (or $Q$-free) $r$-graph $H$ satisfies $h(H) \geq|H|^{\epsilon}$ for some $\epsilon$ only depending on $(m, f)$. In Chapter 5 we show that for $r=2$ any order-size pair has the EH-property. We then fix $r=3$ and $m=4$ and consider all possible families $Q$ of order-size pairs with these parameters. For each such $Q$ we give bounds on $h(H)$ for any $Q$-free $H$ and determine which families $Q$ have the EH-property.

## Chapter 1 The bipartite variant of the Erdós-Hajnal CONJECTURE - QUANTITATIVE VERSION

### 1.1 Introduction

Let $\operatorname{Forb}(n, H)$ denote the set of all bipartite graphs with parts of size $n$ which do not contain a copy of $H$ as an induced bipartite subgraph respecting sides. Recall that we call a bipartite graph $H$-free if it does not contain an induced copy of $H$. Recall that $\tilde{h}(G)=\min \{\tilde{\alpha}(G), \tilde{\omega}(G)\}$ denotes the size of a largest balanced homogeneous set, i.e. a biclique or a bihole/co-biclique in $G$. Let

$$
\tilde{h}(n, H)=\tilde{h}(\operatorname{Forb}(n, H))=\min \{\tilde{h}(G): G \in \operatorname{Forb}(n, H)\} .
$$

Lemma 1.1. If $H$ is an induced bipartite subgraph of $K$ (respecting sides), we have $\tilde{h}(n, H) \geq$ $\tilde{h}(n, K)$.

Proof. Any $H$-free bipartite graph is also $K$-free by assumption. Thus, we have $\operatorname{Forb}(n, H) \subseteq \operatorname{Forb}(n, K)$, and thus, $\tilde{h}(n, H)=\min \{\tilde{h}(G): G \in \operatorname{Forb}(n, H)\} \geq$ $\min \{\tilde{h}(G): G \in \operatorname{Forb}(n, K)\}=\tilde{h}(n, K)$.

It is implicit from a result of Erdős, Hajnal and Pach [60] that for any bipartite $H$ with the smaller part of size $k$, we have $\tilde{h}(n, H)=\Omega\left(n^{1 / k}\right)$. If either $H$ or its bipartite complement $H^{c}$ contain a cycle, then it must contain either $C_{4}, C_{6}$ or $C_{8}$. A standard probabilistic argument, see for example [15], shows that in this case we have $\tilde{h}(n, H)=O\left(n^{1-\epsilon}\right)$ for some positive $\epsilon$.

Axenovich, Tompkins and the author [15] addressed the question of when $\tilde{h}(n, H)$ is linear in $n$. We say that a bipartite graph $H$ is strongly acyclic if neither $H$ nor its bipartite complement $H^{c}$ contain a cycle. They showed that for all but at most four strongly acyclic graphs $H, \tilde{h}(n, H)$ is linear in $n$. Let

$$
\mathcal{H}=\left\{\tilde{P}_{5}, P_{6}, S_{1,2,3}, P_{7}\right\},
$$

the set of these four strongly acyclic graphs, given in Figure 1.1.
Theorem 1.2 (Axenovich, Tompkins, Weber [15]). Let $H$ be a strongly acyclic bipartite graph. If neither $H$ nor $H^{\prime}$ is in $\mathcal{H}$, there is a positive constant $c=c(H)$ such that $\tilde{h}(n, H) \geq c n$.

Moreover, for several graphs $H$ the value of $\tilde{h}(n, H)$ was determined exactly; the


Figure 1.1: The set $\mathcal{H}=\left\{\tilde{P}_{5}, P_{6}, S_{1,2,3}, P_{7}\right\}$.
results are summarised in Table 1.1. Here $M_{k, k}$ is the bipartite graph with vertex set $\left\{v_{1}, v_{2}\right\} \dot{\cup}\left\{s_{1}, \ldots, s_{2 k+2}\right\}$, such that $v_{1}$ is incident to $\left\{s_{1}, \ldots, s_{k}, s_{2 k+1}\right\}, v_{2}$ is incident to $\left\{s_{k+1}, \ldots, s_{2 k+1}\right\}$, and $H_{k, k}=2 K_{1, k}$. Then any strongly acyclic bipartite graph with at most two vertices in its smaller part is an induced subgraph of $M_{k, k}$ for some $k$; one can easily show that any strongly acyclic bipartite graph $H$ with $H \notin \mathcal{H}$ has at most 2 vertices in its smaller part. $\tilde{P}_{3}$ denotes the $(2 \times 2)$ bipartite graph which is a $P_{3}$ and an isolated vertex. Using Lemma 1.1 one obtains the given bounds.

| forbidden $H$ | $\tilde{h}(n, H)$ |
| :--- | :--- |
| not strongly acyclic | $o(n)$ |
| $H \subseteq M_{k, k}$ | $\geq \frac{n}{30\|V(H)\|}$ |
| $H \in \tilde{\mathcal{H}}$ | $?$ |
| $H \subseteq H_{k, k}$ | $\geq \frac{n}{2 k}$ |
| $P_{4}$ | $=\left\lceil\frac{n}{3}\right\rceil$ |
| $2 K_{2}$ | $=\left\lceil\frac{n}{2}\right\rceil$ |
| $\tilde{P}_{3}$ | $\geq\left\lceil\frac{2 n}{5}\right\rceil$ |

Table 1.1: Bipartite EH-coefficients from [15]

In the remaining part of this chapter we will deal with the four open cases. In Chapter 2, we will look at large biholes in bipartite graphs with bounded maximum degree in one part, which will yield the upper bound on $\tilde{h}(n, H)$ for $H$ with one vertex in the smaller part. The results are summarised in Table 1.2.

| forbidden $H$ | $\tilde{h}(n, H)$ | Source |
| :--- | :--- | :--- |
| $H \subseteq K_{1, k}$ | $\geq \frac{1}{2} \frac{\log \Delta(H)}{\Delta(H)} n$ | Chapter 2, [13] |
| $P_{7}$ | $\geq \frac{n}{10^{13}}$ | Proposition 1.5 |
| $P_{6}$ | $\geq \frac{n}{10^{13}}$ | Corollary 1.9 |
| $S_{1,2,3}$ | $\geq \frac{n}{6}$ | [2], Proposition 1.10 |
| $\tilde{P}_{5}$ | $\geq \frac{n}{6}$ | Corollary 1.13 |

Table 1.2: Improved bipartite EH-coefficients

In particular, the results from Table 1.2 together with Theorem 1.2 imply the following:

Theorem 1.3. Let $H$ be a bipartite graph. Then $H$ is strongly acyclic if and only if there exists some $c=c(H)>0$, s.t. $\tilde{h}(n, H) \geq c n$.

Scott, Seymour and Spirkl [117] proved the following theorem:
Theorem 1.4 (Scott, Seymour, Spirkl [117]). For every bipartite graph $H$ which is a forest and every $\tau$ with $0<\tau \leq 1$ there exists $\epsilon=\epsilon(H)>0$, such that any $H$-free $(n \times n)$ bipartite graph $G$ with at most $(1-\tau) n^{2}$ edges satisfies $\tilde{\alpha}(G) \geq \epsilon$.

Note that one can obtain Theorem 1.3 from Theorem 1.4 in the following way: Let $H$ be a strongly acyclic bipartite graph and let $G$ be any $(n \times n)$ bipartite $H$-free graph. If $|E(G)| \leq \frac{1}{2} n^{2}$, by Theorem 1.4 we have $\tilde{\alpha}(G) \geq \epsilon(H) n$. Otherwise, $G^{c}$ is $H^{c}$-free and has at most $\frac{1}{2} n^{2}$ edges, so by Theorem 1.4 we have that $\tilde{\omega}(G)=\tilde{\alpha}\left(G^{c}\right) \geq \epsilon\left(H^{c}\right) n$.

However, the proof of Theorem 1.4 does not provide any specific constants $\epsilon(H)$. It uses, amongst others, the existence of hypergraph Ramsey numbers, for which we have the lower bound $R_{k}(n, n) \geq t_{k-1}\left(c n^{2}\right)$, where $t_{k}(x)$ is the tower function defined by $t_{1}(x)=x$ and $t_{i+1}(x)=2^{t_{i}(x)}$. At one step in the proof one iterates over all forests on a fixed number of vertices, where $k$ is the number of vertices in the forest, and in each iteration, $n$ is the Ramsey number from the previous step. Even when only considering strongly acyclic bipartite graphs in $\tilde{\mathcal{H}}$ on 6 or 7 vertices, following the proof of Theorem 1.4 will only give $\epsilon^{-1}>R_{k}(n, n)$ for some huge $n$, which is considerably weaker than the bounds obtained in the next section.

Note that the notion of large bicliques and co-bicliques in ordered bipartite graphs with forbidden induced subgraphs corresponds to the notion of submatrices of all 0's or of all 1 's in binary matrices with forbidden submatrices. Here ordered means that the vertices in the two parts are ordered according to the rows and columns of the matrices, thus, one forbidden submatrix only forbids one specific ordering of the corresponding bipartite graph. A paper by Korándi, Pach and Tomon [96] addresses a similar question for matrices. In addition, one could interpret bipartite graphs as set systems consisting of all the neighbourhoods of vertices from one part. Structural properties of these graphs in terms of VC-dimension of the respective set system in connection to the Erdős-Hajnal conjecture are addressed for example by Fox, Pach and Suk [72].

### 1.2 Specific bounds in the linear regime

The goal of this section is to deal with the four remaining cases $\tilde{P}_{5}, S_{1,2,3}, P_{6}$ and $P_{7}$. In particular, we will show that in each of those cases we obtain $\tilde{h}(n, H) \geq c(H) n$, for some positive constants $c(H)$, which will then prove Theorem 1.3. Note that $\tilde{P}_{5}$ and $P_{6}$ are induced subgraphs of $S_{1,2,3}$ and $P_{7}$ respectively, so by Lemma 1.1 it suffices to find positive constants $c\left(S_{1,2,3}\right)$ and $c\left(P_{7}\right)$, even though these might not be best possible for $c\left(\tilde{P}_{5}\right)$ and $c\left(P_{6}\right)$.

### 1.2.1 Paths on 6 and 7 vertices

Proposition 1.5. We have $\tilde{h}\left(n, P_{7}\right) \geq \frac{n}{544^{4} \cdot 3 \cdot 2^{5}}$.

The proof is partly inspired by a result by Bousquet, Lagoutte and Thomassé [27] on the Erdős-Hajnal conjecture for paths and antipaths. Before we prove the statement, we need some auxiliary lemmata:

Lemma 1.6. Let $G=(A \dot{\cup} B, E)$ be an $\left(n_{1} \times n_{2}\right)$ bipartite graph with $n_{1}, n_{2} \geq 2$. Then $G$ contains either a co-biclique or a connected component with parts of sizes at least $\frac{n_{1}}{3}$ and $\frac{n_{2}}{3}$ in $A$ and $B$ respectively.

Proof. Let, for some index set $I$, the connected components of $G$ have parts $A_{i}$ and $B_{i}$ of sizes $a_{i}, b_{i}$, respectively, $A_{i} \subseteq A, B_{i} \subseteq B, i \in I$. Let $G_{i}=G\left[A_{i} \dot{\cup} B_{i}\right]$ be the $i^{\text {th }}$ connected component of $G$.

We can assume that for each $i$ we either have $a_{i}<\frac{n_{1}}{3}$ or $b_{i}<\frac{n_{2}}{3}$, since otherwise there is a connected component with parts of sizes $\frac{n_{1}}{3}, \frac{n_{2}}{3}$.

Then we have $a_{i}<\frac{n_{1}}{3}$ and $b_{i}<\frac{n_{2}}{3}$ for each $i \in I$ : Assume there is $i \in I$ s.t. $a_{i} \geq \frac{n_{1}}{3}$ or $b_{i} \geq \frac{n_{2}}{3}$, say $a_{i} \geq \frac{n_{1}}{3}$. Then by our assumption above we must have $b_{i}<\frac{n_{2}}{3}$. Hence, we find a co-biclique with parts $A_{i}, B \backslash B_{i}$ of sizes at least $\frac{n_{1}}{3}$ and $\frac{2 n_{2}}{3}$ respectively.

Let $I_{1}$ be the set of indices for which we have $\frac{a_{i}}{n_{1}} \leq \frac{b_{i}}{n_{2}}$. Let $I_{2}=I \backslash I_{1}$. Let $X_{1}=\bigcup_{i \in I_{1}} A_{i}, Y_{1}=\bigcup_{i \in I_{1}} B_{i}, X_{2}=A \backslash A_{1}, Y_{2}=B \backslash B_{2}, x_{1}=\left|X_{1}\right|, x_{2}=\left|X_{2}\right|, y_{1}=\left|Y_{1}\right|$, $y_{2}=\left|Y_{2}\right|$. Consider the co-biclique with parts $Y_{1}, X_{2}$. We can assume that either $y_{1}<\frac{n_{2}}{3}$ or $x_{2}<\frac{n_{1}}{3}$. If $x_{1}<\frac{n_{1}}{3}$, then clearly $x_{2}>\frac{2 n_{1}}{3}$, so assume $y_{1}<\frac{n_{2}}{3}$. Then $x_{1}<\frac{n_{1}}{3}$ since for each $i \in I_{1}, \frac{a_{i}}{n_{1}} \leq \frac{b_{i}}{n_{2}}$. Thus, in either case we have $x_{2}>\frac{2 n_{1}}{3}$.

Consider a minimal subset $I_{3} \subseteq I_{2}$ such that $X_{3}=\bigcup_{i \in I_{3}} A_{i} \subseteq X_{2}$ has size $x_{3}>\frac{n_{1}}{3}$.

Then $x_{3}<\frac{2 n_{1}}{3}$, otherwise for any $i \in I_{3},\left|X_{3} \backslash A_{i}\right|>\frac{2 n_{1}}{3}-\frac{n_{1}}{3}=\frac{n_{1}}{3}$. In particular, we could have taken $I_{3} \backslash\{i\}$ instead of $I_{3}$, contradicting its minimality. Thus, $Y_{3}=\bigcup_{i \in I_{3}} B_{i}$ has size less than $\frac{2 n_{2}}{3}$, since $\frac{b_{i}}{n_{2}}<\frac{a_{i}}{n_{1}}$ for $i \in I_{3} \subseteq I_{2}$. This implies that $X_{3}$ and $B \backslash Y_{3}$ form a co-biclique with parts of sizes at least $\frac{n_{1}}{3}$ and $\frac{n_{2}}{3}$.

Note that $\frac{1}{3}$ is best possible: For $n_{1}, n_{2} \geq 3$ take the pairwise disjoint union of 3 bicliques with part sizes in $\left\{\left\lfloor\frac{n_{1}}{3}\right\rfloor,\left\lceil\frac{n_{1}}{3}\right\rceil,\left\lfloor\frac{n_{2}}{3}\right\rfloor,\left\lceil\frac{n_{2}}{3}\right\rceil\right\}$.

Lemma 1.7. For every $k \geq 2$ there exists $\epsilon_{k}>0$ and $c_{k}$ with $0<c_{k} \leq 1$, such that every connected $\left(n_{1} \times n_{2}\right)$ bipartite graph $G=(U \cup \cup V, E)$ with $n_{1}, n_{2} \geq 2$ satisfies one of the following:

- There exists a vertex $v \in A$ of degree more than $\epsilon_{k} n_{2}$ or a vertex $v \in B$ of degree more than $\epsilon_{k} n_{1}$; or
- for every vertex $v, G$ contains an induced $P_{k}$ starting at $v$; or
- $G$ contains a co-biclique with part sizes $c_{k} n_{1}$ and $c_{k} n_{2}$.

In particular, we can set $\epsilon_{2}=c_{2}=1$ and $\epsilon_{k}=\frac{\epsilon_{k-1}}{3+\epsilon_{k-1}}$ and $c_{k}=c_{k-1} \frac{\left(1-\epsilon_{k}\right)}{3}$ for $k \geq 3$.

Proof by induction on $k$. For $k=2$, the second item trivially holds, since $G$ is connected and thus, every vertex is the endpoint of an edge. Set $\epsilon_{2}=c_{2}=1$.

If $k>2$, let $\epsilon_{k}=\frac{\epsilon_{k-1}}{3+\epsilon_{k-1}}$ and $c_{k}=c_{k-1} \frac{\left(1-\epsilon_{k}\right)}{3}$. Then we have $\epsilon_{k}=\epsilon_{k-1} \frac{\left(1-\epsilon_{k}\right)}{3}$, and so we have $c_{k}=\epsilon_{k}$.

Assume the first item does not hold, i.e. the maximum degree in $A$ is at most $\epsilon_{k} n_{2}$ and the maximum degree in $B$ is at most $\epsilon_{k} n_{1}$. We will show that the 2 nd or 3 rd item must hold then.

Let $v$ be any vertex in $V(G)$, w.l.o.g. $v \in A$ (for $v \in B$ simply swap the roles of $A$ and $B$ in the proof) and set $A^{\prime}=A \backslash\{v\}$ and $B^{\prime}=B \backslash N(v)$. Then we have that $a=\left|A^{\prime}\right|=n_{1}-1$ and $b=\left|B^{\prime}\right| \geq\left(1-\epsilon_{k}\right) n_{2}$. Then by Lemma 1.6, $G\left[A^{\prime} \cup B^{\prime}\right]$ contains either a co-biclique or a connected component $S$ with parts of sizes $n_{1}^{\prime} \geq a / 3 \geq \frac{n_{1}-1}{3}$ and $n_{2}^{\prime} \geq b / 3=\frac{\left(1-\epsilon_{k}\right) n_{2}}{3}$. If $S$ is a co-biclique, the third item holds and we are done, so $S$ is a connected component.

Let $w \in N(v)$ be adjacent to $S$ (which exists, by connectivity of $G$ ). Consider the graph $G^{\prime}=G[S \dot{\cup}\{w\}]$. Then the maximum degree in $A \cap V\left(G^{\prime}\right)$ is still at most $\epsilon_{k} n_{2}=\epsilon_{k-1}\left(\frac{\left(1-\epsilon_{k}\right) n_{2}}{3}\right) \leq \epsilon_{k-1} n_{2}^{\prime} \leq \epsilon_{k-1}\left(n_{2}^{\prime}+1\right)$ and the maximum degree in $B^{\prime} \cap V\left(G^{\prime}\right)$
is still at most $\epsilon_{k} n_{1}=\epsilon_{k-1}\left(\frac{\left(1-\epsilon_{k}\right) n_{1}}{3}\right) \leq \epsilon_{k-1} n_{1}^{\prime}$. Thus, by the induction hypothesis, either the second or third item holds in $G^{\prime}$, which either gives a $P_{k}$ in $G$ starting at $v$ ( $v w$ and a $P_{k-1}$ starting at $w$ ) or to a co-biclique with part sizes $c_{k-1} \frac{a}{3} \geq c_{k-1} \frac{n_{1}-1}{3} \geq$ $c_{k-1}\left(1-\epsilon_{k}\right) \frac{n_{1}}{3}=c_{k} n_{1}$ and $c_{k-1}\left(\frac{b}{3}+1\right) \geq c_{k-1}\left(1-\epsilon_{k}\right) \frac{n_{2}}{3}=c_{k} n_{2}$.

This proves the existence of either a large co-biclique or a vertex of high degree in $P_{7}$-free bipartite graphs.

The following lemma is due to Erdős, Hajnal and Pach [60], rephrased and proven in a slightly more general form by Scott, Seymour and Spirkl [117]. It provides the existence of either a sparse or a dense subgraph of any $H$-free bipartite graph.

Lemma 1.8 (Scott, Seymour, Spirkl [117]). Let $H$ be a $(k \times l)$ bipartite graph and let $\epsilon>0$. Then there exists $\gamma>0$ with the following property: Let $G$ be an $H$-free $(n \times n)$ bipartite graph with $n>0$ and parts $A, B$; then there exist an $(\gamma n \times \gamma n)$ bipartite subgraph $G^{\prime}$ of $G$, such that either

$$
\Delta\left(G^{\prime}\right)<\epsilon \gamma n \quad \text { or } \quad \delta\left(G^{\prime}\right)>(1-\epsilon) \gamma n
$$

In particular, $\gamma=\min \left\{\frac{1}{2},(k+l)^{-1},(\epsilon / 2)^{k} / l\right\}$ is sufficient.

Now we can finally prove Proposition 1.5.

Proof of Proposition 1.5. Let $\epsilon=\epsilon_{7}$ from Lemma 1.7. By the recursion given $\left(\epsilon_{2}=1\right.$, $\epsilon_{k}=\frac{\epsilon_{k-1}}{3+\epsilon_{k-1}}$ for $k \geq 3$ ) we have $\epsilon_{2}=1, \epsilon_{3}=\frac{1}{4}, \epsilon_{4}=\frac{1}{15}, \epsilon_{5}=\frac{1}{48}, \epsilon_{6}=\frac{1}{147}$ and $\epsilon_{7}=\frac{1}{544}=c_{7}$. Let $\gamma=\min \left\{\frac{1}{2}, \frac{1}{7},(\epsilon / 2)^{3} / 4\right\}=\frac{(\epsilon / 2)^{3}}{4}$.

Let $G$ be an $(n \times n)$ bipartite graph which is $P_{7}$-free. We want to show that $\tilde{h}(G) \geq$ $\frac{\epsilon_{7}^{4}}{3 \cdot 2^{5}} n$. By Lemma 1.8, $G$ contains a $(\gamma n \times \gamma n)$ bipartite subgraph $G^{\prime}$ with either $\Delta(G)<$ $\epsilon \gamma n$ or $\delta(G)>(1-\epsilon) \gamma n$.

Assume we have $\Delta\left(G^{\prime}\right)<\epsilon \gamma n$ (in the other case, consider the bipartite complement $G^{\prime c}$. Then since $P_{7}^{c}=P_{7}, G^{\prime c}$ is $P_{7}$-free and has $\left.\Delta\left(G^{\prime c}\right)=\gamma n-\delta\left(G^{\prime c}\right)<\epsilon \gamma n\right)$. By Lemma 1.6, $G^{\prime}$ contains either a connected component $S$ or a co-biclique with parts of size $\gamma n / 3$. In the latter case we are done, so assume the former. Let $G^{\prime \prime}=G^{\prime}[S]$.

Then according to Lemma 1.7, $G^{\prime \prime}$ contains a co-biclique with parts of sizes at least $c_{7} \gamma \frac{1}{3} n$. Thus, in either case we find a large homogeneous set, and in particular, we have

$$
\tilde{h}(G) \geq \min \left\{\frac{1}{3} \gamma n, \frac{1}{3} c_{7} \gamma n\right\}=\frac{1}{3} \epsilon_{7} \frac{\left(\epsilon_{7} / 2\right)^{3}}{4}=\frac{\epsilon_{7}^{4}}{3 \cdot 2^{5}} n=\frac{n}{544^{4} \cdot 3 \cdot 2^{5}}<\frac{n}{10^{13}} .
$$

Corollary 1.9. We have $\tilde{h}\left(n, P_{6}\right) \geq \frac{n}{544^{4} \cdot 3 \cdot 2^{5}}$.

Proof. Since $P_{6}$ is an induced subgraph of $P_{7}$, by Lemma 1.1 we have $\tilde{h}\left(n, P_{7}\right) \leq \tilde{h}\left(n, P_{6}\right)$.

### 1.2.2 Remaining bipartite graphs

Let $H=S_{1,2,3}$ denote the following bipartite graph on 7 vertices:


Figure 1.2: The graph $S_{1,2,3}$

Proposition 1.10 (Alecu, Atminas, Lozin, Zamaraev [2]). We have $\tilde{h}\left(n, S_{1,2,3}\right) \geq \frac{n}{6}$.

A partial proof of this proposition appears, with some gaps, in [2]. We give a complete proof here.

We use a decomposition scheme, using the language from [2,69], called canonical decomposition:

We define a good split as the decomposition of a bipartite graph $G=(U \cup \cup V, E)$ into two non-empty bipartite graphs $G_{1}=G\left[U_{1} \dot{\cup} V_{1}\right]$ and $G_{2}=G\left[U_{2} \dot{\cup} V_{2}\right]$, where $U=U_{1} \dot{\cup} U_{2}$ and $V=V_{1} \dot{\cup} V_{2}$, such that each of the graphs $G\left[U_{1} \cup \dot{U} V_{2}\right]$ and $G\left[U_{2} \dot{U} V_{1}\right]$ is either complete or empty.

If we want to canonically decompose a bipartite graph $G$, we find a good split into $G_{1}$ and $G_{2}$, and then recursively find good splits in $G_{1}$ and $G_{2}$. If we cannot find a good split in a bipartite graph, it is called canonically indecomposable. If we can recursively decompose a bipartite graph by good splits until all components consist of a single vertex, the graph is called totally decomposable.

We need the following two characterisations:
Lemma 1.11 (Fouquet et al. [69]). A bipartite graph $H$ is totally decomposable by canonical decomposition if and only if it is $\left\{P_{7}, S_{1,2,3}\right\}$-free.

Lemma 1.12 (Alecu et al. [2]). Any canonically indecomposable $S_{1,2,3}$-free $(n \times n)$ bipartite graph $G$ containing a $P_{7}$ satisfies $\tilde{h}(G) \geq \frac{n}{4}$.

In the proof of Lemma 1.12 a lemma from Lozin [104] is used, characterising $S_{1,2,3^{-}}$ free graphs containing a $P_{7}$. Now we can prove Proposition 1.10.

Proof of Proposition 1.10: Let $G$ be an $S_{1,2,3}$-free $(n \times n)$ bipartite graph. If $G$ is canonically indecomposable, by Lemma 1.11, $G$ contains a $P_{7}$, so by Lemma 1.12 , we have $\tilde{h}(G) \geq \frac{n}{4}$.

So assume $G$ is not indecomposable, so we can find a good split and decompose $G=(U \dot{\cup} V, E)$ into two graphs $G_{1}=G\left[U_{1} \dot{\cup} V_{1}\right]$ and $G_{1}^{\prime}=G\left[U_{1}^{\prime} \dot{\cup} V_{1}^{\prime}\right]$. W.l.o.g. $\left|U_{1}\right| \geq$ $\left|U_{1}^{\prime}\right|$. We will recursively decompose $G_{k}$ into two graphs $G_{k+1}=G_{k}\left[U_{k+1} \dot{\cup} V_{k+1}\right]$ and $G_{k+1}^{\prime}=G_{k}\left[U_{k+1}^{\prime} \cup \dot{U} V_{k+1}^{\prime}\right]$ with $\left|U_{k+1}\right| \geq\left|U_{k+1}^{\prime}\right|$ until $G_{k}$ does not contain a good split, i.e. until we are left with a canonically indecomposable bipartite graph $G_{k}$. Note that we only further decompose the graphs $G_{k}$, never $G_{k}^{\prime}$. In particular, for any $j \in[k]$ we have $U=U_{1}^{\prime} \dot{U} U_{2}^{\prime} \dot{\cup} \cdots \dot{\cup} U_{k}^{\prime} \dot{\cup} U_{k}$.

Case 1: $\left|U_{k}\right| \geq \frac{2 n}{3}$. If $\left|V_{k}\right| \geq \frac{2 n}{3}$, then by Lemma $1.12 \tilde{h}\left(G_{k}^{\prime}\right) \geq \frac{1}{4} \frac{2 n}{3}=\frac{n}{6}$, so assume $\left|V_{k}\right|<\frac{2 n}{3}$. Then we have $\left|V_{1}^{\prime} \dot{\cup} V_{2}^{\prime} \dot{\cup} \cdots \dot{\cup} V_{k}^{\prime}\right|>\frac{n}{3}$, and $G\left[U_{k} \dot{U} V_{i}^{\prime}\right]$ is either complete or empty for each $i \leq k$. Thus, taking $U_{k}$ and some of the sets $V_{i}^{\prime}$, we have $\tilde{h}(G) \geq \frac{1}{2} \frac{n}{3}=\frac{n}{6}$.

Case 2: $\left|U_{k}\right|<\frac{2 n}{3}$. Since $U=U_{1}^{\prime} \dot{\cup} U_{2}^{\prime} \dot{\cup} \cdots \dot{\cup} U_{k}^{\prime} \dot{\cup} U_{k}$, we have $\left|U_{1}^{\prime} \dot{\cup} \cdots \dot{\cup} U_{k}^{\prime}\right|>\frac{n}{3}$. Pick the smallest $j$ s.t. $\left|U_{1}^{\prime}\right|+\left|U_{2}^{\prime}\right|+\cdots+\left|U_{j}^{\prime}\right|>\frac{n}{3}$. Since $\left|U_{1}^{\prime} \dot{\cup} U_{2}^{\prime} \dot{\cup} \cdots \dot{U} U_{j}^{\prime} \dot{\cup} U_{j}\right|=n$ and by definition of $j$, we obtain $\left|U_{j}^{\prime}\right|+\left|U_{j}\right| \geq \frac{2 n}{3}$ and thus, since $\left|U_{j}\right| \geq\left|U_{j}^{\prime}\right|$, we have $\left|U_{j}\right| \geq \frac{n}{3}$.

Case 2.1: $\left|V_{j}\right| \geq \frac{n}{6}$. Then for $i \leq j$, each $G\left[U_{i}^{\prime} \dot{\cup} V_{j}\right]$ is either complete or empty. Since $\sum_{i=1}^{j}\left|U_{i}^{\prime}\right|>\frac{n}{3}$, we find a collection of sets $U_{i}^{\prime}$ that span $\frac{1}{2} \frac{n}{3}$ vertices that form a biclique or a co-biclique with $V_{j}^{\prime}$, i.e. $\tilde{h}(G) \geq \frac{n}{6}$.
Case 2.2: $\left|V_{j}\right|<\frac{n}{6}$. Then for $i \leq j$, each $G\left[U_{j}, V_{i}^{\prime}\right]$ is either complete or empty. Since $\left|U_{j}\right| \geq \frac{n}{3}$, and $\left|\dot{U}_{i=1}^{j} V_{i}^{\prime}\right| \geq \frac{5 n}{6}$, we have $\tilde{h}(G) \geq \tilde{h}\left(G\left[U_{j}^{\prime} \dot{\cup}\left(\dot{U}_{i \leq j} V_{i}\right)\right]\right) \geq$ $\frac{n}{6}$.

Thus, in any case, we have $\tilde{h}(G) \geq \frac{n}{6}$.
Corollary 1.13. We have $\tilde{h}\left(n, \tilde{P}_{5}\right) \geq \frac{n}{6}$.

Proof. Since $\tilde{P}_{5}$ is an induced subgraph of $S_{1,2,3}$, by Lemma 1.1 and Proposition 1.10 we obtain $\frac{n}{6} \leq \tilde{h}\left(n, S_{1,2,3}\right) \leq \tilde{h}\left(n, \tilde{P}_{5}\right)$.

### 1.3 Concluding remarks

While Theorem 1.3 gives a full characterisation for which forbidden bipartite graphs $H$ the function $\tilde{h}(n, H)$ is linear in $n$, we only know the asymptotic behaviour. The constants $c(H)$ obtained in Propositions 1.5 and 1.10 are probably far from optimal; an easy to see upper bound on $c(H)$ for any graph in $\tilde{\mathcal{H}}$ is $\frac{1}{3}$, which can be obtained by taking three pairwise disjoint copies of $K_{n / 3, n / 3}$.

For $H \in\left\{S_{1,2,3}, \tilde{P}_{5}\right\}$ we have $c(H) \leq \frac{n}{4}$, as can be seen by considering the blowup of $C_{8}$, i.e. the $(4 m \times 4 m)$ bipartite graph $G$ with parts $U=U_{1} \dot{\cup} U_{2} \dot{U} U_{3} \dot{\cup} U_{4}$ and $V=V_{1} \dot{\cup} V_{2} \cup \dot{V} V_{3} \dot{\cup} V_{4}$, where $\left|U_{i}\right|=\left|V_{i}\right|=m$ for $i \in[4]$, and $u v$ with $u \in U_{i}, v \in V_{j}$ is an edge if and only if $j \in\{i, i+1\}(\bmod 4)$. This graph is $H$-free and satisfies $\tilde{\alpha}(G)=\tilde{\omega}(G)=\frac{n}{4}$. Thus, $\frac{n}{6} \leq c(H) \leq \frac{n}{4}$.

Also, there is no other non-trivial upper bound on any of those constants $c(H)$, so it would be interesting to exactly determine those constants.

## Chapter 2 Bipartite independence number in graphs with BOUNDED MAXIMUM DEGREE

### 2.1 Introduction

The problem of finding $g(n, \Delta)$, the smallest possible size of a largest independent set in an $n$-vertex graph with given maximum degree $\Delta$ is not very difficult. Indeed, one can consider the graph that is the disjoint union of $\lfloor n /(\Delta+1)\rfloor$ complete graphs on $\Delta+1$ vertices each and a complete graph on the remaining vertices. This shows that $g(n, \Delta) \leq\lceil n /(\Delta+1)\rceil$. On the other hand, every $n$-vertex graph of maximum degree $\Delta$ contains an independent set of size $\lceil n /(\Delta+1)\rceil$, obtained for example by the greedy algorithm. Consequently, $g(n, \Delta)=\lceil n /(\Delta+1)\rceil$. The situation is more interesting for regular graphs, see Rosenfeld [116] for a more detailed analysis. The analogous problem in the bipartite setting is more complex: determining the smallest possible bipartite independence number of a bipartite graph with maximum degree $\Delta$ is still unresolved, even for $\Delta=3$.

Recall that a bihole of size $k$ in a bipartite graph $G=(A \cup \dot{\cup} B, E)$ with a given bipartition $A, B$, is a pair $(X, Y)$ with $X \subseteq A, Y \subseteq B$ such that $|X|=|Y|=k$, and such that there are no edges of $G$ with one endpoint in $X$ and the other endpoint in $Y$. Thus, the size of the largest bihole can be viewed as a bipartite version of the usual independence number. This chapter is devoted to studying the behaviour of this function. We write $\log$ for the natural logarithm.

Definition 2.1. Let $f(n, \Delta)$ be the largest integer $k$ such that any $(n \times n)$ bipartite graph $G=(A \dot{\cup} B, E)$ with $d(a) \leq \Delta$ for all $a \in A$ contains a bihole of size $k$. Let $f^{*}(n, \Delta)$ be the largest integer $k$ such that any $(n \times n)$ bipartite graph $G$ with $\Delta(G) \leq \Delta$ contains a bihole of size $k$.

While $f(n, \Delta)$ is defined by restricting the maximum degree in one part of the graph, $f^{*}(n, \Delta)$ is its 'symmetric' version. Observe that $f(n, \Delta) \leq f^{*}(n, \Delta)$ for any natural numbers $n$ and $\Delta$ for which these functions are defined.

Theorem 2.2. There exists an integer $\Delta_{0}$ such that if $\Delta \geq \Delta_{0}$ and $n>5 \Delta \log \Delta$, then

$$
f^{*}(n, \Delta) \geq f(n, \Delta) \geq \frac{1}{2} \cdot \frac{\log \Delta}{\Delta} n .
$$

The proof of Theorem 2.2 follows by first determining the value of $f(n, 2)$ (see Theorem 2.6) and then reducing the general problem of bounding $f(n, \Delta)$ by applying
the bound on $f(n, 2)$ in conjunction with a probabilistic argument. A slightly weaker bound was obtained by Feige and Kogan, [66]. They proved that $f(n, \Delta) \geq c n \log \Delta / \Delta$, for any constant $c<1 / 2$. The proof is a very similar probabilistic approach to the one used here, but instead of looking for a subset of vertices inducing a graph with maximum degree at most 2 in $A$, the authors immediately look for a bihole. Thus, our Theorem 2.2 is a modest improvement of this result giving a constant term equal to $1 / 2$; this has been improved recently by Chakraborti [41] to ( $1-\varepsilon$ ), see Theorem 2.17 in Section 2.4.

Theorem 2.3. For any $\varepsilon \in(0,1)$ there is an integer $\Delta_{0}=\Delta(\epsilon)$ such that if $\Delta \geq \Delta_{0}$ and $n \geq \Delta$, then

$$
f(n, \Delta) \leq(2+\varepsilon) \cdot \frac{\log \Delta}{\Delta} n .
$$

In addition, there is a constant $c$ such that $f^{*}(n, \Delta) \leq c \frac{\log \Delta}{\Delta} n$.

Theorems 2.3 and 2.2 thus determine $f(n, \Delta)$ asymptotically for sufficiently large, but fixed $\Delta$ and growing $n$. We state this concisely in the following corollary.

Corollary 2.4. For every $\varepsilon \in(0,1)$ there exists an integer $\Delta_{0}=\Delta_{0}(\varepsilon)$ such that the following holds. For any $\Delta \geq \Delta_{0}$ there is $N_{0}=N_{0}(\Delta)$ such that for any $n \geq N_{0}$,

$$
\frac{1}{2} \cdot \frac{\log \Delta}{\Delta} n \leq f(n, \Delta) \leq(2+\varepsilon) \cdot \frac{\log \Delta}{\Delta} n .
$$

Corollary 2.5. There is a $\Delta_{0}$ such that if $\Delta \geq \Delta_{0}$, then $f^{*}(n, \Delta)=\Theta\left(\frac{\log \Delta}{\Delta} n\right)$.
There is a gap between the lower bound in Theorem 2.2 (and also the improvement, see Theorem 2.17) and the upper bound in Theorem 2.3. We leave the closing of this gap as an open problem; see Section 2.4.

Given Corollary 2.4, it is natural to consider the behaviour of $f(n, \Delta)$ when $\Delta$ is small. In this case, we have only the following modest results. The bounds are obtained as corollaries of general bounds that become less and less precise as $\Delta$ grows; see Table 2.1 and Section 2.3.2 for more explicit values.

Theorem 2.6. For any $\Delta \geq 2$ and any $n \in \mathbb{N}$ we have $f(n, \Delta) \geq\left\lfloor\frac{n-2}{\Delta}\right\rfloor$. Moreover, for any $n \in \mathbb{N}$ we have $f(n, 1)=\lfloor n / 2\rfloor, f(n, 2)=\lceil n / 2\rceil-1$, and there exists $n_{0}$ such that if $n>n_{0}$, then $0.3411 n<f(n, 3) \leq f^{*}(n, 3)<0.4591 n$.

We also consider the other end of the regime for $\Delta$, when $\Delta$ is close to $n$. In particular, when $\Delta$ is linear in $n$, say $\Delta=n-c n$, it follows from Theorem 2.3 that $f(n, n-c n)=O(\log n)$. Furthermore, it is not too difficult to show that $f(n, n-c n)=$

| $\Delta$ | Lower bound | Upper bound |
| :---: | :---: | :---: |
| 3 | 0.34116 | 0.4591 |
| 4 | 0.24716 | 0.4212 |
| 5 | 0.18657 | 0.3887 |
| 6 | 0.14516 | 0.3621 |
| 7 | 0.11562 | 0.3395 |
| 8 | 0.09384 | 0.3201 |
| 9 | 0.07735 | 0.3031 |
| 10 | 0.06459 | 0.2882 |

Table 2.1: Explicit asymptotic lower and upper bounds on $f(n, \Delta)$, divided by $n$, obtained for small values of $\Delta$, for $n$ large enough.
$\Omega(\log n)$ (see Proposition 2.15 for details). When $\Delta$ is much larger (i.e. $\Delta=n-o(n)$ ), bounding $f(n, \Delta)$ bears a strong connection to the Zarankiewicz problem, which will be discussed in the next section, and we are able to obtain the following result. We formulate it in terms of a bound on the degrees guaranteeing a bihole of constant size $t$. Let

$$
\Delta_{n}(t):=\max \{q: f(n, q)=t\} .
$$

Theorem 2.7. Let $t \geq 4$ be an integer. There is a positive constant $C$ and an integer $N_{0}$ such that if $n>N_{0}$, then $n-C n^{1-1 / t} \leq \Delta_{n}(t) \leq n-C n^{1-\frac{2}{t+1}}$. In addition there is an integer $N_{0}$, such that if $n>N_{0}$, then $\Delta_{n}(2)=n-n^{1 / 2}(1+o(1))$ and $\Delta_{n}(3)=n-n^{2 / 3}(1+o(1))$.

The main results of this chapter are joined work with Axenovich, Sereni and Snyder [13].

This chapter is structured as follows. We describe connections between the function $f(n, \Delta)$, classical bipartite Ramsey numbers, and the Erdős-Hajnal conjecture in Section 2.2. We prove Theorems 2.2 and 2.3 in Section 2.3.1 and prove Theorem 2.6 and establish the values for Table 2.1 in Section 2.3.2. We prove Theorem 2.7 in Section 2.3.3. Section 2.4 provides concluding remarks and open questions.

### 2.2 Related problems

The function $f(n, \Delta)$ is closely related to the bipartite version of the Erdős-Hajnal conjecture, bipartite Ramsey numbers, and the Zarankiewicz function.

Note that $f(n, \Delta)$ for $\Delta$ sublinear in $n$ corresponds to $\tilde{h}(n, H)$ for $H$ a bipartite graph with one vertex in one part of degree $\Delta+1$. Indeed, a bipartite graph not having a
star with $\Delta+1$ leaves is a graph with vertices in one part having degrees at most $\Delta$. Note that in our bipartite version of the Erdős-Hajnal conjecture we respect sides, so $H$ can also have an arbitrary number of isolated vertices in the larger part. In such an $H$-free graph $G$ with degree at most $\Delta$ in one part there are clearly no complete bipartite graphs with $\Delta+1$ vertices in each part, so the largest homogeneous set is a bihole, as $\Delta$ is sublinear in $n$. Its size is thus determined by $f(n, \Delta)$.

Furthermore, the parameter $f(n, \Delta)$ bears a connection to bipartite Ramsey numbers. If $H_{1}$ and $H_{2}$ are bipartite graphs, then the bipartite Ramsey number $\operatorname{br}\left(H_{1}, H_{2}\right)$ is the smallest integer $n$ such that any red-blue colouring of the edges of $K_{n, n}$ produces a red copy of $H_{1}$ or a blue copy of $H_{2}$ respecting sides. Thus, if $f(n, \Delta)=k$, then $\operatorname{br}\left(K_{1, \Delta+1}, K_{k, k}\right)=n$. For results on bipartite Ramsey numbers, see Caro and Rousseau [40], Thomason [121], Hattingh and Henning [87], Irving [89], and Beineke and Schwenk [21].

Finally, considering the bipartite complement, determining $f(n, \Delta)$ is related to the Zarankiewicz problem in bipartite graphs. Recall that $z(n ; t)$ denotes the maximum number of edges in a subgraph of $K_{n, n}$ with no copy of $K_{t, t}$. Finding a large bihole in a bipartite graph is the same as finding a large copy of $K_{t, t}$ in the bipartite complement, where the bipartite complement has large minimum degree on one side (this is spelled out more carefully in Section 2.3.3). There is some literature on the Zarankiewicz problem for $t$ large (see, for example, Balbuena et al. [19, 20], Čulík [49], Füredi and Simonovits [77], Griggs and Ouyang [82], and Griggs, Simonovits and Thomas [83]). However, most of these results address the case when $t$ is close to $n / 2$, or when the results do not lead to improvements on our bounds.

### 2.3 Bounds on $f(n, \Delta)$

In this section we establish upper and lower bounds on $f(n, \Delta)$ for various ranges of $\Delta$. First, we establish the exact value of $f(n, 2)$ that is used in other results. Then, we treat the case when $\Delta$ is fixed but large. We then move on to the case when $\Delta$ is a small fixed constant, and finally, when $\Delta$ is large, i.e. close to $n$.

Lemma 2.8. For every positive integer $n$, we have $f(n, 2)=\lceil n / 2\rceil-1$.

Proof. To see that $f(n, 2)<n / 2$, simply consider an even cycle $C_{2 n}$ on $2 n$ vertices. It remains to establish the lower bound. Let $H=(A \dot{\cup} B, E)$ be an $(n \times n)$ bipartite graph where the degree of each vertex in $A$ is at most 2 . Note that we may assume without loss of generality that the degree of each vertex in $A$ is exactly 2 . Consider the auxiliary
multi-graph $G$ with vertex set $B$, in which two vertices are adjacent if and only if they have a common neighbour in $H$. Consequently, there is a natural bijection between the edges of $G$ and $A$, and thus, $G$ has $n$ vertices and $n$ edges. We assert that $G$ contains a set $E^{\prime}$ of edges and a set $V^{\prime}$ of vertices each of size $\lceil n / 2\rceil-1$, and such that no edge in $E^{\prime}$ has a vertex in $V^{\prime}$. Note then that this pair of sets corresponds to parts of a bihole in $H$ of size $\lceil n / 2\rceil-1$, thus proving that $f(n, 2) \geq\lceil n / 2\rceil-1$. The rest of the proof is devoted to proving the above assertion.

To this end, we consider the (connected) components of $G$ : a component $C$ is dense if $|E(G[C])| \geq|C|$. Let $S_{1}, \ldots, S_{k}$ be the components of $G$, enumerated such that $S_{1}, \ldots, S_{m}$ are dense and the others are not. Note that we must have at least one dense component, so $m \geq 1$, and it could be that all components are dense. Let $x$ be the number of components of $G$ that are not dense, that is, $x:=k-m \in\{0, \ldots, k-1\}$. Let $v$ and $e$ be the number of vertices and edges, respectively, in the union of all dense components of $G$. Then the total number of edges in non-dense components of $G$ is $n-e$ and the total number of vertices in these components is $n-v$. In addition, the number of vertices in non-dense components is at least the number of edges plus the number of components. Thus, $n-v \geq n-e+x$, so $x \leq e-v$.

Let $G^{\prime}$ be a subgraph of $G$ with precisely $\lceil n / 2\rceil-1$ edges and consisting of $S_{1}, \ldots, S_{q}$ and a connected subgraph of $S_{q+1}$, for some $q \in\{0, \ldots, k-1\}$. In particular, if $S_{1}$ has at least $\lceil n / 2\rceil-1$ edges, then $G^{\prime}$ is a connected subgraph of $S_{1}$. It suffices to show that $G^{\prime}$ has at most $\lfloor n / 2\rfloor+1$ vertices, since we can then choose a set $V^{\prime}$ of $\lceil n / 2\rceil-1$ vertices in $V(G) \backslash V\left(G^{\prime}\right)$, which along with $E^{\prime}:=E\left(G^{\prime}\right)$ will form the sought pair $\left(V^{\prime}, E^{\prime}\right)$. To this end, first notice that if $G^{\prime}$ has at most one non-dense component, then the number of vertices of $G^{\prime}$ is at most $\left|E^{\prime}\right|+1$, which is at most $\lceil n / 2\rceil \leq\lfloor n / 2\rfloor+1$, as desired. Suppose now that $G^{\prime}$ has more than one non-dense component. It follows that $G^{\prime}$ contains all dense components of $G$. Let $x^{\prime}$ be the number of non-dense components of $G^{\prime}$. Then $x^{\prime} \leq x$. The number of edges in dense components of $G^{\prime}$ is $e$, and thus, the number of edges in non-dense components of $G^{\prime}$ is $\lceil n / 2\rceil-1-e$. This implies that the number of vertices in non-dense components of $G^{\prime}$ is at most $(\lceil n / 2\rceil-1-e)+x^{\prime} \leq(\lceil n / 2\rceil-1-e)+x$. Adding the number $v$ of vertices in dense components of $G$ and the number of vertices in non-dense components of $G^{\prime}$, we see that the total number of vertices in $G^{\prime}$ is at most $v+((\lceil n / 2\rceil-1-e)+x) \leq\lceil n / 2\rceil-1 \leq\lfloor n / 2\rfloor+1$. This concludes the proof.

### 2.3.1 Proof of Theorems 2.2 and 2.3

The upper bound given in Theorem 2.3 comes from suitably modifying a random bipartite graph $G \in \mathcal{G}\left(n, n, \frac{\Delta}{n}\right)$. The idea of the proof of the lower bound given in Theorem 2.2 is as follows. Let $G=(A \dot{\cup} B, E)$ be an $(n \times n)$ bipartite graph with $d(x) \leq \Delta$ for every $x \in A$. We choose an appropriate parameter $s$ and choose a subset $S$ of $B$ uniformly at random from the set of all $s$-element subsets of $B$ and consider the set $T$ of vertices in $A$ that have at least $\Delta-2$ neighbours in $S$. Lemma 2.8 can then be applied to the bipartite graph induced on parts ( $T, B \backslash S$ ), as in this bipartite graph every vertex in $T$ has degree at most 2 . Intuitively, the set $T$ should be "large enough" to guarantee a large bihole in $G$. Floors and ceilings, when not relevant, are ignored in what follows. We start by establishing the lower bound, that is Theorem 2.2.

Proof of Theorem 2.2. Consider an arbitrary bipartite graph with parts $A$ and $B$ each of size $n$ so that the degrees of vertices in $A$ are at most $\Delta$. Up to adding edges arbitrarily, we may assume without loss of generality that each vertex in $A$ has degree exactly $\Delta$. Choose a subset $S$ of $B$ of size $(1-2 x) n-2$ randomly and uniformly among all such subsets, where $x:=\frac{1}{2} \frac{\log \Delta}{\Delta}$. We assume that $n>5 \Delta \log \Delta$ and $\Delta \geq \Delta_{0}$ is chosen large enough to satisfy the last inequality in the proof. Let $X$ be the random variable counting the number of vertices in $A$ with at least $\Delta-2$ neighbours in $S$. Then

$$
\mathbb{E}[X] \geq n \cdot h(x, n, \Delta),
$$

where $h(x, n, \Delta)$ denotes the probability that an arbitrary vertex in $A$ has exactly $\Delta-2$ neighbours in $S$. Since we may assume that every vertex in $A$ has degree exactly $\Delta$, we have

$$
h(x, n, \Delta)=\binom{\Delta}{\Delta-2}\binom{n-\Delta}{(1-2 x) n-\Delta}\binom{n}{(1-2 x) n-2}^{-1} .
$$

Observe that if $\mathbb{E}[X] \geq 2 x n+2$, then there is a set $A^{\prime}$ of at least $2 x n+2$ vertices in $A$, each sending at most 2 edges to $B \backslash S$. Since $|B \backslash S|=2 x n+2$, Lemma 2.8 implies that there is a bihole between $A^{\prime}$ and $B \backslash S$ of size at least $x n$. Thus, it is sufficient to prove that $h(x, n, \Delta) \geq 2 x+2 / n$. Let us now verify this inequality.

Recall that $x=\frac{1}{2} \frac{\log \Delta}{\Delta}$. Let $\alpha=1-2 x$, so $\alpha=1-\frac{\log \Delta}{\Delta}=\frac{\Delta-\log \Delta}{\Delta} \in(0,1)$. Note that $\alpha n \geq \Delta$ since $n \geq 5 \Delta \log \Delta$. Let $\beta=\frac{1}{\alpha}-1$. Then $\beta=\frac{\log \Delta}{\Delta-\log \Delta}$. We have

$$
h(x, n, \Delta)=\frac{\binom{\Delta}{\Delta-2}\left(_{(1-2 x) n-\Delta}^{n-\Delta}\right)}{\binom{n}{(1-2 x) n-2}}, \quad \text { i.e. }
$$

$$
\begin{align*}
h(x, n, \Delta) & =\frac{\binom{\Delta}{\Delta-2}\left(\begin{array}{c}
n-2 x) n-\Delta
\end{array}\right)}{\left(\begin{array}{l}
n-2 x) n-2
\end{array}\right)} \\
& =\binom{\Delta}{2} \prod_{j=2}^{\Delta-1}\left(\frac{\alpha n-j}{n-j}\right) \cdot\left[\frac{(2 x n+2)(2 x n+1)}{n(n-1)}\right] \\
& >\binom{\Delta}{2} \prod_{j=2}^{\Delta-1}\left(\frac{\alpha n-j}{n-j}\right) \cdot(2 x)^{2} \\
& =\binom{\Delta}{2}(2 x)^{2} \alpha^{\Delta-2} \prod_{j=2}^{\Delta-1}\left(1-\frac{\beta j}{n-j}\right) \\
& \geq\binom{\Delta}{2}(2 x)^{2} \alpha^{\Delta-2}\left(1-\frac{\beta \Delta}{n-\Delta}\right)^{\Delta-2}  \tag{2.1}\\
& \geq\binom{\Delta}{2}(2 x)^{2} \alpha^{\Delta}\left(1-\frac{\beta \Delta}{n-\Delta}\right)^{\Delta}, \tag{2.2}
\end{align*}
$$

where (2.1) holds because the function $j \mapsto \frac{\beta j}{n-j}$ is increasing, as $\beta>0$. Now, expressing $\beta$ in terms of $\Delta$, we note that

$$
\frac{\beta \Delta}{n-\Delta} \leq \frac{\Delta \log \Delta /(\Delta-\log \Delta)}{5 \Delta \log \Delta-\Delta}=\frac{\log \Delta}{(5 \log \Delta-1)(\Delta-\log \Delta)} \leq 1,
$$

and therefore Bernoulli's inequality can be applied to (2.2). It follows that

$$
\begin{align*}
h(x, n, \Delta) & >\binom{\Delta}{2}(2 x)^{2}(1-2 x)^{\Delta}\left(1-\frac{\Delta^{2} \log \Delta}{(\Delta-\log \Delta)(n-\Delta)}\right) \\
& \geq\binom{\Delta}{2}(2 x)^{2}(1-2 x)^{\Delta}\left(1-\frac{4 \Delta \log \Delta}{n}\right)  \tag{2.3}\\
& \geq\binom{\Delta}{2}(2 x)^{2}(1-2 x)^{\Delta} \frac{1}{5}, \tag{2.4}
\end{align*}
$$

where (2.3) follows since $\frac{1}{n-\Delta}<\frac{2}{n}$ and $\log \Delta<\Delta / 2$, and (2.4) holds since $n>5 \Delta \log \Delta$. Now, note that $(1-2 x)^{\Delta}=\left(1-\frac{\log \Delta}{\Delta}\right)^{\Delta} \geq \frac{1}{2} e^{-\frac{\log \Delta}{\Delta} \cdot \Delta}=\frac{1}{2 \Delta}$. Thus, from (2.4) we obtain

$$
h(x, n, \Delta)>\binom{\Delta}{2}(2 x)^{2} \frac{1}{10 \Delta}=(2 x) \frac{(\Delta-1) \log \Delta}{20 \Delta} .
$$

Finally, to bound the right-hand side of the above inequality from below, observe that

$$
(2 x) \frac{(\Delta-1) \log \Delta}{20 \Delta} \geq(2 x)\left(1+\frac{1}{40} \log \Delta\right)=2 x+\frac{\log ^{2} \Delta}{40 \Delta} \geq 2 x+\frac{2}{5 \Delta \log \Delta} \geq 2 x+\frac{2}{n},
$$

where these inequalities hold for sufficiently large $\Delta$. Accordingly, $h(x, n, \Delta)>2 x+\frac{2}{n}$, which concludes the proof of Theorem 2.2.

To prove Theorem 2.3 we shall need to use Chernoff's bound. Specifically, we use the following version (see [90], Corollary 21.7, p.401, for example).
Lemma 2.9 (Chernoff's bounds). Let $X$ be a random variable with distribution $\operatorname{Bin}(N, p)$ and $\delta \in(0,1)$. Then

$$
\begin{align*}
& \mathbb{P}[X \geq(1+\delta) \mathbb{E} X] \leq \exp \left(-\frac{\delta^{2}}{3} \mathbb{E} X\right) \text { and }  \tag{2.5}\\
& \mathbb{P}[X \leq(1-\delta) \mathbb{E} X] \leq \exp \left(-\frac{\delta^{2}}{2} \mathbb{E} X\right) \tag{2.6}
\end{align*}
$$

Proof of Theorem 2.3. Let $\varepsilon^{\prime} \in(0,1)$ be arbitrary and let $\varepsilon:=\varepsilon^{\prime} / 8$. We shall assume that $\Delta \geq \Delta_{0}(\varepsilon)$ is sufficiently large such that our inequalities hold. In particular, we assume that $\Delta \geq 27$. Suppose that $n \geq \frac{3 \Delta}{5 \log (\Delta / 2)}$. Set $N:=(1+\varepsilon) n$ and $\Delta^{\prime}:=(1-\varepsilon) \Delta$, so in particular $\Delta^{\prime} \geq 13.5$. We consider first $H \in \mathcal{G}\left(N, N, \frac{\Delta^{\prime}}{N}\right)$, that is, $H$ is a random $(N \times N)$ bipartite graph with parts $A$ and $B$, where each edge $a b$ with $a \in A$ and $b \in B$ is chosen independently with probability $\Delta^{\prime} / N$. We first establish that the random graph $H$ contains no "large" biholes with fairly large probability. In the following, for subsets $X \subseteq A$ and $Y \subseteq B$, let $e(X, Y)$ denote the number of edges with one endpoint in $X$ and the other in $Y$.
(A). With probability at least 0.75 , any two subsets $X \subset A$ and $Y \subset B$ with $|X|=|Y|=$ $\frac{2 N \log \Delta^{\prime}}{\Delta^{\prime}}$ satisfy $e(X, Y)>0$.

Proof. Set $m:=\frac{2 N \log \Delta^{\prime}}{\Delta^{\prime}}$ and note that $m$ is therefore at least $\frac{6}{5}$. Suppose that $X \subset A$ and $Y \subset B$ both have size $m$. Then

$$
\mathbb{P}[e(X, Y)=0]=\left(1-\frac{\Delta^{\prime}}{N}\right)^{m^{2}}
$$

Let $p$ be the probability that there is a pair $(X, Y)$, with $X \subset A$ and $Y \subset B,|X|=|Y|=$ $m$, such that $e(X, Y)=0$. Forming a union bound over all possible pairs of sets of size $m$, we have

$$
\begin{aligned}
p & \leq\binom{ N}{m}^{2}\left(1-\frac{\Delta^{\prime}}{N}\right)^{m^{2}} \leq\left(\frac{N e}{m}\right)^{2 m} e^{-\frac{\Delta^{\prime} m^{2}}{N}}=\left(\frac{\Delta^{\prime} e}{2 \log \Delta^{\prime}} e^{-\log \Delta^{\prime}}\right)^{2 m}=\left(\frac{e}{2 \log \Delta^{\prime}}\right)^{2 m} \\
& \leq 0.25
\end{aligned}
$$

Here, we used the standard estimates $\binom{t}{k} \leq\left(\frac{t \cdot e}{k}\right)^{k}, 1-x \leq e^{-x}$, the fact that $\left(e / 2 \log \Delta^{\prime}\right)<$ 0.53 because $\Delta^{\prime} \geq 13.5$, as well as the inequality $2 m \geq \frac{12}{5}$. This establishes (A).

Now, let $g(\varepsilon)=2 \log \left(\frac{4(1+\varepsilon)}{3 \varepsilon}\right)$. We shall show that, with probability sufficiently large
for our purposes, at least $n$ of the vertices of $A$ have degree at most $\Delta^{\prime}+\sqrt{3 g(\varepsilon) \Delta^{\prime}}$.
(B). With probability greater than 0.25 , the number of vertices $v \in A$ with more than $\Delta^{\prime}+$ $\sqrt{3 g(\varepsilon) \Delta^{\prime}}$ neighbours in $B$ is at most $\frac{\varepsilon}{1+\varepsilon} N$.

Proof. We use standard concentration inequalities to show that the degree of every vertex in $A$ is approximately $\Delta^{\prime}$. For each vertex $v \in A$, let $X_{v}$ be the degree of $v$ in $H$. Noting that $\mathbb{E}\left[X_{v}\right]=\Delta^{\prime}$, we apply (2.5) from Lemma 2.9 with $\delta:=\sqrt{3 g(\varepsilon) / \Delta^{\prime}}<1$ to obtain

$$
\begin{aligned}
\mathbb{P}\left[X_{v} \geq(1+\delta) \Delta^{\prime}\right] & \leq \exp \left(-\frac{\left(\sqrt{3 g(\varepsilon) / \Delta^{\prime}}\right)^{2}}{3} \Delta^{\prime}\right)=e^{-g(\varepsilon)}=(0.75)^{2}\left(\frac{\varepsilon}{1+\varepsilon}\right)^{2} \\
& <0.75 \cdot \frac{\varepsilon}{1+\varepsilon}
\end{aligned}
$$

Letting $X$ be the random variable counting those vertices $v \in A$ with $X_{v} \geq(1+\delta) \Delta^{\prime}$, by Markov's inequality, we deduce that $\mathbb{P}\left[X \geq \frac{\varepsilon}{1+\varepsilon} N\right]<0.75$, thereby establishing (B).

It follows from (A) and (B) that with positive probability, $H$ has no large biholes, and at least $N-\frac{\varepsilon}{1+\varepsilon} N=n$ of the vertices in $A$ have degree at most $\Delta^{\prime}+\sqrt{3 g(\varepsilon) \Delta^{\prime}} \leq$ $\frac{1}{1-\varepsilon} \Delta^{\prime}=\Delta$, which holds for sufficiently large $\Delta$ depending on $\varepsilon$. We now fix such a graph $H$. We can thus choose a subset $A^{\prime}$ of $A$ of size $n$ such that every vertex in $A^{\prime}$ has degree at most $\Delta$ in $H$. Now, arbitrarily choosing a subset $B^{\prime}$ of $B$ of size $n$, we know that the subgraph $H^{\prime}$ of $H$ induced by $A^{\prime} \dot{\cup} B^{\prime}$ is an $(n \times n)$ bipartite graph with maximum degree $\Delta$ on one side and without a bihole of size larger than

$$
2(1+\varepsilon) n\left(\frac{\log \left(\Delta^{\prime}\right)}{(1-\varepsilon) \Delta}\right)<(2+8 \varepsilon)\left(\frac{\log \Delta}{\Delta}\right) n=\left(2+\varepsilon^{\prime}\right)\left(\frac{\log \Delta}{\Delta}\right) n
$$

In order to obtain an upper bound on $f^{*}(n, \Delta)$, all that is required is to make the example obtained above have bounded maximum degree in both parts. Thus, it suffices to apply Chernoff's inequality to all vertices (instead of just the vertices in $A$ ). We may have to remove more vertices after doing this, but the loss will only be reflected in the constant. This completes the proof of Theorem 2.3.

### 2.3.2 Bounding $f(n, \Delta)$ for small $\Delta$

We have already established a part of Theorem 2.6 via Lemma 2.8. Namely, we showed that $f(n, 2)=\lceil n / 2\rceil-1$. It is not hard to see that $f(n, 1)=\lfloor n / 2\rfloor$. Thus, our aim in this section is to investigate the behaviour of $f(n, 3)$ more closely, and to complete the
proof of Theorem 2.6. First, let us note the following lower bound on $f(n, \Delta)$, valid for all integers $n$ and $\Delta$ greater than 1 . In the following, for a vertex subset $X$ of a graph let $N(X)$ be the neighbourhood of $X$, i.e. $N(X)=\bigcup_{x \in X} N(x)$.

Proposition 2.10. If $n$ and $\Delta$ are two integers greater than 1 , then $f(n, \Delta) \geq\left\lfloor\frac{n-2}{\Delta}\right\rfloor$.

Proof. We shall prove this by induction on $\Delta$ with the base case $\Delta=2$ following from Lemma 2.8. Let $H=(A \dot{\cup} B, E)$ be an $(n \times n)$ bipartite graph, such that the degree of each vertex in part $A$ is equal to $\Delta, \Delta \geq 3$.

Consider a set $X$ of $\lfloor(n-2) / \Delta\rfloor$ vertices in $B$. If $|N(X)| \leq n-\lfloor(n-2) / \Delta\rfloor$, then $X$ and $A \backslash N(X)$ form a bihole with at least $\lfloor(n-2) / \Delta\rfloor$ vertices in each part. Otherwise, $|N(X)|>n-\lfloor(n-2) / \Delta\rfloor$. Let $G^{\prime}:=G[N(X) \dot{\cup}(B \backslash X)]$. Then each of the parts of $G^{\prime}$ has size at least $n-\lfloor(n-2) / \Delta\rfloor \geq n-(n-2) / \Delta$ and the maximum degree of vertices of $N(X)$ in $G^{\prime}$ is at most $\Delta-1$. Thus, by induction $G^{\prime}$ has a bihole of size at least $\left\lfloor\frac{1}{\Delta-1}(n-(n-2) / \Delta-2)\right\rfloor=\left\lfloor\frac{n-2}{\Delta}\right\rfloor$.

It follows from the above proposition that $f(n, 3) \geq\lfloor(n-2) / 3\rfloor$. However, this lower bound can be improved slightly by choosing a random subset of $B$ and considering the neighbourhood of this set in $A$, similarly as in the proof of the lower bound in Theorem 2.2.

Lemma 2.11. If $n$ and $\Delta$ are two integers greater than 1 , then $f(n, \Delta) \geq f(\lfloor\xi n\rfloor, \Delta-1)$, where $\xi=\xi(\Delta)$ is a solution to the inequality $1-\xi^{\Delta} \geq \xi$.

Proof. For simplicity we omit floors in the following. Let $G$ be a bipartite graph with parts $A$ and $B$ each of size $n$ such that the vertices in $A$ have degrees at most $\Delta$. We shall show that there is a set $S \subset B$, such that $|S|=(1-\xi) n$ and such that $|N(S)| \geq \xi n$. To do this, we shall choose $S$ randomly and uniformly out of all subsets of $B$ of size $(1-\xi) n$ and show that the expected number $X$ of vertices from $A$ with at least one neighbour in $S$ is at least $\xi n$. Indeed, if $p$ is the probability for a fixed vertex in $A$ not to have a neighbour in $S$, then

$$
p=\frac{\binom{n-\Delta}{(1-\xi) n}}{\binom{n}{(1-\xi) n}} .
$$

Using the identity $\binom{n-l}{k} /\binom{n}{k}=\binom{n-k}{l} /\binom{n}{l}$, we see that $p=\binom{\xi n}{\Delta} /\binom{n}{\Delta}$. Now, using the inequality $\binom{\delta n}{r} \leq \delta^{r}\binom{n}{r}$, which is valid for every $\delta \in(0,1)$, we find that

$$
p=\frac{\binom{\xi n}{\Delta}}{\binom{n}{\Delta}} \leq \xi^{\Delta} .
$$

Thus, $\mathbb{E}[X]=n(1-p) \geq n\left(1-\xi^{\Delta}\right) \geq n \xi$ by our choice of $\xi$. Consequently, with positive probability $|N(S)| \geq \xi n$. We also have $|B \backslash S|=\xi n$. Since each vertex of $N(S)$ sends at most $\Delta-1$ edges to $B \backslash S$, it follows that there is a bihole between $N(S)$ and $B \backslash S$ of size $f(\xi n, \Delta-1)$. This completes the proof.

We make explicit some lower bounds obtained using Lemma 2.11 (and Lemma 2.8).
Corollary 2.12. There exists $N_{0}$ such that if $n \geq N_{0}$, then $f(n, 3)>0.34116 n, f(n, 4)>$ $0.24716 n, f(n, 5)>0.18657 n$, and $f(n, 6)>0.14516 n$.

The next natural step regarding small values of $\Delta$ is to evaluate how good the bounds written in Corollary 2.12 are. The following upper bounds are obtained by analysing the pairing model (also known as the configuration model) to build random regular graphs, tailored to the bipartite setting.

Lemma 2.13. Let $\Delta$ be an integer greater than 2 , and assume that $\beta \in(0,1 / 2)$ is such that

$$
\frac{(1-\beta)^{2 \Delta(1-\beta)}}{\beta^{2 \beta}(1-\beta)^{2(1-\beta)}(1-2 \beta)^{\Delta(1-2 \beta)}}<1 .
$$

Then there exists $N_{0}=N_{0}(\beta)$ such that for every $n>N_{0}$ we have $f(n, \Delta) \leq f^{*}(n, \Delta)<\beta n$. In particular, for $n$ sufficiently large there exists a $\Delta$-regular $(n \times n)$ bipartite graph with no bihole of size at least $\beta n$.

Proof. We shall work with the configuration model of Bollobás [25] suitably altered to produce a bipartite graph. Fix an integer $n$ and consider two sets of $\Delta n$ (labelled) vertices each: $X=\left\{x_{1}^{1}, \ldots, x_{1}^{\Delta}, \ldots, x_{n}^{1}, \ldots, x_{n}^{\Delta}\right\}$ and $Y=\left\{y_{1}^{1}, \ldots, y_{1}^{\Delta}, \ldots, y_{n}^{1}, \ldots, y_{n}^{\Delta}\right\}$. Choose a perfect matching $F$ between $X$ and $Y$ uniformly at random. We call $F$ a pairing.

Given a pairing $F$, for each $i \in\{1, \ldots, n\}$ the vertices $x_{i}^{1}, \ldots, x_{i}^{\Delta}$ are identified with a new vertex $x_{i}$, and similarly the vertices $y_{i}^{1}, \ldots, y_{i}^{\Delta}$ are identified with a new vertex $y_{i}$. This yields a multi-graph $G^{\prime}$. We prove that with positive probability $G^{\prime}$ is a simple graph. To see why this holds, first notice that the total number of different pairings is $(\Delta \cdot n)!$. Second, each fixed (labelled) $\Delta$-regular $(n \times n)$ bipartite graph arises from precisely $(\Delta!)^{2 n}$ different pairings (because for each vertex $x_{i}$ we can freely permute the vertices $\left.\left\{x_{i}^{1}, \ldots, x_{i}^{\Delta}\right\}\right)$. Third, McKay, Wormald and Wysocka [106] proved that the number of different labelled $\Delta$-regular $(n \times n)$ bipartite graphs is

$$
(1+o(1)) \exp \left(-\frac{(\Delta-1)^{2}}{2} \cdot\left((\Delta-1)^{2}+1\right)\right) \frac{(\Delta \cdot n)!}{(\Delta!)^{2 n}}
$$

which is at least $c \frac{(\Delta \cdot n)!}{(\Delta!)^{2 n}}$ for some $c>0$. Combining these three facts, we find that $\mathbb{P}\left[G^{\prime}\right.$ is a graph $] \geq c>0$, as announced.

Now, fix $k=k(n)=\beta \cdot n$ for some $\beta \in(0,1)$. For each $i \in\{1, \ldots, n\}$, set $X_{i}:=$ $\left\{x_{i}^{1}, \ldots, x_{i}^{\Delta}\right\}$ and $Y_{i}:=\left\{y_{i}^{1}, \ldots, y_{i}^{\Delta}\right\}$. Fixing a family of $k$ sets $\mathcal{X}=\left\{X_{i_{1}}, \ldots, X_{i_{k}}\right\}$ and also $\mathcal{Y}=\left\{Y_{i_{1}}, \ldots, Y_{i_{k}}\right\}$, let $W(\mathcal{X}, \mathcal{Y})$ be the event that the union $U$ of the sets in $\mathcal{X} \cup \mathcal{Y}$ spans no edge in $F$ (and thus, corresponds to a bihole in $G^{\prime}$ ). Let us now find the probability of $W(\mathcal{X}, \mathcal{Y})$. There are $2 \Delta k$ edges incident to vertices in $U$. The number of ways to choose these $2 \Delta k$ edges is as follows: if the edge is incident to a vertex in $\bigcup_{j=1}^{k} X_{i_{j}}$, then its other vertex must belong to $Y \backslash \bigcup_{j=1}^{k} Y_{i_{j}}$, and hence there are

$$
(\Delta n-\Delta k) \cdots(\Delta n-2 \Delta k+1)
$$

different ways of choosing the edges incident to a vertex in $\bigcup_{j=1}^{k} X_{i_{j}}$. The situation is analogous for edges incident to $\bigcup_{j=1}^{k} Y_{i_{j}}$, yielding a total of $(\Delta n-\Delta k)^{2} \cdots(\Delta n-2 \Delta k+$ $1)^{2}$ ways to choose the $2 \Delta k$ edges incident to a vertex in $U$. For each such choice there are $(\Delta n-2 \Delta k)$ ! ways to choose the remaining edges, for a total of $(\Delta n-2 \Delta k)!\cdot(\Delta n-$ $\Delta k)^{2} \cdots(\Delta n-2 \Delta k+1)^{2}$ different pairings in which $U$ spans no edge. It follows that

$$
\mathbb{P}(W(\mathcal{X}, \mathcal{Y}))=\frac{(\Delta n-2 \Delta k)!\cdot(\Delta n-\Delta k)^{2} \cdots(\Delta n-2 \Delta k+1)^{2}}{(\Delta n)!}=\frac{((\Delta n-\Delta k)!)^{2}}{(\Delta n)!(\Delta n-2 \Delta k)!} .
$$

Let $W=\bigcup_{\mathcal{X}, \mathcal{Y}} W(\mathcal{X}, \mathcal{Y})$ be the event that $F$ contains a bihole of size $k$. Taking the union bound over all $\binom{n}{k}^{2}$ choices of $(\mathcal{X}, \mathcal{Y})$, we find that

$$
\begin{equation*}
\mathbb{P}(W) \leq\binom{ n}{k}^{2} \frac{((\Delta n-\Delta k)!)^{2}}{(\Delta n)!(\Delta n-2 \Delta k)!} . \tag{2.7}
\end{equation*}
$$

Using Stirling's approximation,

$$
\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \left(-\frac{1}{12 n+1}\right) \leq n!\leq \sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} \exp \left(-\frac{1}{12 n}\right)
$$

in (2.7), and ignoring the exponential factors (they can be bounded from above by $\exp (1 /(c n))$ for some positive constant $c$, and hence be made arbitrarily close to 1 ), we thus obtain

$$
\binom{n}{k}^{2} \approx \frac{1}{2 \pi \beta(1-\beta) n}\left(\frac{1}{\beta^{2 \beta}(1-\beta)^{2(1-\beta)}}\right)^{n}
$$

and

$$
\frac{(\Delta n-\Delta k)!^{2}}{(\Delta n)!(\Delta n-2 \Delta k)!} \approx \frac{1-\beta}{\sqrt{1-2 \beta}}\left(\frac{(1-\beta)^{2 \Delta(1-\beta)}}{(1-2 \beta)^{\Delta(1-2 \beta)}}\right)^{n} .
$$

Hence, if

$$
\frac{(1-\beta)^{2 \Delta(1-\beta)}}{\beta^{2 \beta}(1-\beta)^{2(1-\beta)}(1-2 \beta)^{\Delta(1-2 \beta)}}<1,
$$

then $\mathbb{P}(W) \rightarrow 0$ as $n \rightarrow \infty$. Thus, with positive probability $G^{\prime}$ is a $\Delta$-regular graph with no bihole of size at least $k=\beta n$ (for $n$ sufficiently large), as stated.

Performing explicit computations in Lemma 2.13 for specific values of $\Delta$ yields the following bounds (see also Table 2.1).

Corollary 2.14. There exists $N_{0}$ such that if $n \geq N_{0}$, then $f^{*}(n, 3)<0.4591 n, f^{*}(n, 4)<$ $0.4212 n, f^{*}(n, 5)<0.3887 n$, and $f^{*}(n, 6)<0.3621 n$.

In particular, one sees that $f(n, 3) \leq f^{*}(n, 3)<0.4591 n$ for sufficiently large $n$. Thus, combined with our earlier work, it follows that $0.3411 n<f(n, 3)<0.4591 n$. It would be very interesting to improve either the lower or upper bound.

### 2.3.3 Bounding $f(n, \Delta)$ when $\Delta$ is large

In this section we address the behaviour of $f(n, \Delta)$ for large $\Delta$ and prove Theorem 2.7. Before doing so, let us note the following simple result, which shows that Theorem 2.3 is tight (up to constants) when $\Delta$ is linear in $n$.

Proposition 2.15. For any $\varepsilon \in(0,1)$ there is a constant $c=c(\varepsilon)$ such that for $n$ sufficiently large $f(n,(1-\varepsilon) n) \geq c \log n$.

Proof. Let $\varepsilon \in(0,1)$. To show the lower bound on $f(n,(1-\varepsilon) n)$, consider an $(n \times n)$ bipartite graph $G$ with parts $A, B$, such that $d(x) \leq(1-\varepsilon) n$ for every $x \in A$. Letting $G^{c}$ be the bipartite complement of $G$, we see that $G^{c}$ has at least $\varepsilon n^{2}$ edges. The result then follows from the fact that for any $\varepsilon \in(0,1)$ and sufficiently large $n$, any $(n \times n)$ bipartite graph with $\varepsilon n^{2}$ edges contains a $K_{t, t}$ where $t=c \log n$ for some constant $c=c(\varepsilon)$. This can be proved using the standard Kővári-Sós-Turán [98] double counting argument.

Therefore, the behaviour of $f(n, \Delta)$ is clear whenever $\Delta$ is linear, aside from more precise estimates of the constants involved. What happens when $\Delta$ is very large, more precisely, when $\Delta=n-o(n)$ ? This is partly addressed in Theorem 2.7 , which we now prove.

Proof of Theorem 2.7. Recall that the classical Zarankiewicz number, $z(n ; t)$, is the largest number of edges in an $(n \times n)$ bipartite graph that contains no copy of $K_{t, t}$. Assume first that $t \geq 4$.

The lower bound on $\Delta_{n}(t)$ follows from standard bounds on Zarankiewicz numbers. Indeed, $z(n ; t) \leq C n^{2-1 / t}$ for some constant $C=C(t)$, see for example [98]. Thus, any $(n \times n)$ bipartite graph on at least $C n^{2-1 / t}$ edges contains a copy of $K_{t, t}$, and so any $(n \times n)$ bipartite graph on at most $n^{2}-C n^{2-1 / t}$ edges contains a bihole of size $t$. In particular, any $(n \times n)$ bipartite graph with maximum degree at most $n-C n^{1-1 / t}$ contains a bihole of size $t$. So the announced lower bound in Theorem 2.7 holds.

To determine the stated upper bound on $\Delta_{n}(t)$, we shall prove the existence of a $K_{t, t}$-free bipartite ( $n \times n$ ) graph with the additional constraint that the minimum degree of vertices (on one side) is large. For that, we shall alter the standard random construction used to prove lower bounds on Zarankiewicz numbers. For a graph $F$, we shall carefully control $X=X_{F}$, the total number of copies of $K_{t, t}$ in $F$, as well as $X(v)=X_{F}(v)$, the number of copies of $K_{t, t}$ containing a vertex $v$ in $F$.

Let $N:=2 n$ and $p:=c N^{-2 /(t+1)}$, for a constant $c$ to be determined later. Consider a bipartite binomial random graph $G^{\prime} \in \mathcal{G}(N, n, p)$ with parts $A$ and $B$ of sizes $N$ and $n$, respectively. By Markov's inequality, $\mathbb{P}[X \geq 2 \mathbb{E}[X]] \leq 1 / 2$. Since $d(v)$, for $v \in A$, is distributed as $\operatorname{Bin}(n, p)$, Chernoff's inequality (2.6) from Lemma 2.9 with $\varepsilon:=1 / 2$, implies that with high probability, every vertex $v \in A$ has degree at least $p n / 2$. So with positive probability we have $X \leq 2 \mathbb{E}[X]=2\binom{N}{t}\binom{n}{t} p^{t^{2}} \leq 2\binom{N}{t} p^{t^{2}}$ and $d(v) \geq p n / 2$ for every $v \in A$.

Fix a bipartite graph $G$ with these properties, i.e. $G$ is a bipartite graph with parts $A$ and $B$, the number $X=X_{G}$ of copies of $K_{t, t}$ satisfies $X \leq 2\binom{N}{t}^{2} p^{t^{2}}$ and $d(v) \geq p n / 2$ for every $v \in A$. Observe that there are fewer than $n$ vertices $v$ in $A$ with $X(v)>\frac{2 t}{n} 2\binom{N}{t}^{2} p^{t^{2}}$. Indeed, otherwise $X \geq n \frac{4 t}{n}\binom{N}{t}^{2} t^{t^{2}} / t$, a contradiction.

Let $A^{\prime} \subset A$ be a set of $n$ vertices such that $X(v) \leq \frac{2 t}{n} 2\binom{N}{t}^{2} p^{t^{2}}$ for all $v \in A^{\prime}$. Let $H^{\prime}$ be the subgraph of $G$ induced by $A^{\prime} \cup \dot{\cup} B$. Finally, let $H$ be obtained from $H^{\prime}$ by removing an edge from each copy of $K_{t, t}$. Thus, $H$ has no copies of $K_{t, t}$. It remains to check that the degrees of vertices in $A$ are sufficiently large. Indeed, for any $v \in A$, we have $d_{H}(v) \geq d_{H^{\prime}}(v)-X(v)$, i.e.

$$
\begin{aligned}
d_{H}(v) & \geq d_{H^{\prime}}(v)-X(v) \\
& \geq n p / 2-\frac{4 t}{n}\binom{N}{t}^{2} p^{t^{2}} \\
& \geq N p / 4-\frac{4 t}{n} N^{2 t} p^{t^{2}} \\
& \geq \frac{c}{4} N^{1-\frac{2}{t+1}}-\frac{4 t}{n} N^{2 t} p^{t^{2}} \\
& >\left(c / 4-4 t c^{t^{2}}\right) n^{1-\frac{2}{t+1}} \\
& \geq \frac{1}{16} n^{1-\frac{2}{t+1}}
\end{aligned}
$$

where the last inequality holds for $c=1 / 2$. This concludes the proof of the general upper bound for $t \geq 4$.

$$
\text { Now, let } t=2 \text { or } t=3 \text {. We have } z(n ; 2)=(1+o(1)) n^{3 / 2} \text { and } z(n ; 3)=(1+o(1)) n^{5 / 3}
$$ For the former, the upper bound on $z(n ; 2)$ is due to Reiman [115] and the lower bound is due to Erdős, Renyi and Sós [63], and independently Brown [30]. For the latter, the lower bound is due to Brown [30] (with an improvement by Alon, Rónyai and Szabó [8]), and the upper bound is due to Füredi [76]. In fact, the constructions giving lower bounds on $z(n ; 2)$ and $z(n ; 3)$ are almost regular and therefore show that there are $\left(n \times n\right.$ ) bipartite graphs with no $K_{2,2}$ (no $K_{3,3}$ ) with minimum degree at least $(1+o(1)) n^{1 / 2}$ (at least $(1+o(1)) n^{2 / 3}$ ), respectively. This completes the proof.

### 2.4 CONCLUDING REMARKS

We have made progress in determining the asymptotic behaviour of $f(n, \Delta)$. However, we could not obtain better bounds for small $\Delta$. The most glaring open problem is the case $\Delta=3$.

Open Problem 2.16. Determine the value of $f(n, 3)$ for $n$ sufficiently large.

We were able to show that for any $\varepsilon \in(0,1)$ and fixed (but large) $\Delta$, if $n$ is sufficiently large, then

$$
\frac{1}{2} \cdot \frac{\log \Delta}{\Delta} n \leq f(n, \Delta) \leq(2+\varepsilon) \cdot \frac{\log \Delta}{\Delta} n
$$

It would be interesting to close the gap between these two bounds.
Chakraborti [41] considered a similar problem, replacing maximum by average degree, and proved the following:

Theorem 2.17 (Chakraborti [41]). For every $\epsilon \in(0,1)$ there exists $\Delta_{0}=\Delta_{0}(\epsilon)$, such that the following holds: For each $\Delta \geq \Delta_{0}$, there exists $N_{0}$, such that for any $n \geq N_{0}$, if $G$ is an $(n \times n)$ bipartite graph with average degree $\Delta \geq \Delta_{0}$, then $G$ contains a bihole of size $(1-\epsilon) \frac{\log \Delta}{\Delta} n$.

Clearly any $(n \times n)$ bipartite graph with maximum degree $\Delta$ in one part also has average degree at most $\Delta$, which means that for any $\varepsilon \in(0,1)$ and fixed (but large) $\Delta$, if $n$ is sufficiently large, then

$$
(1-\varepsilon) \cdot \frac{\log \Delta}{\Delta} n \leq f(n, \Delta) \leq(2+\varepsilon) \cdot \frac{\log \Delta}{\Delta} n .
$$

Open Problem 2.18. Close the gap between the lower and upper bounds from Theorem 2.17 and Theorem 2.3, respectively.

## Chapter 3 The multicolour version of the Erdós-Hajnal CONJECTURE

### 3.1 Introduction

In this and the following chapter, we will consider the multicolour version of the Erdős-Hajnal conjecture, which asserts that for any fixed integer $k \geq 3$ and for any fixed $s^{\prime}$-edge-coloured clique $K$ on $k$ vertices, for $s \geq s^{\prime} \geq 2$, there is a positive constant $a=a(s, K)$ such that any $s$-edge-colouring of a clique on $n$ vertices with no copy of $K$ contains a clique on $\Omega\left(n^{a}\right)$ vertices using at most $s-1$ colours. We will make this more precise with the following definitions.

We shall consider edge-colourings of complete graphs using colours in $[s]$ for some integer $s$. An $s$-edge-colouring $c$ of the complete graph $K_{n}$ on vertex set $[n]$ is a map $c:\binom{[n]}{2} \rightarrow[s]$. We denote by $|c|$ the number of colours from $[s]$ for which $c^{-1}$ is not empty. Note that an $s$-edge-colouring $c$ of $K_{n}$ can be seen as an edge-partition of $G$ into $s$ colour classes, i.e. $K_{n}=G_{1} \cup \cdots \cup G_{s}$, where $G_{i}$ corresponds to a maximal subgraph of $K_{n}$ whose edges are assigned colour $i$ under $c$. Here $G_{i}$ can be an empty graph if $|c|<s$.

For an $s$-edge-colouring $c$ of $K_{n}$ and an $s^{\prime}$-edge-colouring $c^{\prime}$ of $K_{k}$, we say that $c$ is $c^{\prime}$-free if $c$ does not contain a copy of $c^{\prime}$, i.e. for any $V \subseteq[n]$ such that $|V|=k$ and for any bijection $\phi: V \rightarrow[k]$, there are two vertices $x, y \in V$ such that $c(x y) \neq c^{\prime}(\phi(x) \phi(y))$. Typically we assume that $k$ is fixed and $n$ is large, i.e. the $c^{\prime}$-free property is a local condition on the colouring. One can think of the colouring $c^{\prime}$ as a forbidden colour pattern. One of the key questions considered is how the local restrictions impact global properties, in particular how large the homogeneous number must be:

A homogeneous set in an $s$-edge-colouring $c$ of $K_{n}$ is a set $X \subseteq[n]$ that has a colour "missing", i.e. $|\{c(x y): x, y \in X\}|<s$. The size of a largest homogeneous set of $c$ is denoted by $h_{s-1}(c)$ (since at most $s-1$ colours are used on the homogeneous set), or if the number of colours is clear from the context, simply $h(c)$. Note that any homogeneous set is an independent set in some colour class $G_{i}, i \in[s]$. Thus, we have $h(c)=\max _{i \in[s]} \alpha\left(G_{i}\right)$. For an $s$-edge-colouring $c^{\prime}$ of $K_{k}, k \leq n$, we also define $h_{s-1}\left(n, c^{\prime}\right)=\min \left\{h(c) \mid c\right.$ is a $c^{\prime}$-free $s$-edge-colouring of $\left.K_{n}\right\}$.

Note that for $s=2$ one colour of $c$ corresponds to the edges of some $n$-vertex graph $G$ and the other colour corresponds to the edges of $\bar{G}$. Then in particular, we have
$h(c)=\max \{\alpha(G), \omega(G)\}$, which coincides with the definition of a homogeneous set in 2-graphs.

Definition 3.1. Let $c^{\prime}$ be an $s^{\prime}$-edge-colouring of $K_{k}$ and let $s \geq s^{\prime}$. If there is a positive constant $\epsilon=\epsilon\left(c^{\prime}, s\right)$ and a constant $C>0$, such that any $c^{\prime}$-free s-edge-colouring $c$ of $K_{n}$ satisfies $h(c) \geq C n^{\epsilon}$, we say that $c^{\prime}$ has the EH-property for $s$ colours. We call $\epsilon\left(c^{\prime}, s\right)$ the EH-exponent for $c^{\prime}$ and $s$ colours if it exists.

Conjecture 3.2 (Erdős, Hajnal [59]). Let $k, s^{\prime}$ be integers with $k, s^{\prime} \geq 2$. Then for any $s \geq s^{\prime}$, any edge-colouring $c^{\prime}$ of $K_{k}$ with $\left|c^{\prime}\right|=s^{\prime}$ has the EH-property for $s$ colours.

On could extend the arguments in [59] from two colours to multiple colours to show that in the above setting $h\left(n, c^{\prime}\right)=\Omega\left(n^{\sqrt{\log n}}\right)$.

Note that $c^{\prime}$ might not use all colours in $[s]$ and it is not immediately obvious whether a larger number of colours in the edge-colouring of the host clique forces larger homogeneous sets. We show that we can reduce the problem to the case when the number of colours in the edge-colouring of a large clique is the same or one larger than the number of colours in the forbidden pattern $c^{\prime}$. The following is joint work with Axenovich and Riasanovsky [12].

Theorem 3.3. Let $c^{\prime}$ be an edge-colouring of a clique and $s$ be an integer with $s>\left|c^{\prime}\right|$. Then $c^{\prime}$ has the EH-property for s colours if and only if $c^{\prime}$ has the EH-property for $s+1$ colours.

Corollary 3.4. Let $c^{\prime}$ be an $s^{\prime}$-edge-colouring of a clique. Then the EH-conjecture holds for $c^{\prime}$ if and only if $c^{\prime}$ has the $E H$-property for $s^{\prime}$ and $s^{\prime}+1$ colours.

This chapter is structured as follows. We extend Lemma 0.2 by Alon, Pach, and Solymosi [6] on graph blow-ups to a multicoloured version in Section 3.2. We prove Theorem 3.3 and Corollary 3.4 in Section 3.3. In Section 3.4 we consider two special cases of edge-colourings $c$ of small cliques and forbid them as sub-colourings. We show that for those two cases allowing an additional colour in the $c$-free edge-colouring does not necessarily yield a larger homogeneous set. We state some concluding remarks and open problems in Section 3.5.

### 3.2 The multicolour EH-property under blow-ups

For an edge-coloured clique $H$ with vertex set $V(H)=\left\{v_{1}, \ldots, v_{k}\right\}$ and edge-coloured cliques $F_{1}, \ldots, F_{k}$, we define the blow-up $H\left(F_{1}, \ldots, F_{k}\right)$ as the edge-coloured clique obtained by taking pairwise vertex-disjoint copies of $F_{1}, \ldots, F_{k}$ and colouring the edge
between a vertex of the copy of $F_{i}$ and a vertex of the copy of $F_{j}$ according to the colour of $v_{i} v_{j}$ in $H$ for any edge $v_{i} v_{j}$ of $H$.

The following theorem is a straightforward generalisation of Lemma 0.2 by Alon, Pach, and Solymosi [6] for 2-edge-coloured graphs.

Theorem 3.5. If edge-coloured cliques $H, F_{1}, \ldots, F_{k}$ have the EH-property for $s$ colours, so does the blow-up $H\left(F_{1}, \ldots, F_{k}\right)$.

Proof. Let $H, F$ be edge-coloured cliques having the EH-property for $s$ colours with exponents $\epsilon(H)$ and $\epsilon(F)$, respectively. Let $V(H)=\left\{v_{1}, \ldots, v_{k}\right\}$ and for simplicity write $G=H(F)=H\left(F, K_{1}, \ldots, K_{1}\right)$ for the blow-up of $H$ where we only replaced the vertex $v_{1}$. Let the resulting colouring be $c$. Note that it suffices to prove that $H(F)$ has the EH-property for $s$ colours, since we can just replace one vertex of $H$ by a clique $F_{i}$ at a time, and each blow-up will have the desired property.

Let $s^{\prime}$ be the number of colours used in $H(F)$, and for $s \geq s^{\prime}$ let $c$ be an $s$-edgecolouring of $K_{n}$ that is $H(F)$-free for $n$ sufficiently large. Let

$$
\delta=\delta(H, F)=\frac{\epsilon(F) \epsilon(H)}{\epsilon(H)+k \epsilon(F)}
$$

We shall show that $h(c) \geq n^{\delta}$.
Let $m:=n^{\delta / \epsilon(H)}$. Assume first that some subset $U \subset V(G)$ of size $m$ contains no copy of $H$ under $c$. Then, since $H$ has the EH-property for $s$ colours, we know that there is a homogeneous set of size at least $m^{\epsilon(H)} \geq n^{\delta}$ in $U$, so we are done. Thus, we can assume that each subset of $V(G)$ of size $m$ contains a copy of $H$. It implies that the number $\# H$ of copies of $H$ in $G$ satisfies

$$
\begin{equation*}
\# H \geq\binom{ n}{m}\binom{n-|H|}{m-|H|}^{-1}=\frac{n!}{(n-m)!m!} \frac{(n-m)!(m-k)!}{(n-k)!}=\frac{n!(m-k)!}{m!(n-k)!} \tag{1}
\end{equation*}
$$

Here, we use the fact that there are $\binom{n}{m}$ ways to choose subsets of size $m$ in $V(G)$, each of them containing a copy of $H$. If we fix a copy of $H$, there are $\binom{n-|H|}{m-|H|}$ sets of size $m$ containing that copy.

Consider the set $X_{H}$ of ordered $k$-tuples $\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$ of vertices in $G$ such that they induce a copy of $H$ with vertices $v_{1}^{\prime}, \ldots, v_{k}^{\prime}$ playing the roles of $v_{1}, \ldots, v_{k}$, respectively. Consider the set $X_{H_{0}}$ of ordered $(k-1)$-tuples $\left(v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right)$ of vertices in $G$ such that they induce a copy of $H_{0}=H\left[v_{2}, \ldots, v_{k}\right]$ with vertices $v_{2}^{\prime}, \ldots, v_{k}^{\prime}$ playing the role of $v_{2}, \ldots, v_{k}$, respectively, in some copy of $H$ on vertex set $\left\{v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right\}$. We have that
$\left|X_{H_{0}}\right| \leq n(n-1) \ldots(n-k+2)=n!/(n-k+1)!$ since we can embed the first vertex in at most $n$ ways, the second in at most $n-1$ ways, and so on. On the other hand, $\left|X_{H}\right| \geq \# H$. Thus, there is an ordered tuple $\left(v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right)$ of vertices in $G$ and a set $W$ of at least $\left|X_{H}\right| /\left|X_{H_{0}}\right|$ vertices in $V(G)-\left\{v_{2}^{\prime}, \ldots, v_{k}^{\prime}\right\}$ such that for any $w \in W$ the vertices $w, v_{2}^{\prime}, \ldots, v_{k}^{\prime}$ induce a copy of $H$ and play the roles of $v_{1}, v_{2}, \ldots, v_{k}$, respectively. In addition, since $G$ is $H(F)$-free, $G[W]$ is $F$-free. Since $F$ has the EH-property,

$$
\begin{aligned}
h(G[W], c) & \geq|W|^{\epsilon(F)} \\
& \geq\left(\frac{\left|X_{H}\right|}{\left|X_{H_{0}}\right|}\right)^{\epsilon(F)} \\
& \geq\left(\frac{\# H}{n!/(n-k+1)!}\right)^{\epsilon(F)} \\
& \geq\left(\frac{n!(m-k)!(n-k+1)!}{m!(n-k)!}\right)^{\epsilon(F)} \\
& \geq\left(\frac{n-k+1}{m(m-1) \cdots(m-k+1)}\right)^{\epsilon(F)} \\
& \geq\left(\frac{n}{m^{k}}\right)^{\epsilon(F)} \\
& \geq n^{\epsilon(F)(1-k \delta / \epsilon(H))} \\
& \geq n^{\delta} .
\end{aligned}
$$

This implies that $h(c) \geq h(G[W]) \geq n^{\delta}$.

We also state a slight variant of the blow-up lemma applied to families of graphs. Let $H$ be an edge-colouring of a clique on vertices $v_{1}, \ldots, v_{k}$ and $\mathcal{F}$ be a family of edgecoloured cliques. Then we define the blow-up $H(\mathcal{F})$ to be the family $\left\{H\left(F, K_{1}, \ldots, K_{1}\right)\right.$ : $F \in \mathcal{F}\}$. Running almost identical to the previous lemma proof, we have

Theorem 3.6. If an edge-coloured clique $H$ and a family of edge-coloured cliques $\mathcal{F}$ have the EH-property for s colours, so does the blow-up $H(\mathcal{F})$.

### 3.3 Allowing more colours than used in the forbidden pattern

Proof of Theorem 3.3. Let $c^{\prime}$ be an edge-colouring of a clique, let $s$ be an integer with $s>\left|c^{\prime}\right|$ and let $n$ be a sufficiently large integer.
" $\Rightarrow$ ": Assume that for any $c^{\prime}$-free $s$-edge-colouring $c$ of $K_{n}$ we have $h(c) \geq n^{\epsilon}$ for some $\epsilon>0$. Now let $c^{\prime \prime}$ be a $c^{\prime}$-free $(s+1)$-edge-colouring of $K_{n}$. We want to show that $h\left(c^{\prime \prime}\right) \geq n^{\epsilon}$ as well.

Since $s>\left|c^{\prime}\right|$, there exists a colour $a \in[s]$ which is not used in $c^{\prime}$. The colour $s+1$ is also not used in $c^{\prime}$. Now recolour all edges of colour $s+1$ in $c^{\prime \prime}$ with colour $a$ and call the resulting colouring $c^{\prime \prime \prime}$. Then $c^{\prime \prime \prime}$ is an $s$-edge-colouring of $K_{n}$ which is $c^{\prime}$-free, since the edges having colours from $c^{\prime}$ are the same in $c^{\prime \prime}$ and $c^{\prime \prime \prime}$. Thus, by our assumption there is a homogeneous set $X$ in $K_{n}$ under $c^{\prime \prime \prime}$ of size at least $n^{\epsilon}$.

In particular, $X$ avoids some colour $a^{\prime} \in[s]$ under $c^{\prime \prime \prime}$. If $a^{\prime} \neq a$, then $X$ avoids $a^{\prime}$ under $c^{\prime \prime \prime}$, then $X$ also avoids $a^{\prime}$ under $c^{\prime \prime}$. If $a=a^{\prime}$, then $X$ avoids $a$ and $s+1$ under $c^{\prime \prime}$. Thus, in any case, $X$ is a homogeneous set under $c^{\prime \prime}$. In particular, $h\left(c^{\prime \prime}\right) \geq n^{\epsilon}$.
$" \Leftarrow$ ": Assume that for any $c^{\prime}$-free $(s+1)$-edge-colouring $c$ of $K_{n}$ we have $h(c) \geq n^{3 \epsilon}$ for some $\epsilon>0$. Now let $c^{\prime \prime}$ be a $c^{\prime}$-free $s$-colouring of $K_{n}$. We want to show that $h\left(c^{\prime \prime}\right) \geq n^{\epsilon}$.
We shall construct an $(s+1)$-edge-colouring $c^{\prime \prime \prime}$ of $K_{n}$ as follows: Recolour each edge from $c^{\prime \prime}$ with colour $s+1$ with probability $\frac{1}{2}$, and leave the colour from $c^{\prime \prime}$ with probability $\frac{1}{2}$. Since the colour $s+1$ is not used in $c^{\prime}$, the new colouring $c^{\prime \prime \prime}$ is $c^{\prime}$-free, and thus, by assumption, $h\left(c^{\prime \prime \prime}\right) \geq n^{3 \epsilon}$. Now assume $h\left(c^{\prime \prime}\right)<n^{\epsilon}$. Then under $c^{\prime \prime}$ every set $Y \subseteq V\left(K_{n}\right)$ of size $|Y|=n^{\epsilon}$ contains at least one edge of each colour in $[s]$.
Using the properties of a random graph $G \in \mathcal{G}\left(n, \frac{1}{2}\right)$, for any $\delta>0$ and $n$ sufficiently large, any subset of $n^{2 \delta}$ vertices in $K_{n}$ has an edge of colour $s+1$ under $c^{\prime \prime \prime}$ with probability approaching 1 as $n$ grows. On the other hand, we know that in $c^{\prime \prime}$ each subset $Y \subseteq V\left(K_{n}\right)$ of size $|Y|=n^{\epsilon}$ induces an edge of colour $i$ for each $i \in[s]$. Thus, using Turán's theorem [122], a given subset $X \subseteq V\left(K_{n}\right)$ of size $|X|=n^{2 \epsilon}$ induces at least $x=\Omega\left(\binom{n^{2 \epsilon}}{2} \frac{1}{n^{\epsilon}}\right)=\Omega\left(n^{3 \epsilon}\right)$ edges of colour $i$, for any $i \in[s]$, under the colouring $c^{\prime \prime}$.

The probability that all these edges of colour $i$ are recoloured with $s+1$ is at most $(1 / 2)^{x}$. Thus, the probability that some subset of $n^{2 \epsilon}$ vertices misses some colour from $[s]$ under $c^{\prime \prime \prime}$ is at most

$$
p=\binom{n}{n^{2 \epsilon}} s(1 / 2)^{x} \leq 2^{n^{2 \epsilon} \log n-n^{3 \epsilon}}
$$

We see that $p$ approaches zero as $n$ grows. Therefore, with high probability, all subsets of $n^{2 \epsilon}$ vertices induce edges of all colours under $c^{\prime \prime \prime}$. Thus, with high probability $h\left(c^{\prime \prime \prime}\right)<n^{2 \epsilon}$, a contradiction to our assumption that $h\left(c^{\prime \prime \prime}\right) \geq n^{3 \epsilon}$.

### 3.4 Special cases

Corollary 3.4 shows that for an integer $s$ and an edge-colouring $c$ of a clique using all colours from $[s]$, one only needs to check whether $c$ has the EH-property for $s$ and for $s+1$ colours. Intuitively one might think that having an extra colour in the host graph allows for larger homogeneous sets. In this section we will consider two special colourings, for $s=2$ and $s=3$ colours, which each have the EH-property for $s$ colours. In both cases we do not know if they still have the EH-property for $s+1$ colours, but in both cases we can show, that the size of a largest homogeneous set does not grow with an extra colour, in the second case it is strictly smaller.

### 3.4.1 Rainbow triangle and an extra colour

Consider the rainbow triangle, i.e. the 3-edge-colouring $c$ of $K_{3}$ in which the edges have colours 1,2 and 3 . The structure of $c$-free 3 -colourings of cliques is known and is called a Gallai colouring $[79,86]$. It is known that $c$ has the EH-property for 3 colours, see for example [70], see also Theorem 4.7. In particular, we have

$$
h_{2}(n, c) \in \Theta\left(n^{1 / 3} \log ^{2} n\right) .
$$

Next, we shall give a construction, providing an upper bound on the size of largest homogeneous set in any $c$-free 4 -colouring of $K_{n}$. We will show that $h_{3}(n, c) \in$ $O\left(h_{2}(n, c)\right)$.

The lexicographic product $c^{\prime} \times c^{\prime \prime}$ of two edge-colourings $c^{\prime}$ of $K^{\prime}$ and $c^{\prime \prime}$ of $K^{\prime \prime}$ is the edge-colouring of the blow-up $K^{\prime}\left(K^{\prime \prime}, K^{\prime \prime}, \ldots, K^{\prime \prime}\right)$ as defined in Section 3.2. For a given colouring $c^{\prime}$ of some clique $K$ and some colours $i_{1}, i_{2}, i_{3}$, we denote by $S_{i j k}^{c^{\prime}}$ the size of largest clique in $K$ that only uses colours from $\{i, j, k\}$ under $c^{\prime}$. It is easy to see that $S_{i j k}^{c^{\prime} \times c^{\prime \prime}}=S_{i j k}^{c^{\prime}} \cdot S_{i j k}^{c^{\prime \prime}}$.
Lemma 3.7. We have $h_{3}(n, c) \leq O\left(n^{1 / 3} \log ^{2} n\right)$.

Proof. Let $c_{i}, i \in[3]$ be a 3 -edge-colouring of $K_{n^{1 / 3}}$ using colours [4] <br>{i\}, satisfying } $h_{2}\left(c_{i}\right) \in O(\log n)$. Note that such colourings exist and could be chosen by randomly assigning one of the three colours to each edge uniformly. Also note that $c_{i}$ is $c$-free for $i \in[3]$. Let $c_{4}=c_{1} \times c_{2} \times c_{3}$ be the lexicographic product of $c_{1}, c_{2}$ and $c_{3}$, i.e. a 4 -edge-colouring of $K_{n}$. This is a construction very similar to one used in [70].

Claim: $c_{4}$ is $c$-free and $h_{3}\left(c_{4}\right) \leq O\left(n^{1 / 3} \log ^{2} n\right)$.

Consider first $c_{2} \times c_{3}$. Since none of the $c_{i}$ 's contains $c$, we only need to consider triangles $T$ in $c^{\prime}$ that have two vertices in some $c_{3}$-coloured clique $K$, and another vertex in a different $c_{3}$-coloured clique $K^{\prime}$. But since the edges between two different $c_{3}$-coloured cliqued all have the same colour, $T$ is not rainbow. Thus, $c_{2} \times c_{3}$ is $c$-free. Similarly, we conclude that $c_{4}=c_{1} \times\left(c_{2} \times c_{3}\right)$ is $c$-free.

For the size of a largest homogenous set in $c_{4}$ consider the following:

$$
\begin{aligned}
& S_{123}^{c_{4}}=S_{123}^{c_{1}} \cdot S_{123}^{c_{2}} \cdot S_{123}^{c_{3}}=O(\log n) O(\log n) O(\log n), \\
& S_{124}^{c_{4}}=S_{124}^{c_{1}} \cdot S_{124}^{c_{2}} \cdot S_{124}^{c_{3}}=O(\log n) O(\log n) n^{1 / 3}, \\
& S_{134}^{c_{4}}=S_{134}^{c_{1}} \cdot S_{134}^{c_{2}} \cdot S_{134}^{c_{3}^{3}}=O(\log n) n^{1 / 3} O(\log n) \text { and } \\
& S_{234}^{c_{4}}=S_{234}^{c_{1}} \cdot S_{234}^{c_{2}} \cdot S_{234}^{c_{3}^{3}}=n^{1 / 3} O(\log n) O(\log n) .
\end{aligned}
$$

Since $h_{3}\left(c_{4}\right)=\max \left\{S_{i j k}^{c_{4}}:\{i, j, k\} \subseteq[4],|\{i, j, k\}|=3\right\}$, we have that $h_{3}\left(c_{4}\right) \leq$ $O\left(n^{1 / 3} \log ^{2} n\right)$.

### 3.4.2 2-edge-coloured $K_{4}$ and an extra colour

Let $c$ be the 2-edge-colouring of $K_{4}$ in which each colour class induces $P_{4}$. Note that $c$ having the EH-property for 2 colours is equivalent to $P_{4}$ having the EH-property. Any $P_{4}$-free graph is a co-graph (see for example [22,48] for properties of co-graphs), which is in particular a perfect graph, and thus, by a Theorem of Erdős and Hajnal [59], any $P_{4}$-free graph $G$ contains a homogeneous set of size $\sqrt{|V(G)|}$. In particular, we have $h_{1}(n, c)=n^{1 / 2}$.

We will show that $h_{2}(n, c)<h_{1}(n, c)$.
Lemma 3.8. There exists a 3-edge-colouring $c^{\prime}$ of $K_{n}$ which is $c$-free which satisfies $h_{2}\left(c^{\prime}\right) \leq$ $O\left(n^{2 / 5} \log ^{9 / 5} n\right)$.

Proof. By Bohman's [23] upper bound on the Ramsey number $R(4, t)=\Omega\left(t^{5 / 2} / \log ^{2} t\right)$, we know that for $n$ sufficiently large there exists a graph $H$ on $n$ vertices with $\omega(H)<4$ and $\alpha(H)<C n^{2 / 5} \log ^{4 / 5} n$, for some positive constant $C$.

Define a 3-edge-colouring of $K_{n}$ with colours in [3] on the vertex set of $H$ as follows: the edges not in $H$ are coloured 3, and each edge of $H$ is coloured 1 with probability $1 / 2$ and 2 with probability $1 / 2$. Note that in this colouring each $K_{4}$ has an edge of colour 3 , and therefore there is no copy of $c$.

Claim: With positive probability $h_{2}\left(c^{\prime}\right)=O\left(n^{2 / 5} \log ^{9 / 5} n\right)$.
Letting $q(n)=8 \alpha(H) \log (n)$, we shall show that any set of $q(n)$ vertices induces edges of all three colours under $c^{\prime}$. Let $X$ be a fixed set of $q(n)$ vertices. Then by Turán's theorem [122], any graph $G$ on $n$ vertices with $\alpha(G)<r$ has at least $\frac{1}{r}\binom{n}{2}$ edges. Thus, the number of edges induced by $X$ in $H$ is at least

$$
e_{X}=\frac{1}{\alpha(H)}\binom{q(n)}{2} \geq \frac{q^{2}(n)}{4 \alpha(H)} .
$$

Then the probability that $X$ induces only edges of colours 2 and 3 in $c^{\prime}$ or that $X$ induces only edges of colours 1 and 3 in $c^{\prime}$ is at most

$$
p_{X} \leq 2 \cdot 2^{-e_{X}} \leq 2 \cdot 2^{-q^{2}(n) / 4 \alpha(H)} .
$$

Using the union bound over all $q(n)$-element subsets of $[n]$, we have that the probability that $c^{\prime}$ contains a $q(n)$-vertex set inducing edges of only two colours is at most

$$
\begin{aligned}
\binom{n}{q(n)} p_{X} & \leq n^{q(n)} 2^{1-q^{2}(n) / 4 \alpha(H)}=2^{\left(q(n) \log n+1-q^{2}(n) / 4 \alpha(H)\right)} \\
& =2^{\left(8 \alpha(H) \log ^{2}(n)+1-16 \alpha(H) \log ^{2}(n)\right)} \\
& <1
\end{aligned}
$$

using the definition of $q(n)$. Thus, with positive probability there is a desired colouring.

We remark that we did not attempt to optimise any of the constants involved.

### 3.5 Concluding remarks

The multicolour Erdős-Hajnal conjecture is concerned with the existence of large homogeneous sets in edge-coloured cliques that do not contain a copy of a given colouring on small subcliques. It could be that the number of colours used in a large clique is strictly larger than the number of colours used in a forbidden subclique-colouring. Although intuitively it seems that having more colours on a large clique allows for larger homogeneous sets, no formal proof of this is known and it is actually not clear whether it is true.

We showed that the multicolour EH-conjecture could be reduced to the situation when the large clique uses the same set of colours as the forbidden colouring or maybe
one more. This brings us to the following special cases, in a sense smallest, for which the EH-conjecture is known to be true for the number of colours used in the forbidden colouring, but not any more once additional colours are allowed. In Section 3.4 we provided upper bounds on $h_{s}(n, c)$ for those two colourings, which show, that the size of a largest homogeneous set in large $c$-free edge-colourings does not grow when allowing an extra colour, in the second case it even decreases. We still do not know if those two colourings have the EH-property for $s+1$ colours at all:

Open Problem 3.9. Does the 2-edge colouring of $K_{4}$ in which each colour class is isomorphic to $P_{4}$ have the EH-property for 3 colours?

Open Problem 3.10. Does the rainbow triangle have the EH-property for 4 colours?

## Chapter 4 The Erdő́s-Hajnal conjecture for three colours AND FAMILIES OF TRIANGLES

### 4.1 Introduction

In this chapter, we will consider the multicolour version of the Erdős-Hajnal conjecture for $s=3$ colours and forbidden families of colourings on triangles. We use the definitions and notations from Section 3, but reproduce them here for this special case.

We say that a clique $K^{\prime}$ edge-coloured with a colouring $c$ contains a copy of (or simply contains) a clique $K$ on vertex set $\{1, \ldots, k\}$ with an edge-colouring $c^{\prime}$, if there is a set of $k$ vertices $\left\{v_{1}, \ldots, v_{k}\right\}$ in $K^{\prime}$ and a bijection $\phi:\{1, \ldots, k\} \rightarrow\left\{v_{1}, \ldots, v_{k}\right\}$ such that $c^{\prime}(i j)=c(\phi(i) \phi(j))$, for all $i, j, 1 \leq i<j \leq k$.

In this chapter, to avoid confusion, we will use the term pattern for a forbidden colouring of a subgraph, so the term colouring will refer to the colouring of a larger graph in which we forbid certain patterns. We consider the case when the number of colours is three and the forbidden patterns are imposed on triangles, but there could be more than one forbidden pattern. Specifically, we investigate all sets of at most three patterns. We provide all our results in the Tables 4.1, 4.2, 4.3. One can immediately see from Table 4.1 that the Erdős-Hajnal conjecture holds true in this setting. We focus on the quantitative version of the conjecture and provide asymptotic bounds on the sizes of the largest 2 -edge-coloured cliques.

All of the colourings considered here use colours $r, b$, and $y$, corresponding to 'red', 'blue', and 'yellow'. The complete graph on $n$ vertices is denoted by $K_{n}$. We call an edge-coloured complete graph $K_{k}$ using at most two colours on its edges a two-coloured $k$-clique. We also call the set of vertices of a two-coloured clique a two-coloured set. For a family $\mathcal{H}$ of patterns using colours $r, b, y$, we define the class of $\mathcal{H}$-free edge-colourings of $K_{n}$ as a family using colours $r, b, y$, and containing none of the patterns from $\mathcal{H}$. We denote the family of all $\mathcal{H}$-free edge-colourings by $\operatorname{Forb}(n, \mathcal{H})$.

For an edge-colouring $c$, let

$$
\begin{gathered}
h_{2}(c)=\max \{k \in \mathbb{N} \mid c \text { contains a two-coloured } k \text {-clique }\} \text {, and } \\
h_{2}(n, \mathcal{H})=\min \left\{h_{2}(c) \mid c \in \operatorname{Forb}(n, \mathcal{H})\right\} .
\end{gathered}
$$

In particular, each edge-colouring of $K_{n}$ using three colours and not containing
patterns from $\mathcal{H}$ contains a clique on $h_{2}(n, \mathcal{H})$ vertices using at most two colours. In addition, there is an $\mathcal{H}$-free colouring with every clique on more than $h_{2}(n, \mathcal{H})$ vertices using all three colours.

We consider all sets $\mathcal{H}$ of at most three patterns on triangles using colours from $\{r, b, y\}$. We also write, for example, $r r b$ to represent a colouring of a triangle with one blue and two red edges. These patterns are $r r r, b b b, y y y, r r b, r r y, b b r, b b y, y y r, y y b, r b y$. Note that if for two families $\mathcal{H}, \mathcal{H}^{\prime}$ there is a permutation $\pi$ of colours, such that $\mathcal{H}^{\prime}$ is obtained by applying $\pi$ to each pattern in $\mathcal{H}$, we have $h_{2}(n, \mathcal{H})=h_{2}\left(n, \mathcal{H}^{\prime}\right)$. If for two sets of avoiding patterns, $\mathcal{H}$ and $\mathcal{H}^{\prime}$, we have that $\mathcal{H} \subseteq \mathcal{H}^{\prime}$, then $h_{2}(n, \mathcal{H}) \leq h_{2}\left(n, \mathcal{H}^{\prime}\right)$. Indeed, this holds since any $\mathcal{H}^{\prime}$-free colouring is also an $\mathcal{H}$-free colouring.

Two of the entries of our tables are expressed in terms of functions $f(n)$ and $g(n)$ that are interesting in their own right. For a graph $G, \operatorname{let} G^{2}$ be the square of $G$, i.e. the graph on the same vertex set as $G$ with two vertices adjacent if and only if they are at distance at most 2 in $G$. Let

$$
f(G)=\max \left\{\alpha(G), \omega\left(G^{2}\right)\right\} \text { and } f(n)=\min \{f(G):|G|=n, \omega(G)=2\}
$$

Further, recall that the odd girth, $\operatorname{girth}_{\text {odd }}(G)$, of a graph $G$ is the length of a shortest odd cycle in $G$. Let

$$
g(n)=\min \left\{\alpha(G):|G|=n, \operatorname{girth}_{\mathrm{odd}}(G) \geq 7\right\} .
$$

| $\mathcal{H}$ | $h_{2}(n, \mathcal{H})$ | Results |
| :--- | :--- | :--- |
| $\{\triangle\}$ | $\Theta\left(n^{1 / 3} \log ^{2} n\right)$ | $[70]$ |
| $\{\triangle\}$ | $\Theta(\sqrt{n \log n})$ | Lemma 4.1.1 |
| $\{\triangle\}$ | $\lceil\sqrt{n}$ | Lemma 4.1.2 |

Table 4.1: Bounds on $h_{2}(n, \mathcal{H})$ for families $\mathcal{H}$ of one pattern on a triangle
The main results of this chapter are joined work with Axenovich and Snyder [13].
This chapter is structured as follows. We give classical and preliminary results and more definitions in Section 4.2. Section 4.3 contains most of the constructions we use, and hence yields the upper bounds on $h_{2}(n, \mathcal{H})$ listed in Tables 4.1, 4.2, 4.3. The remaining part of this chapter provides lemmata and their proofs for the corresponding lower bounds on $h_{2}(n, \mathcal{H})$. Section 4.7 provides final remarks and open questions.

We remark that 'log' for us always denotes the base 2 logarithm.

| $\mathcal{H}$ | $h_{2}(n, \mathcal{H})$ | Results |
| :--- | :--- | :--- |
| $\{\triangle, \triangle\},\{\triangle, \triangle\},\{\triangle, \triangle\}$, <br> $\{\triangle, \wedge\}$ | $\lceil\sqrt{n} \mid$ | Lemma 4.2.1 |
| $\{\triangle, \triangle\}$ | $\Theta(\sqrt{n})$ | Lemma 4.2.2 |
| $\{\triangle, \triangle\},\{\triangle, \triangle\},\{\triangle, \triangle\}$ | $\Theta(\sqrt{n \log n})$ | Lemmata 4.2.3, |
| $\{\triangle, \triangle\}$ | $\Omega(\sqrt{n \log n}), O\left(\sqrt{n} \log ^{3 / 2} n\right)$ | Lemma 4.2.5 |
| $\{\triangle, \triangle\}$ | $f(n) \leq h_{2}(n, \mathcal{H}) \leq 2 f(n)$ | Lemma 4.2.4 |
|  | $\Omega\left(n^{2 / 3} \log ^{-3 / 2} n\right), O\left(n^{2 / 3} \sqrt{\log n}\right)$ | Lemma 4.2.7 |

Table 4.2: Bounds on $h_{2}(n, \mathcal{H})$ for families $\mathcal{H}$ of two patterns on triangles

### 4.2 Connections to other results, preliminary results, and more definitions

The conclusion of the multicolour Erdős-Hajnal conjecture could be restated as: there is a positive constant $a=a(K)$ such that in any $s$-edge-colouring of a clique on $n$ vertices with no copy of $K$ there is a colour class with independence number $\Omega\left(n^{a}\right)$. Thus, the multicolour Erdős-Hajnal conjecture not only extends the respective conjecture for graphs, but puts the problem in the framework of Ramsey problems defined through some parameter $p$, where one seeks a largest clique coloured with a fixed number of colours, such that the parameter $p$ of each colour class is bounded by a given number. For example, the classical Ramsey theorems are stated for the parameter $p$ being equal to the clique number, while the Erdős-Hajnal conjecture has a formulation as a Ramsey number with parameter $p$, for $p$ equal to the independence number; see other papers $[7,42,62,75,78,91,94,105,107]$, where Ramsey problems with parameter $p$ have been considered for $p$ equal to the diameter, the minimum degree, the connectivity, and the chromatic number. Fox, Grinshpun and Pach [70] addressed the multicoloured Erdős-Hajnal conjecture when $K$ is a rainbow triangle, i.e. a complete graph on 3 vertices edge-coloured using three distinct colours. Among other results, they proved that any such colouring with $s=3$ colours contains a clique using at most 2 colours that has order at least $\Omega\left(n^{1 / 3} \log ^{2} n\right)$. Moreover, they showed that this bound is tight.

For a given colouring $c$ in $r, b, y$, we denote by $S_{r b}^{c}, S_{r y}^{c}$, and $S_{b y}^{c}$ the size of a largest clique using only colours from $\{r, b\}$, only from $\{r, y\}$, and only from $\{b, y\}$, respectively. A pattern is monochromatic if only one colour occurs, i.e. $r r r, b b b$ or $y y y$. For a subset of colours, e.g., $\{r, b\}$, we say that a graph with all edges coloured $r$ or $b$ is a red/blue graph (or a blue/red graph). If this graph is a clique, we refer to it as a red/blue clique.

| $\mathcal{H}$ | $h_{2}(n, \mathcal{H})$ | Results |
| :---: | :---: | :---: |
| $\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \triangle\}$ | $\lceil\sqrt{n}\rceil$ | Lemma 4.3.1 |
| $\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}$ | $\lceil n / 2\rceil$ | Lemmata 4.3.2, 4.3.3 |
| $\{\triangle, \triangle, \triangle\}$ | $\lceil n / 2\rceil+1$ | Lemma 4.3.5 |
| $\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}$ | $\Omega(\sqrt{n}), O(\sqrt{n \log n})$ | Lemmata 4.3.4, 4.3.6 |
| $\{\triangle, \triangle, \triangle$ \} | $\Theta\left(n^{2 / 3}\right)$ | Lemma 4.3.7 |
| $\{\triangle, \triangle, \triangle$ \} | no $\mathcal{H}$-free col. for $n \geq 17$ | [81] |
| $\{\triangle, \triangle, \triangle\}$ | $\Omega(\sqrt{n \log n}), O\left(\sqrt{n} \log ^{3 / 2} n\right)$ | Lemma 4.3.9 |
| $\{\triangle, \triangle, \triangle\}$ | $2\lfloor n / 5\rfloor+\epsilon(n)$ | Lemma 4.3.10 |
| $\{\triangle, \triangle, \triangle\}$ | $\lceil(n-1) / 3\rceil \leq h_{2}(n, \mathcal{H}) \leq 2\lceil n / 5\rceil$ | Lemma 4.3.12 |
| $\begin{aligned} & \{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}, \\ & \{\triangle, \triangle, \triangle\} \end{aligned}$ | $\lceil n / 2\rceil$ | $\begin{aligned} & \hline \text { Lemmata 4.3.13 } \\ & 4.3 .21,4.3 .23 \end{aligned}$ |
| $\{\triangle, \triangle, \triangle$ \} | $\Omega(\sqrt{n \log n}), O\left(\sqrt{n} \log ^{3 / 2} n\right)$ | Lemma 4.3.14 |
| $\{\triangle, \triangle, \wedge\}$ | $\Omega(\sqrt{n \log n}), O\left(n^{2 / 3} \sqrt{\log n}\right)$ | Lemma 4.3.15 |
| $\{\triangle, \triangle, \triangle\}$ | $\begin{aligned} & \Omega\left(n^{2 / 3} \log ^{1 / 3} n\right), O\left(n^{3 / 4} \log n\right) \\ & g(n) \leq h_{2}(n, \mathcal{H}) \leq 2 g(n) \end{aligned}$ | Lemma 4.3.18 <br> Lemma 4.3.17 |
| $\{\triangle, \triangle, \triangle$ \} | $\Omega\left(n^{2 / 3} \log ^{-1 / 3} n\right), O\left(n^{2 / 3} \sqrt{\log n}\right)$ | Lemma 4.3.19 |
| $\{\triangle, \triangle, \wedge\}$ | $\Theta(\sqrt{n \log n})$ | Lemma 4.3.20 |
| $\{\triangle, \triangle, \triangle\}$ | $\lceil 3 n / 7\rceil+\epsilon_{1}(n)$ | Lemma 4.3.22 |
| $\{\triangle, \triangle, \triangle\}$ | $\Omega\left(n^{3 / 4} \log ^{-3 / 2} n\right), O\left(n^{3 / 4} \sqrt{\log n}\right)$ | Lemma 4.3.24 |
| $\begin{aligned} & \{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}, \\ & \{\triangle, \triangle, \triangle\} \end{aligned}$ | $\Omega\left(n^{2 / 3} \log ^{-2} n\right), O\left(n^{2 / 3} \sqrt{\log n}\right)$ | Lemma 4.3.25 |

Table 4.3: Bounds on $h_{2}(n, \mathcal{H})$ for families $\mathcal{H}$ of three patterns on triangles $\epsilon(n)=0$ if $n \equiv 0(\bmod 5), \epsilon(n)=1$ if $n \equiv 1$, and $\epsilon(n)=2$ otherwise; $\epsilon_{1}(n)=1$ if $n \equiv 2(\bmod 7)$ and $\epsilon_{1}(n)=0$, otherwise.

If a pattern is not rainbow, the colour used on more than one edge is called the majority colour. For any given colour, e.g., red, we say that a vertex $v$ has red degree $k$ if it is incident to exactly $k$ red edges. We denote by $N_{r}(v)$ the red neighbourhood of $v$, the set of all vertices joined to $v$ by edges coloured red.

For positive integers $k$ and $\ell$, we let $R(k, \ell)$ denote the usual Ramsey number for cliques, i.e. the smallest $N$ such that no matter how the edge set of $K_{N}$ is coloured with red and blue, there is a red $K_{k}$ or a blue $K_{\ell}$ in this colouring. For graphs $F$ and $F^{\prime}$, we let $R\left(F, F^{\prime}\right)$ denote the graph Ramsey number of $F$ and $F^{\prime}$, i.e. the smallest $N$ such that
no matter how the edge set of $K_{N}$ is coloured with red and blue, there is a red copy of $F$ or a blue copy of $F^{\prime}$ in this colouring. Here a copy of $F$ is a graph isomorphic to $F$. This definition easily extends to the case when either $F$ or $F^{\prime}$ is replaced by a finite family of graphs. As usual, we let $V(G), E(G), \chi(G), \alpha(G), \omega(G)$, and $\Delta(G)$ denote the vertex set, edge set, chromatic number, independence number, clique number, and the maximum degree of a graph $G$, respectively. For a clique with vertex set $V$, we say that $|V|$ is the size of the clique, and we often write "a clique $V$ " instead of "a clique on the vertex set $V^{\prime \prime}$. Most of the colourings we define in Section 4.3 are obtained by 'blowing up' other colourings. We make this precise as follows. Suppose $c$ is an edge-colouring of $K_{k}$ on vertex set $[k]$ and let $V_{1}, \ldots, V_{k}$ be non-empty, pairwise disjoint sets. The $\left(V_{1}, \ldots, V_{k}\right)$-blow-up of $c$ is the edge-colouring of the complete $k$-partite graph with parts $V_{i}$ for $i \in[k]$, such that all edges between $V_{i}$ and $V_{j}$ have colour $c(i j)$ for all $1 \leq i<j \leq k$. See also Section 3 for more on blow-ups of colourings.

Observation 4.1. Let $c_{1}, c_{2}$ be 3 -edge-colourings of $K_{n_{1}}, K_{n_{2}}$. Now let $V_{1}, \ldots, V_{n_{1}}$ be vertexdisjoint sets of size $\left|V_{i}\right|=n_{2}$ each and consider the $\left(V_{1}, \ldots, V_{n_{1}}\right)$-blow-up of $c_{1}$, where each $V_{i}$ is coloured according to $c_{2}$. Let the resulting colouring be $c$. Then we have $S_{k}^{c}=S_{k}^{c_{1}} \cdot S_{k}^{c_{2}}$ for any $k \in\{r b, r y, b y\}$.

A graph is triangle-free if it does not contain $K_{3}$ as a subgraph. We shall need some results about triangle-free graphs and certain Ramsey numbers.

Theorem 4.2 (Kim [93]). For every sufficiently large $n \in \mathbb{N}$ there exists a triangle-free graph $G$ on $n$ vertices with $\alpha(G) \leq 9 \sqrt{n \log n}$.

The following result gives a corresponding lower bound for the independence number of triangle-free graphs:

Theorem 4.3 (Ajtai et al. [1]). For any integer $t \geq 3$, we have $R(3, t)=O\left(t^{2} / \log t\right)$. That is, there is a constant $C$, such that in any red/blue edge-colouring of $K_{n}$ with $n=C t^{2} / \log t$ there is either a red $K_{3}$ or a blue $K_{t}$.

Translating the above theorem into the language of independent sets in triangle-free graphs, we have:
Corollary 4.4. For any triangle-free graph $G$ on $n$ vertices, $\alpha(G)=\Omega(\sqrt{n \log n})$.

The following result provides an upper bound on the chromatic number of any $n$-vertex triangle-free graph.

Theorem 4.5 (Poljak, Tuza [113]). For any triangle-free graph $G$ on $n$ vertices, $\chi(G) \leq$ $4 \sqrt{n / \log n}$.

We shall also need some known bounds on Ramsey numbers listed in Table 0.1 in the Preliminaries.

Observation 4.6. A lower bound on some Ramsey number $R(s, t)$ corresponds to the existence of a 2-edge-colouring of $K_{n}$ with no red $K_{s}$ and no blue $K_{t}$. For example, $R(3, k)=\Omega\left(k^{2} / \log k\right)$ gives the existence of a red/blue edge-colouring of $K_{n}$ with no red $K_{3}$ and no blue $K_{t}$ for any $t>C \sqrt{n \log n}$ for some constant $C$.

Recall that a pattern containing all three colours $r, b$, and $y$ is called rainbow. Colourings not containing rainbow triangles are called Gallai colourings. We will need the following fundamental theorem, which asserts that Gallai colourings have a specific structure.

Theorem 4.7 (Gallai [79]). In any Gallai colouring of the complete graph on at least two vertices, the vertex set can be partitioned into at least two non-empty parts such that

- for any two distinct parts, all edges between them are of the same colour;
- the total number of colours used between parts is at most two.


### 4.3 Constructions

Here we will list some explicit or probabilistic 3-edge-colourings of $K_{n}$ which are $\mathcal{H}$ free for certain families, which we will then refer to in order to prove upper bounds on $h_{2}(n, \mathcal{H})$. We describe the colourings and bound the size of a largest 2 -coloured set for each of them. The constructions are ordered by increasing order of magnitude of $h_{2}$. For each constructed colouring $c$ an upper bound on $h_{2}(c)$ is established. We remark that these upper bounds are asymptotically tight, but since these facts are not needed for our results, we omit proofs. Some of the constructions are explicit and give exact bounds, while others rely on probabilistic/Ramsey results, and therefore only give asymptotic bounds. Lastly, in each construction where we obtain asymptotic upper bounds, divisibility conditions are ignored, and floors and ceilings are omitted for simplicity of presentation.

Construction $2.1(\lceil\sqrt{n}\rceil$, none of $\triangle, \wedge, \triangle, \wedge$ )

Let $n \geq 3$ be an integer, and assume first that $n=m^{2}$ for some integer $m$. Let the vertex set be $\left\{v_{i j}: i, j \in[m]\right\}$, a set of $m^{2}$ vertices. Define the colouring $c$ of $E(V)$ as follows:

$$
c\left(v_{i k} v_{j l}\right)=\left\{\begin{array}{cc}
\text { red } & \text { if } i=j, k \neq l, \\
\text { blue } & \text { if } i \neq j, k=l, \\
\text { yellow } & \text { if } i \neq j, k \neq l
\end{array}\right.
$$

The red graph is the disjoint union of $m$ cliques of size $m$, where $m \geq 2$. The same holds for the blue graph. It is not difficult to see that this colouring contains none of the stated patterns.

Claim: $h_{2}(c) \leq\lceil\sqrt{n}\rceil$.

Proof. Let $V_{i}=\left\{v_{i k} \mid k \in[m]\right\}, U_{i}=\left\{v_{j i} \mid j \in[m]\right\}, i \in[m]$. Any blue/yellow clique can use at most one vertex of any given $V_{i}$, any red/yellow clique can use at most one vertex of any given $U_{j}$, so we have $S_{b y}^{c}, S_{r y}^{c} \leq m$. In fact, it is not hard to find blue/yellow and red/yellow cliques of size $m$, so $S_{b y}^{c}=S_{r y}^{c}=m$. Assume there is a red/blue clique of size $m+1$. Then it uses two vertices $x, y \in V_{i}$ and one vertex $z \in V_{j}$ for some $i \neq j$ (here we are using $m \geq 2$ ). But then $z$ can have a blue edge to at most one of $\{x, y\}$, a contradiction. Thus, we have $S_{r b}^{c}, S_{r y}^{c}, S_{b y}^{c} \leq m=\sqrt{n}$.

Now let $n \in \mathbb{N}$ be arbitrary and take the smallest $m \in \mathbb{N}$, such that $n \leq m^{2}$. Note that $m=\lceil\sqrt{n}\rceil$. Take the construction described above with $m^{2}$ vertices and arbitrarily remove $m^{2}-n$ vertices. Then the size of a largest two-coloured clique is still at most $m=\lceil\sqrt{n}\rceil$.

Construction $2.2(O(\sqrt{n})$, none of $\Delta, \triangle$ )

Let $k=\sqrt{n}$. By Bohman's [23] result $R(4, t)=\Omega\left(t^{5 / 2} / \log ^{2} t\right)$ and observation 4.6, we may consider a blue/yellow edge-colouring of $K_{k}$ (for sufficiently large $n$ ) with no yellow clique of size 4 and no blue clique of size larger than $C k^{2 / 5} \log ^{4 / 5} k$, for some constant $C$. Call this colouring $c^{\prime}$. Now, let $V_{1}, \ldots, V_{k}$ be pairwise vertex-disjoint sets of size $\sqrt{n}$ each and consider the $\left(V_{1}, \ldots, V_{k}\right)$-blow-up of $c^{\prime}$. Inside each $V_{i}$ colour the edges in red/yellow with no yellow clique of size 4 and no red clique on more than $C k^{2 / 5} \log ^{4 / 5} k$ vertices. Call the resulting colouring $c$.
Observe that any triangle in this colouring contains edges from either one $V_{i}$ (in which case it is coloured in red and yellow), from two distinct $V_{i}$ 's (in which case it is a $b b r, b b y, y y r$ or $y y y$ triangle), or from three distinct $V_{i}$ 's (then it uses only colours blue and yellow). Thus, there are no $r b y, r r b$ triangles.

Claim: $h_{2}(c)=O(\sqrt{n})$.

Proof. Note that any red/blue clique must be the blow-up of a blue clique in $c^{\prime}$ with red cliques inside each $V_{i}$. By construction, we then have $S_{r b}^{c} \leq\left(C(\sqrt{n})^{2 / 5} \log ^{4 / 5}(\sqrt{n})\right)^{2} \leq$ $\sqrt{n}$, for sufficiently large $n$. For red/yellow and blue/yellow cliques we have $S_{b y}^{c}, S_{r y}^{c} \leq$ $3 \cdot \sqrt{n}$.

Construction $2.3(O(\sqrt{n \log n})$, none of $\triangle, \triangle, \wedge)$

By Theorem 4.2, for $n$ large enough there is a triangle-free graph $G$ on $n$ vertices with $\alpha(G) \leq 9 \sqrt{n \log n}$. By Theorem 4.5, we have that $\chi(G) \leq 4 \sqrt{n / \log n}$. Consider a partition of $V(G)$ into $\chi(G)$ independent sets $V_{1}, \ldots, V_{\chi(G)}$ (each of size at most $\alpha(G)$ ). Now consider the following 3-edge-colouring $c$ of $K_{n}$. Fix a copy of $G$ in $K_{n}$ and colour it red, then colour all edges with both endpoints in the same $V_{i}$ blue and all remaining edges (between two different $V_{i}$ 's that are not in $G$ ) yellow.
Observe that the blue graph is a disjoint union of cliques and the red graph is trianglefree, so there are no $r r r, b b r$ or $b b y$ triangles.

Claim: $h_{2}(c)=O(\sqrt{n \log n})$.

Proof. A blue/yellow clique in this colouring corresponds to an independent set in $G$, i.e. we have $S_{b y}^{c}=\alpha(G) \leq 9 \sqrt{n \log n}$. Since a red/yellow clique contains at most one vertex from any $V_{i}$, we have $S_{r y}^{c} \leq \chi(G) \leq 4 \sqrt{n / \log n}$. A red/blue clique contains vertices from at most two $V_{i}$ 's, since otherwise there is a red triangle in $G$, i.e. we have $S_{r b}^{c} \leq 2 \alpha(G) \leq 18 \sqrt{n \log n}$.

Construction $2.4(O(\sqrt{n \log n})$, none of $\triangle, \triangle, \wedge)$

Take $k=\sqrt{n \log n}$ and consider a blue/yellow edge-colouring $c^{\prime}$ of $K_{k}$ without a monochromatic clique of size more than $2 \log k$, which exists by the bound on the Ramsey number $R(t, t) \geq 2^{t / 2}$. Let $V_{1}, \ldots, V_{k}$ be pairwise vertex-disjoint sets each of size $n / k=\sqrt{n / \log n}$, and consider the $\left(V_{1}, \ldots, V_{k}\right)$-blow-up of $c^{\prime}$. Colour every edge with both endpoints in $V_{i}$ red for each $i \in[k]$. Let us denote by $c$ the resulting colouring.

Observe that each triangle in $c$ is either monochromatic red with all vertices in $V_{i}$, $i \in[k]$, a $b b r$ or $y y r$ triangle (one edge in a red clique and two edges of the same colour to another clique), or one of $b b b, b b y, y y y, y y b$ (vertices from three different red cliques).

Claim: $h_{2}(c)=O(\sqrt{n \log n})$.

Proof. Any blue/yellow clique contains at most one vertex from each $V_{i}$, i.e. we have $S_{b y}^{c}=k=\sqrt{n \log n}$. Any red/blue (red/yellow) clique in $c$ corresponds to a blue (yellow) clique in $c^{\prime}$, so we have $S_{r b}^{c}=S_{r y}^{c} \leq(n / k) \cdot 2 \log k=\sqrt{n / \log n} \cdot 2 \log (\sqrt{n \log n}) \leq$ $2 \sqrt{n \log n}$.

Construction $2.5(O(\sqrt{n \log n})$, none of $\triangle, \wedge, \wedge)$

Let $k=\sqrt{n \log n}$. Consider a red/blue edge-colouring $c^{\prime}$ of $K_{k}$ without a monochromatic clique of size larger than $2 \log k$. Such a colouring exists by the bound on the Ramsey number $R(t, t) \geq 2^{t / 2}$. Take $m=n / k$ pairwise vertex-disjoint copies of $K_{k}$ each coloured according to $c^{\prime}$ with vertex sets $V_{1}, \ldots, V_{m}$. Colour every edge between $V_{i}$ and $V_{j}$ yellow for all distinct $i, j \in[m]$. Call the resulting colouring $c$.
Observe that each triangle in $c$ is either coloured in red and blue (all vertices are in the same $V_{i}$ ), or contains at least two yellow edges (vertices in at least two different $V_{i}$ 's).

Claim: $h_{2}(c)=O(\sqrt{n \log n})$.

Proof. Any red/blue clique contains vertices from at most one $V_{i}$, so $S_{r b}^{c}=k=\sqrt{n \log n}$. Any red/yellow (blue/yellow) clique contains at most $2 \log k$ vertices from each $V_{i}$, so we have $S_{r y}^{c}, S_{b y}^{c} \leq(n / k) \cdot 2 \log k=\sqrt{n / \log n} \cdot \log (\sqrt{n \log n}) \leq 2 \sqrt{n \log n}$.

Construction $2.6\left(O\left(\sqrt{n} \log ^{3 / 2} n\right)\right.$, none of $\left.\triangle, \triangle, \triangle, \triangle\right)$

From the lower bound on $R(3, t)$, consider a triangle-free graph $H$ with vertex set $[n]$ and independence number at most $9 \sqrt{n \log n}$. Define $c$, a colouring of the edges of a complete graph on vertex set $[n]$ as follows: the edges not in $H$ are coloured yellow, and each edge of $H$ is coloured red with probability $1 / 2$ or blue with probability $1 / 2$. Note that in this colouring each triangle has a yellow edge, and therefore contains none of the stated patterns.

Claim: With positive probability $h_{2}(c)=O\left(\sqrt{n} \log ^{3 / 2} n\right)$.

Proof. Letting $q(n)=80 \sqrt{n} \log ^{3 / 2} n$, we shall show that any set of $q(n)$ vertices induces edges of all three colours. Let $X$ be a fixed set of $q(n)$ vertices.

Now we use Turán's theorem [122], which tells us that a graph $G$ on $n$ vertices with $\alpha(G)<r$ has at least $\frac{1}{r}\binom{n}{2}$ edges. Since $\alpha(G[X])<10 \sqrt{n \log n}$, the number of edges induced by $X$ in $H$ is at least

$$
e_{X}=\frac{1}{10 \sqrt{n \log n}}\binom{q(n)}{2} \geq \frac{q^{2}(n)}{4 \cdot 10 \sqrt{n \log n}}
$$

Then the probability that $X$ induces only yellow and blue edges in $c$ or that $X$ induces only yellow and red edges in $c$ is at most

$$
p_{X} \leq 2 \cdot 2^{-e_{X}} \leq 2 \cdot 2^{-q^{2}(n) / 40 \sqrt{n \log n}}
$$

Using the union bound over all $q(n)$-element subsets of $[n]$, we have that the probability that $c$ contains a $q(n)$-vertex set inducing edges of only two colours is at most

$$
\binom{n}{q(n)} p_{X} \leq n^{q(n)} 2^{1-q^{2}(n) / 40 \sqrt{n \log n}}=2^{\left(q(n) \log n+1-q^{2}(n) / 40 \sqrt{n \log n}\right)}<1
$$

using the definition of $q(n)$. Thus, there is a desired colouring with positive probability (we remark that we did not attempt to optimize the constants here).

Construction $2.7\left(O\left(n^{2 / 3}\right)\right.$, none of $\left.\triangle, \wedge, \wedge, \Delta\right)$

Consider $n^{1 / 3}$ pairwise vertex-disjoint red cliques of size $n^{1 / 3}$ each and colour all edges in-between blue. This is a red/blue edge-colouring of $K_{n^{2 / 3}}$. Consider $n^{1 / 3}$ pairwise vertex-disjoint copies of $K_{n^{2 / 3}}$ each coloured as above, and colour all remaining edges yellow. Call the resulting colouring $c$.
Observe that the red graph is a disjoint union of cliques, so any triangle contains either 3,1 or 0 red edges, if it has its vertices in 1,2 or 3 different red cliques respectively, so there is no triangle containing exactly two red edges. Assume there are vertices $u, v, w$, such that $c(u v)=b$ and $c(v w)=y$. Then $u$ and $v$ are in the same red/blue clique and $w$ is in a different red/blue clique, so $c(u w)=y$, and there are no $r b y, b b y$ triangles.

Claim: $h_{2}(c)=O\left(n^{2 / 3}\right)$.

Proof. It is not difficult to see that $S_{r b}^{c}=O\left(n^{2 / 3}\right)$. Note that any red/yellow clique contains vertices from at most one red clique inside each copy of $K_{n^{2 / 3}}$. Since each red clique has size $n^{1 / 3}$ and there are $n^{1 / 3}$ copies of $K_{n^{2 / 3}}$, we obtain $S_{r y}^{c}=O\left(n^{2 / 3}\right)$ (see Observation 4.1). Finally, any blue/yellow clique contains at most one vertex from each
red clique inside every copy of $K_{n^{2 / 3}}$. Since there are $n^{1 / 3}$ red cliques inside each $K_{n^{2 / 3}}$, we have $S_{b y}^{c}=O\left(n^{2 / 3}\right)$.

Construction $2.8\left(O\left(n^{2 / 3} \sqrt{\log n}\right)\right.$, none of $\left.\triangle, \triangle, \triangle, \triangle\right)$

Let $k=n^{2 / 3} \sqrt{\log n}$. From the lower bound on $R(3, t) /$ Observation 4.6 consider a red/blue edge-colouring $c^{\prime}$ of $K_{k}$ with no red $K_{3}$ and no blue $K_{t}$ for any $t>9 \sqrt{k \log k}$. Let $V_{1}, \ldots, V_{k}$ be pairwise disjoint sets each of size $n / k$, and consider the $\left(V_{1}, \ldots, V_{k}\right)$ -blow-up of $c^{\prime}$. Colour all edges with both endpoints in $V_{i}$ yellow for each $i \in[k]$ and call the resulting colouring $c$.
Observe that each triangle is either yyy (all vertices in the same $V_{i}$ ), $y r r$ or $y b b$ (one edge within a $V_{i}$ and two edges to a different $V_{i}$ ) or one of $r r b, b b r, b b b$ (all vertices in different $V_{i}$ 's).

Claim: $h_{2}(c)=O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. Since any red/blue clique can contain at most one vertex from each $V_{i}$, we have $S_{r b}^{c}=k$. Further, as $c^{\prime}$ contains no red triangle, we obtain $S_{r y}^{c} \leq 2 \cdot(n / k)$. Lastly, as $c^{\prime}$ contains no blue $K_{t}$ for any $t>9 \sqrt{k \log k}$, we have that $S_{b y} \leq 9 \sqrt{k \log k} \cdot(n / k)$. Thus, by our choice of $k$ it follows that $\max \left\{S_{r b}^{c}, S_{r y}^{c}, S_{b y}^{c}\right\} \leq C n^{2 / 3} \sqrt{\log n}$, for some constant $C$.

Construction $2.9\left(O\left(n^{2 / 3} \sqrt{\log n}\right)\right.$, none of $\triangle, \triangle, \triangle, \triangle$ )

Let $k=n^{1 / 3} / \sqrt{\log n}$ and consider the trivial edge-colouring $c^{\prime}$ of $K_{k}$ where every edge is coloured blue. Let $V_{1}, \ldots, V_{k}$ be pairwise vertex-disjoint sets of size $n / k$ each and consider the $\left(V_{1}, \ldots, V_{k}\right)$-blow-up of $c^{\prime}$. From the lower bound on $R(3, t)$, there is a red/yellow edge-colouring $c^{\prime \prime}$ of $K_{n / k}$ with no red $K_{3}$ and no yellow $K_{t}$ for any $t>9 \sqrt{(n / k) \log (n / k)}$ and sufficiently large $n$. Colour the edges inside $V_{i}$ according to $c^{\prime \prime}$ for all $i \in[k]$, and call the resulting colouring $c$.
Observe that each triangle is either one of yyy, yyr or $r r y$ (all vertices in the same $V_{i}$ ), one of $b b r, b b y$ (vertices in two different $V_{i}{ }^{\prime}$ s) or $b b b$ (vertices in three different $V_{i}{ }^{\prime}$ s).

Claim: $h_{2}(c)=O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. First, note that any red/yellow clique can contain vertices from at most one of the $V_{i}$ 's. It easily follows that $S_{r y}^{c}=n / k$. Furthermore, using the bounds on the sizes
of red and yellow cliques inside any given $V_{i}$, we obtain $S_{b y}^{c} \leq k \cdot 9 \sqrt{(n / k) \log (n / k)}$, and $S_{r b}^{c} \leq 2 k$. Thus, our choice of $k$ implies that $\max \left\{S_{r b}^{c}, S_{r y}^{c}, S_{b y}^{c}\right\} \leq C n^{2 / 3} \sqrt{\log n}$, for some constant $C$.

Construction $2.10\left(O\left(n^{2 / 3} \sqrt{\log n}\right)\right.$, none of $\left.\triangle, \triangle, \triangle, \wedge\right)$

Let $k=n^{2 / 3} \sqrt{\log n}$ and consider $m=n / k$ pairwise vertex-disjoint copies of $K_{k}$ with vertex sets $V_{1}, \ldots, V_{m}$ where $V_{i}=\left\{v_{i 1}, \ldots, v_{i k}\right\}$ for each $i=1, \ldots, m$. Let $c^{\prime}$ be an edge-colouring of $K_{k}$ in red/yellow with no red $K_{3}$ and no yellow clique larger than $9 \sqrt{k \log k}$. Colour the cliques induced by $V_{i}$ according to $c^{\prime}$ for each $i=1, \ldots, m$. For $i \neq j$ colour the edge $v_{i s} v_{j t}$ blue if $s=t$ and yellow otherwise. Call this final colouring c.

Observe that there is no $r r r$ and no $r r b$ triangle since $c^{\prime}$ contains no red $K_{3}$, and any two incident red edges are completely contained in some $V_{i}$, which contains no blue edges. Similarly, any two incident blue edges are contained in a blue clique, so there are no $b b r$ and no $b b y$ triangles.

Claim: $h_{2}(c)=O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. Consider the sets $U_{t}=\left\{v_{i t}: i=1, \ldots, m\right\}$ for $t=1, \ldots, k$. Observe that any red/yellow clique can contain at most one vertex from each $U_{t}$. Therefore, we obtain $S_{r y}^{c} \leq k$. From our bound on the sizes of largest yellow cliques in each $V_{i}$, it follows that $S_{b y}^{c} \leq(n / k) \cdot 9 \sqrt{k \log k}$. Lastly, since there is no clique using both red and blue edges, there is no red triangle and each blue clique has size $n / k$, so we have that $S_{r b}^{c}=n / k$. Thus, our choice of $k$ implies $\max \left\{S_{r b}^{c}, S_{r y}^{c}, S_{b y}^{c}\right\} \leq C n^{2 / 3} \sqrt{\log n}$ for a constant $C$.

Construction $2.11\left(O\left(n^{3 / 4} \sqrt{\log n}\right)\right.$, none of $\Delta, \triangle, \triangle, \triangle$ )

Let $k=\sqrt{n}$. By the lower bound on $R(3, t)$, take a blue/yellow edge-colouring $c^{\prime}$ of $K_{k}$ with no blue $K_{3}$ and no yellow clique of size greater than $9 \sqrt{k \log k}$. Let $V_{1}, \ldots, V_{k}$ be pairwise vertex-disjoint sets each of size $n / k$ and consider the ( $V_{1}, \ldots, V_{k}$ )-blow-up of $c^{\prime}$. Colour each $V_{i}$ in red/yellow with no red $K_{3}$ and no yellow clique of size greater than $9 \sqrt{(n / k) \log (n / k)}$. Let the resulting colouring be $c$.
Note that $c$ contains neither a monochromatic red triangle nor a monochromatic blue triangles, since $c^{\prime}$ contains no blue $K_{3}$ and the colouring inside each $V_{i}$ contains no red
$K_{3}$. Since the $V_{i}$ 's contain no blue edges, there is no $r r b$ triangle, and it is easy to see that there is no rainbow triangle in $c$.

Claim: $h_{2}(c)=O\left(n^{3 / 4} \sqrt{\log n}\right)$.

Proof. As there is no blue $K_{3}$ in $c^{\prime}$, any red/blue clique contains vertices from at most two of the $V_{i}^{\prime}$ s, and since there is no red $K_{3}$ inside the $V_{i}^{\prime} s$, we see that $S_{r b}^{c} \leq 4$. Moreover, since yellow cliques in each $V_{i}$ have size at most $9 \sqrt{(n / k) \log (n / k)}$ and the edges between any two distinct $V_{i}$ and $V_{j}$ are coloured in blue/yellow, we obtain $S_{b y}^{c} \leq$ $k \cdot 9 \sqrt{(n / k) \log (n / k)}$. Finally, since any yellow clique in $c^{\prime}$ has size at most $9 \sqrt{k \log k}$, it follows that $S_{r y}^{c} \leq 9 \sqrt{k \log k} \cdot(n / k)$. By our choice of $k$ we have $\max \left\{S_{r b}^{c}, S_{b y}^{c}, S_{r y}^{c}\right\} \leq$ $C n^{3 / 4} \sqrt{\log n}$, for some constant $C$.

Construction $2.12\left(2\left\lfloor\frac{n}{5}\right\rfloor+\epsilon\right.$, NONE OF $\left.\triangle, \triangle, \wedge, \wedge\right)$

Consider the red/blue colouring $c^{\prime}$ of $K_{5}$ with no monochromatic triangle. Let $n \geq 5$ be an integer, take $\left\lceil\frac{n}{5}\right\rceil$ pairwise vertex-disjoint copies of $K_{5}$ coloured according to $c^{\prime}$, and delete some vertices from one of these copies to make sure that the total number of vertices is $n$. Finally, colour all remaining edges between these copies yellow. Denote by $c$ the resulting colouring.
Observe that there are no monochromatic red or blue triangles and that each triangle contains either no yellow edges (if it is contained in a red/blue $K_{5}$ ) or at least two yellow edges (if it contains vertices of at least two distinct red/blue $K_{5}$ 's.)

Claim: $h_{2}(c) \leq 2\left\lfloor\frac{n}{5}\right\rfloor+\epsilon$, where $\epsilon=0$ if $n \equiv 0(\bmod 5), \epsilon=1$ if $n \equiv 1$, and 2 otherwise.

Proof. The largest red/blue clique has size 5, and any red / yellow or blue/yellow clique contains at most two vertices from each of the $\lfloor n / 5\rfloor$ copies of $K_{5}$ and at most $\epsilon$ vertices from the remaining vertices, so we obtain $S_{b y}^{c}, S_{r y}^{c} \leq 2\left\lfloor\frac{n}{5}\right\rfloor+\epsilon$.

Construction 2.13 ( $\leq 2\left\lceil\frac{n}{5}\right\rceil$, none of $\Delta, \Delta, \Delta, \Delta$ )

Consider the red/blue colouring $c^{\prime}$ of $K_{5}$ with no monochromatic triangle. Let $n \geq 5$ be an integer and let $V_{1}, \ldots, V_{5}$ be pairwise disjoint sets of sizes $\left\lceil\frac{n}{5}\right\rfloor$ or $\left\lfloor\frac{n}{5}\right\rfloor$ such that $\sum_{i=1}^{5}\left|V_{i}\right|=n$. Consider the $\left(V_{1}, \ldots, V_{5}\right)$-blow-up of $c^{\prime}$ and colour every edge within $V_{i}$ yellow for $i=1, \ldots, 5$. Denote by $c$ the resulting colouring.

Observe that there is no monochromatic red or blue triangle in $c$ and that the yellow graph forms a disjoint union of cliques, so there is no triangle with exactly two yellow edges.

Claim: $h_{2}(c) \leq 2\left\lceil\frac{n}{5}\right\rceil$.

Proof. The largest red/blue clique has size 5, and any red/yellow or blue/yellow clique contains at most two of the parts $V_{i}{ }^{\prime}$ s, so we obtain $S_{b y}^{c}, S_{r y}^{c} \leq 2\left\lceil\frac{n}{5}\right\rceil$.

Construction $2.14\left(\leq\left\lceil\frac{3 n}{7}\right\rceil+1\right.$, none of $\triangle, \triangle, \triangle, \triangle$ )

Consider $K_{7}$ with vertex set $\left\{v_{0}, \ldots, v_{6}\right\}$. Define a red/blue/yellow edge-colouring $c^{\prime}$ of $K_{7}$ as follows. For distinct $i, j \in\{0, \ldots, 6\}$ set

$$
c^{\prime}\left(v_{i} v_{j}\right)=\left\{\begin{array}{ll}
b, & \text { if } i-j= \pm 1 \\
y, & \text { if } i-j= \pm 2 \\
r, & (\bmod 7) \\
r, & \text { if } i-j= \pm 3
\end{array} \quad(\bmod 7), ~ 又 ~(\bmod 7)\right.
$$

see Figure 4.1 for an illustration.


Figure 4.1: $\mathcal{H}$-good colouring of $K_{7}$

Note that $c^{\prime}$ contains no monochromatic blue or red triangles, since the blue and red graph form 7 -cycles. Since vertices at distance 2 along the cycle are coloured yellow, $c^{\prime}$ contains no $b b r$ triangles. Finally, consider triangles containing two incident yellow edges. By symmetry, we may assume that the vertices of this triangle are 0,2 , and 5 . Then since $5-2=3$, the third edge must be red. Thus, there are no yyb triangles in $c^{\prime}$.

Now, let $n \geq 7$ be an integer and let $V_{0}, \ldots, V_{6}$ be pairwise disjoint vertex sets $V_{0}, \ldots, V_{6}$ of sizes $x=\left\lfloor\frac{n}{7}\right\rfloor$ or $w=\left\lceil\frac{n}{7}\right\rceil$ such that $\sum_{i=0}^{6}\left|V_{i}\right|=n$. The parts of sizes $x$ and $w$ are arranged cyclically according to the following orders depending on when $n$ is $0,1,2,3,4,5,6$ modulo 7 , respectively: $x x x x x x x$, $w x x x x x x$, $w x w x x x x$, $w w x x w x x$, $w w x x w w x, w w w w w x x, w w w w w w x$. Consider the $\left(V_{0}, \ldots, V_{6}\right)$-blow-up of $c^{\prime}$ and colour
every edge within $V_{i}$ yellow for $i=0, \ldots, 6$. Call the resulting colouring $c$, and note that $c$ still does not contain any of the stated patterns.

Claim: $h_{2}(c) \leq\left\lceil\frac{3 n}{7}\right\rceil+\epsilon_{1}(n)$, where $\epsilon_{1}(n)=1$ if $n \equiv 2(\bmod 7)$ and $\epsilon_{1}(n)=0$, otherwise.

Proof. If some clique contains vertices from four different $V_{i}{ }^{\prime} \mathrm{s}$, then it induces all three colours. Thus, any two-coloured clique contains vertices from at most three different $V_{i}$ 's. To prove the upper bound we may assume $n$ is not divisible by 7 . Let us call a partition set $V_{i}$ big if it has size $w$, and otherwise small. Write $n=7 x+r$ for non-negative integers $x, r$ with $1 \leq r \leq 6$. Given our distribution of sizes, it is not difficult to check that any 2 -coloured clique contains vertices from at most one big set if $r=1$, at most two big sets if $2 \leq r \leq 4$, and at most three big sets if $r=5,6$. Thus, if $r=1$ the largest 2 -coloured clique has size $2 x+w=3 x+1=\lceil 3 n / 7\rceil$. If $r=3,4$, then the largest 2 -coloured clique has size $2 w+x=3 x+2=\lceil 3 n / 7\rceil$. If $r=5,6$, the largest 2 -coloured clique has size $3 w=3 x+3=\lceil 3 n / 7\rceil$. Lastly, suppose $r=2$. The largest 2 -coloured clique has size $2 w+x=3 x+2$. On the other hand, $\lceil 3 n / 7\rceil=\lceil 3 x+6 / 7\rceil=3 x+1$. Hence, the largest 2 -coloured clique has size $\lceil 3 n / 7\rceil+1$. This completes the proof of the claim.

## Construction $2.15\left(\left\lceil\frac{n}{2}\right\rceil\right.$, none of $\triangle, \triangle, \triangle, \wedge, \triangle, \wedge, \triangle$ )

Consider the following 3-edge-colouring $c$ of $K_{n}$ : take disjoint blue cliques $V_{1}, V_{2}$ of sizes $\left\lfloor\frac{n}{2}\right\rfloor$ and $\left\lceil\frac{n}{2}\right\rceil$, put a maximum red matching in between and colour all other edges yellow.
Observe that each triangle is either monochromatic blue (if it is contained in $V_{1}$ or $V_{2}$ ) or one of $r b y, y y b$ (if it has w.l.o.g. one vertex in $V_{1}$ and two in $V_{2}$ ).

Claim: $h_{2}(c) \leq\left\lceil\frac{n}{2}\right\rceil$.

Proof. The vertex set of any blue/red clique of size at least 3 is contained in either $V_{1}$ or $V_{2}$, and thus, $S_{r b}^{c} \leq\left\lceil\frac{n}{2}\right\rceil$. Any red/yellow clique contains at most one vertex from each of $V_{i}$ 's, $i=1,2$, so we have $S_{r y}^{c}=2$. Consider a largest blue/yellow clique $X$. Then it has $x_{1}$ vertices in $V_{1}$, each one has a red neighbour in $V_{2}$, so $X$ can contain at most $\left|V_{2}\right|-x_{1}$ vertices in $V_{2}$, i.e. we have $S_{b y}^{c} \leq\left|V_{2}\right|=\left\lceil\frac{n}{2}\right\rceil$.

Construction $2.16\left(\left\lceil\frac{n}{2}\right\rceil+1\right.$, none of $\left.\triangle, \triangle, \triangle, \wedge, \triangle, \wedge\right)$

Consider the following 3-edge-colouring $c$ of $K_{n}$ for $n \geq 3$ : Take a red clique $V_{1}$ of size $\left\lceil\frac{n}{2}\right\rceil$ and vertex-disjoint from it a blue clique $V_{2}$ of size $\left\lfloor\frac{n}{2}\right\rfloor$ and colour all edges between $V_{1}$ and $V_{2}$ yellow.
Observe that each triangle is either monochromatic red or blue (if it is contained in $V_{1}$ or $V_{2}$ ) or one of $y y r, y y b$ (if it has vertices in both $V_{1}$ and $V_{2}$ ).

Claim: $h_{2}(c) \leq\left\lceil\frac{n}{2}\right\rceil+1$.

Proof. Any red/blue clique contains only vertices from either $V_{1}$ or $V_{2}$. Any red/yellow clique contains at most one vertex from $V_{2}$ and any blue/yellow clique contains at most one vertex from $V_{1}$, so we have $\max \left\{S_{r b}^{c}, S_{r y}^{c}, S_{b y}^{c}\right\} \leq\left|V_{1}\right|+1$.

### 4.4 Forbidding $\mathcal{H}$ with $|\mathcal{H}|=1$

We start with forbidding only one pattern, i.e. up to swapping colours we only need to consider 3 families $\mathcal{H} \in\{\{\triangle\},\{\triangle\},\{\triangle\}\}$. According to Fox et al. [70], if $\mathcal{H}=\{\triangle\}$, then $h_{2}(n, \mathcal{H})=\Theta\left(n^{1 / 3} \log ^{2} n\right)$.

Lemma 4.1.1. Let $\mathcal{H}=\{\triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta(\sqrt{n \log n})$.

Proof. Consider an arbitrary red/blue/yellow edge-colouring $c$ of $K_{n}$ that has no red triangle. By the upper bound on the Ramsey number $R(3, k)$ (Theorem 4.3) we see that $c$ contains a blue/yellow $K_{k}$ with $k=\Omega(\sqrt{n \log n})$, so $h_{2}(n,\{r r r\})=\Omega(\sqrt{n \log n})$. Moreover, Construction 2.3 shows that $h_{2}(n,\{r r r\})=O(\sqrt{n \log n})$.

Lemma 4.1.2. Let $\mathcal{H}=\{\triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\lceil\sqrt{n}\rceil$.

Proof. For the lower bound, let $c$ be an $\mathcal{H}$-free red/blue/yellow edge-colouring of $K_{n}$. Let $\Delta_{r}$ be the maximum red degree in $c$. If $\Delta_{r} \geq\lfloor\sqrt{n}\rfloor$, there exists a vertex $v$ which has a red neighbourhood $N_{r}(v)$ of size at least $\lfloor\sqrt{n}\rfloor$. Note that this neighbourhood does not contain a blue edge, since together with $v$ that would create an $r r b$ triangle. Thus, $N_{r}(v) \cup\{v\}$ spans a red/yellow clique of size at least $\lfloor\sqrt{n}\rfloor+1 \geq\lceil\sqrt{n}\rceil$. Otherwise, we have $\Delta_{r} \leq\lfloor\sqrt{n}\rfloor-1$ and so the graph induced on red edges may be vertex-coloured with $\lfloor\sqrt{n}\rfloor$ colours. One colour class has size at least $\lceil n /\lfloor\sqrt{n}\rfloor\rceil \geq\lceil\sqrt{n}\rceil$. This forms a blue/yellow clique of size at least $\lceil\sqrt{n}\rceil$ as required. Finally, the upper bound on $h_{2}(n, \mathcal{H})$ follows from Construction 2.1.

### 4.5 Forbidding $\mathcal{H}$ with $|\mathcal{H}|=2$

Proposition 4.2. Any family $\mathcal{H}$ consisting of two distinct patterns can be obtained by applying a colour permutation to all patterns in one of the following families:

- $\{\triangle, \triangle\},\{\triangle, \triangle\},\{\triangle, \wedge\},\{\triangle, \triangle\}$,
- $\{\triangle, \Delta\}$,
- $\{\triangle, \triangle\},\{\triangle, \triangle\},\{\triangle, \Delta\},\{\triangle, \Delta\}$,
- $\{\triangle, \Delta\}$.

Proof. We split the cases according to rainbow and monochromatic patterns:

- $\mathcal{H}$ contains no rainbow and no monochromatic pattern.

Case 1: the majority colour is the same, i.e. w.l.o.g. $\triangle \wedge$.
Case 2: the majority colour is different, say red and blue.
Case 2.1: non-majority colours are both not yellow, i.e. $\triangle \Delta$.
Case 2.2: yellow is a non-majority colour in one pattern, i.e. $\triangle \Lambda$.
Case 2.3: yellow is a non-majority colour in both patterns, i.e. $\wedge \wedge$.
This gives us $\triangle \wedge, \triangle \triangle, \triangle \wedge, \wedge \wedge$.

- $\mathcal{H}$ contains a rainbow but no monochromatic triangle, w.l.o.g. $\triangle \triangle$.
- $\mathcal{H}$ contains a monochromatic triangle and no rainbow triangle, w.l.o.g. $\triangle$. Then the second pattern is $\triangle, \triangle, \wedge$ or $\triangle$.
- $\mathcal{H}$ contains a monochromatic triangle and a rainbow triangle w.l.o.g. $\triangle, \triangle$.

This completes the proof.

### 4.5.1 $\mathcal{H}$ contains no rainbow and no monochromatic pattern

Lemma 4.2.1. Let $\mathcal{H} \in\{\{\triangle, \wedge\},\{\triangle, \triangle\},\{\triangle, \wedge\},\{\wedge, \wedge\}\}$. Then we have $h_{2}(n, \mathcal{H})=$ $\lceil\sqrt{n}\rceil$.

Proof. For the lower bound note that we have $\{r r b\} \subseteq \mathcal{H}$ or $\{r r y\} \subseteq \mathcal{H}$ for all of these families. Thus, by $h_{2}(n,\{r r b\})=h_{2}(n,\{r r y\})$ and Lemma 4.1.2, we obtain $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r b\})=\lceil\sqrt{n}\rceil$. The upper bound follows from Construction 2.1.

### 4.5.2 $\mathcal{H}$ CONTAINS A RAINBOW BUT NO MONOCHROMATIC PATTERN

Lemma 4.2.2. Let $\mathcal{H}=\{\triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta(\sqrt{n})$.

Proof. The lower bound follows from Lemma 4.1.2: $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r b\}) \geq\lceil\sqrt{n}\rceil$.
The upper bound follows from Construction 2.2.

### 4.5.3 $\mathcal{H}$ CONTAINS A MONOCHROMATIC BUT NO RAINBOW PATTERN

Since our forbidden family contains a monochromatic triangle, by Lemma 4.1.1 we have the lower bound $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=\Omega(\sqrt{n \log n})$.

Lemma 4.2.3. Let $\mathcal{H} \in\{\{\triangle, \triangle\},\{\triangle, \triangle\}\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta(\sqrt{n \log n})$.

Proof. Since $\{r r r\} \subseteq \mathcal{H}$, Lemma 4.1.1 implies that $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=\Omega(\sqrt{n \log n})$. The upper bound follows from Construction 2.3.

Recall, that for a graph $G, f(G)=\max \left\{\alpha(G), \omega\left(G^{2}\right)\right\}$ and $f(n)=\min \{f(G):|G|=$ $n, \omega(G)=2\}$. The following lemma shows that determining the value of $f(n)$ is closely linked to determining the value of $h_{2}(n, \mathcal{H})$, where $\mathcal{H}=\{\triangle, \triangle\}$.

Lemma 4.2.4. Let $\mathcal{H}=\{\triangle, \triangle\}$. Then $f(n) \leq h_{2}(n, \mathcal{H}) \leq 2 f(n)$.

Proof. For the upper bound consider a triangle-free graph $G$ on $n$ vertices such that $f(G)=f(n)$, i.e. $\alpha(G) \leq f(n)$ and $\omega\left(G^{2}\right) \leq f(n)$. Colour the edges of $G$ red, colour each edge from $E\left(G^{2}\right) \backslash E(G)$ yellow, and colour all remaining edges blue. We see that there are no red triangles and any two adjacent red edges form an rry triangle. Note that $S_{b y}=\alpha(G) \leq f(n), S_{r y}^{c}=\omega\left(G^{2}\right) \leq f(n)$ and $S_{r b}^{c} \leq 2 \alpha(G) \leq 2 f(n)$. Here, the statement on $S_{r b}^{c}$ holds since in any red/blue clique, the red graph forms a matching.

For the lower bound, consider an arbitrary $\mathcal{H}$-free colouring $c$ of $K_{n}$. Let $G$ be the red graph. Then $S_{b y}=\alpha(G)$. Since there is no $r r b$ triangle, each triangle containing two red edges is an $r r y$ triangle, so $S_{r y}^{c} \geq \omega\left(G^{2}\right)$. Thus, $h_{2}(c) \geq \max \left\{\alpha(G), \omega\left(G^{2}\right)\right\} \geq f(n)$.

Lemma 4.2.5. Let $\mathcal{H}=\{\triangle, \triangle\}$. Then we have

$$
h_{2}(n, \mathcal{H})=\Omega(\sqrt{n \log n}) \text { and } h_{2}(n, \mathcal{H})=O\left(\sqrt{n} \log ^{3 / 2} n\right)
$$

Proof. The lower bound follows from the lower bound on $h_{2}(n,\{r r r\})$, Lemma 4.1.1. The upper bound follows from Construction 2.6.

Lemma 4.2.6. Let $\mathcal{H}=\{\triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta(\sqrt{n \log n})$.

Proof. The lower bound follows from the lower bound on $h_{2}(n,\{r r r\})$, Lemma 4.1.1.
The upper bound follows from a result by Guo and Warnke [84], that implies that there are two edge-disjoint triangle free subgraphs $G$ and $G^{\prime}$ of $K_{n}$, each with independence number at most $c \sqrt{n \log n}$. We colour the edges of $G$, the edges of $G^{\prime}$ blue and the rest of the edges yellow. Then $S_{y r}^{c}=\alpha\left(G^{\prime}\right) \leq c \sqrt{n \log n}, S_{y b}^{c}=\alpha(G) \leq$ $c \sqrt{n \log n}$, and $S_{r b}^{c} \leq 6$ since red and blue graphs are triangle-free.

Here, we include a proof of a slightly weaker bound $\left(h_{2}(n, \mathcal{H})=O(\sqrt{n} \log n)\right)$, which is easily obtained by random packing:
We shall find two edge-disjoint triangle-free graphs each with sufficiently small independence number. We shall colour the edges of one of them red, the other one blue, and the rest of the edges yellow. Then the largest bicoloured clique will have size at most the size of the largest independence set of each of these triangle-free graphs.

As we cannot directly guarantee that the desired packing exists, we shall deal with a small overlap. Consider a graph $G$ on a vertex set $[N]$ that is triangle-free, such that $\alpha(G)=O(\sqrt{N \log N})$. In particular, we have that $\Delta(G)=O(\sqrt{N \log N})$ and $|E(G)|=O\left(N^{3 / 2} \sqrt{\log N}\right)$. The following claim asserts that we can find a copy $G^{\prime}$ of $G$ on vertex set $[N]$ such that $\left|E(G) \cap E\left(G^{\prime}\right)\right|$ is small. A similar proof appears in Konarski and Żak [95], but we include the short proof for convenience of the reader.

Claim 1: There is a copy $G^{\prime}$ of $G$ on vertex set $[N]$ such that $\left|E(G) \cap E\left(G^{\prime}\right)\right| \leq|E(G)|^{2} /\binom{N}{2}$.
Proof of Claim 1: Consider a permutation $\pi:[N] \rightarrow[N]$ chosen uniformly at random and apply it to $G$. Let $E_{\pi}=\{\pi(u) \pi(v): u v \in E(G)\}$. For each edge $e \in E(G)$ we say that $e$ is bad if $e \in E_{\pi}$, and we let $X$ be the random variable counting bad edges. For each edge $e=u v \in E(G)$ there are $2|E(G)|(N-2)$ ! permutations that can make $e$ bad. Hence

$$
\mathbb{P}(e \text { is bad })=\frac{2|E(G)|(N-2)!}{N!}=\frac{|E(G)|}{\binom{N}{2}} .
$$

Thus, $\mathbb{E}[X]=|E(G)|^{2} /\binom{N}{2}$, and so there is a permutation $\sigma$ such that

$$
\left|E(G) \cap E_{\sigma}\right| \leq \frac{|E(G)|^{2}}{\binom{N}{2}} .
$$

Consider the union of $G$ with its isomorphic image $G^{\prime}$ on $[N]$ granted by the above Claim. Since $|E(G)|=O\left(N^{3 / 2} \sqrt{\log N}\right)$, we obtain $\left|E(G) \cap E\left(G^{\prime}\right)\right| \leq|E(G)|^{2} /\binom{N}{2}=$ $O(N \log N)$. Let $G^{\prime \prime}$ be the graph on $[N]$ with edge set $E(G) \cap E\left(G^{\prime}\right)$. Then it has at least $N / 2$ vertices with degree $O(\log N)$. These vertices induce a graph with independence number at least $\Omega(N / \log N)$, so $\alpha\left(G^{\prime \prime}\right)=\Omega(N / \log N)$. Let $X$ be a largest independent set in $G^{\prime \prime}$, and let $N$ be selected such that $n=|X|$. In particular, $n=\Omega(N / \log N)$, and $N=O(n \log n)$. Now, colour the edges of $G[X]$ red, edges of $G^{\prime}[X]$ blue and the rest yellow. We see that $S_{r b} \leq 5$ since there are no red and no blue triangles. We have that $S_{b y} \leq \alpha(G)$ since any blue/yellow clique corresponds to an independent set in $G$. Thus,

$$
S_{b y}=O(\sqrt{N \log N})=O(\sqrt{n \log n \log (n \log n)})=O(\sqrt{n} \log n),
$$

and the lemma follows.

### 4.5.4 $\mathcal{H}$ contains a rainbow and a monochromatic pattern

Lemma 4.2.7. Let $H=\{\triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=\Omega\left(n^{2 / 3} / \log ^{3 / 2} n\right)$ and $h_{2}(n, \mathcal{H})=$ $O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. The upper bound follows from Construction 2.8.
For the lower bound, consider an arbitrary $\mathcal{H}$-free colouring $c$ of $K_{n}$. Consider the vertex sets of red components, which we refer to as blobs. Note that all edges between any two blobs are of the same colour, either blue or yellow, otherwise there is a rainbow triangle in $c$. Since the colouring induced by each blob is Gallai, by Theorem 4.7 we have that each blob is a disjoint union of sets which we call sub-blobs, so that all edges between any two sub-blobs are of the same colour and the total number of colours between subblobs is at most 2 . Note that since each blob is a red connected component, one of the colours between sub-blobs must be red and another is blue or yellow. Note also that each sub-blob spans a blue/yellow clique. Otherwise, there is a red triangle in $c$.

We shall delete some vertices of the graph such that $c$ restricted to the remaining part is easier to analyse. Specifically, we will end up with a colouring $c^{\prime \prime}$ of a complete graph on at least $C^{\prime \prime} n / \log ^{2} n$ vertices (for some constant $C^{\prime \prime}$ ) in which all blobs contain the same number of sub-blobs and all sub-blobs overall have the same size. In addition, this colouring will have only red and blue edges between sub-blobs of any given blob.

We can assume that each blob has at least two vertices because if there are at least $n / 2$ blobs of size 1 , they correspond to a blue/yellow clique on at least $n / 2$ vertices.

It could be assumed, without loss of generality, that non-red edges between sub-blobs of any given blob are blue. Indeed, either at least $n / 4$ vertices are spanned by blobs with red/blue between the sub-blobs or at least $n / 4$ vertices are spanned by blobs with red/yellow between sub-blobs. Let us assume the former.

We shall split the sub-blobs according to sizes. Let $X_{i}$ be the union of all sub-blobs of sizes from $2^{i}$ to $2^{i+1}-1, i=0, \ldots, \log n$. Consider $i$ for which $X_{i}$ is largest, i.e. $\left|X_{i}\right| \geq \frac{1}{4} n / \log n$. Delete at most half of the vertices from sub-blobs in $X_{i}$ so that all of them are of the same size, and call the resulting set $X_{i}^{\prime}$. Now, consider a colouring $c^{\prime}$ that is the restriction of $c$ to $X_{i}^{\prime}$. We see that $c^{\prime}$ has the same structure as $c$ but with all subblobs of the same size and total number of vertices $n^{\prime} \geq \frac{1}{8} n / \log n$. Let $k$ be the size of each sub-blob. If $k>n^{2 / 3}$ we are done since each sub-blob spans a blue/yellow clique, and then $S_{b y}>n^{2 / 3}$. Thus, $k<n^{2 / 3}$. Let $Y_{j}$ be the union of blobs each having sizes from $2^{j}$ to $2^{j+1}-1, j=0, \ldots, \log n^{\prime}$. Consider $Y_{j}$ of largest size so that $\left|Y_{j}\right| \geq n^{\prime} / \log n^{\prime}$. By deleting at most half of the vertices in $Y_{j}$ we can assume that all blobs in $Y_{j}$ have the same number of vertices, and hence exactly the same number of sub-blobs. Denote the number of sub-blobs by $\ell$. Again, by restricting $c^{\prime}$ to the resulting set, we have an $\mathcal{H}$-free colouring $c^{\prime \prime}$ on $n^{\prime \prime} \geq C^{\prime \prime} n / \log ^{2} n$ vertices (for some constant $C^{\prime \prime}$ ) with each blob having $\ell$ sub-blobs and each sub-blob having $k$ vertices. Recall that $k<n^{2 / 3}$.

Now we shall analyse $c^{\prime \prime}$. Since the red graph is triangle-free, each blob has a blue/yellow clique of order at least $C \sqrt{\ell \log \ell} \cdot k$ for some constant $C>0$, by Corollary 4.4. Taking a union of these cliques over all blobs, we see that

$$
S_{b y} \geq C \sqrt{\ell \log \ell} \cdot k \cdot n^{\prime \prime} / k \ell=C \sqrt{\log \ell} \cdot n^{\prime \prime} / \sqrt{\ell} \geq C C^{\prime \prime} \sqrt{\log \ell / \ell} \cdot n /\left(\log ^{2} n\right) .
$$

Thus, if $\ell<n^{2 / 3}$, we are done as in this case $S_{b y} \geq C^{\prime} n^{2 / 3} / \log ^{3 / 2} n$, for some constant $C^{\prime}$. Thus, $\ell \geq n^{2 / 3}$. However, in this case pick a blob and pick a vertex from each sub-blob of this blob. This gives a red/blue clique on $\ell \geq n^{2 / 3}$ vertices.

### 4.6 Forbidding $\mathcal{H}$ with $|\mathcal{H}|=3$

Proposition 4.3. Any family $\mathcal{H}$ consisting of 3 distinct patterns can be obtained by applying a colour permutation to all patterns in one of the following families:

- $\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \triangle\},\{\triangle, \wedge, \triangle\}$,
- $\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\},\{\triangle, \wedge, \triangle\}$,
- $\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \Delta\}$,
- $\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \triangle\}$,
$\{\triangle, \triangle, \Delta\},\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \Delta\},\{\triangle, \triangle, \Delta\},\{\triangle, \triangle, \Delta\}$,
- $\{\triangle, \triangle, \Delta\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}$.

Proof. We split the cases according to rainbow and monochromatic patterns:

- $\mathcal{H}$ contains no rainbow and no monochromatic triangle.

Case 1: exactly two patterns have the same majority colour, w.l.o.g. $\triangle \wedge$, third pattern has different majority colour, say blue. Then the third pattern is either $\triangle$ or $\triangle$.
Case 2: patterns have different majority colour, w.l.o.g, $r r *, b b *, y y *$.
Then either all non-majority colours are distinct, w.l.o.g. $\triangle, \wedge, \triangle$, or there are only two different non-majority colours, w.l.o.g $\triangle, \triangle, \triangle$.

- $\mathcal{H}$ contains a rainbow and a no monochromatic pattern. Then, the other two patterns are listed in the first item of the proof of Proposition 4.2.
- $\mathcal{H}$ contains a monochromatic and no rainbow pattern.

Case 1: There are at least two monochromatic patterns, say we have $\Delta \Delta$. Then all the options for the third pattern up to permutation of patterns are $\triangle, \triangle, \triangle, \triangle$. Case 2: There is only one monochromatic pattern, say $\triangle$ and two non-monochromatic patterns. We have the following cases:
Case 2.1: Both non-monochromatic triangles have majority colour red: $\triangle \Delta \wedge$.
Case 2.2: Exactly one non-monochromatic triangle has majority colour red, w.l.o.g. $\triangle$. Then all the options for the 3rd pattern are $\triangle, \wedge, \Delta, \Delta$.

Case 2.3: None of the non-monochromatic triangles has majority colour red. Then they either have the same majority colour, w.l.o.g. $\triangle \Lambda$, or we have $b b * y y *$. Then either both non-majority colours are red ( $\triangle \Delta$ ), exactly one non-majority colour is red (w.l.o.g. $\triangle \Delta$ ) or no non-majority colour is red ( $\wedge \Delta$ ).

- $\mathcal{H}$ contains a rainbow and a monochromatic pattern, w.1.o.g., $\triangle$ and $\triangle$. Then the third pattern either has a red majority colour, or other majority colour, say blue. This gives the following options for the third pattern: $\triangle, \triangle, \wedge, \triangle$.

This completes the proof.

### 4.6.1 $\mathcal{H}$ contains no rainbow and no monochromatic pattern

Lemma 4.3.1. Let $\mathcal{H} \in\{\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \triangle\}\}$. Then we have $h_{2}(n, \mathcal{H})=\lceil\sqrt{n}\rceil$.

Proof. The lower bound follows from Lemma 4.1.2 since $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r b\})=$ $\lceil\sqrt{n}\rceil$. The upper bound follows from Construction 2.1.

Lemma 4.3.2. Let $\mathcal{H}=\{\triangle, \triangle, \Delta\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil$.

Proof. The upper bound follows from Construction 2.15.
For the lower bound, let $c$ be an $\mathcal{H}$-free edge-colouring of $K_{n}$.
Case 1: There is a red triangle in $c$.
Let the vertex set of a red triangle be $\{u, v, w\}$. Then there cannot be a blue edge adjacent to the triangle. Assume the contrary, i.e. there is a blue edge $a u$. Then $a v$ cannot be red or blue, since then $u v a$ would induce an $r r b$ or a $b b r$ triangle respectively, i.e. $a v$ has to be yellow. The same holds for $a w$, but then $v w a$ forms a yyr triangle, a contradiction. Assume there is a blue edge $x z$ in the graph. Since each of $x$ and $z$ send only red and yellow edges to $\{u, v, w\}$, and each of $x$ and $z$ send at most one yellow edge to $\{u, v, w\}$, $x$ and $z$ have a common red neighbour in $\{u, v, w\}$, say $u$. But then $u x z$ is a $r r b$ triangle, a contradiction. Thus, if the graph contains a red triangle, it contains no blue edge and hence, we have a red/yellow clique of size $n$.

Case 2: $c$ contains no red triangle.
We show that in this case the red graph is bipartite. We need to show that there is no red odd cycle. Assume the contrary, and let $v_{1} v_{2} \cdots v_{k} v_{1}(k \geq 5)$ be a shortest red odd cycle. Then we cannot have any red chord of the cycle, since that would create a shorter red odd cycle. Assume there is an index $i$ such that $v_{1} v_{i}$ and $v_{1} v_{i+1}$ have the same colour. But then $v_{1} v_{i} v_{i+1}$ create a $b b r$ or a yyr triangle. Also, the edge $v_{1} v_{3}$ has to be yellow, since otherwise $v_{1} v_{2} v_{3}$ creates a $b b r$ triangle. Similarly, $v_{1} v_{k-1}$ is yellow. But then, combining these two facts we obtain that all edges of the form $v_{1} v_{i}$ with $i$ odd are yellow, including $v_{1} v_{k-2}$. Then $v_{k-2} v_{k-1} v_{1}$ forms a yyr triangle, a contradiction.

Thus, we have no odd red cycle, so the red graph is bipartite. But then in any bipartition there is a bipartite class of size at least $\left\lceil\frac{n}{2}\right\rceil$ in which only colours blue and yellow appear. Hence, we have a 2 -coloured set of size $\left\lceil\frac{n}{2}\right\rceil$.

Lemma 4.3.3. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil$ for $n \neq 7$ and $h_{2}(7, \mathcal{H})=$ 3.

Proof. The upper bound follows from Construction 2.15.
For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$ on a vertex set $V$. Assume first that there is a monochromatic triangle. Because of symmetry on forbidden patterns, we
may assume that there is a red triangle. Let $R$ be a largest red clique in $c$. Then $|R| \geq 3$. Note that every vertex not in $R$ sends a yellow or a blue edge to $R$. Then every vertex outside of $R$ sends at most one yellow edge to $R$ (otherwise we have a yyr triangle). In addition, no vertex outside of $R$ sends both red and blue edges to $R$, otherwise we get an $r r b$ triangle.

Thus, $V-R=O \cup P$, where $O$ is the set of vertices in $V-R$ such that each edge between $O$ and $R$ is yellow or red and $P$ is the set of vertices in $V-R$ such that each edge between $P$ and $R$ is yellow or blue. Note that $O$ and $P$ are disjoint.

Every vertex from $O$ sends $|R|-1$ red edges to $R$. Then any two vertices in $O$ have a common red neighbour in $R$, and hence there cannot be a blue edge induced by $O$. Similarly, any two vertices in $P$ have a common blue neighbour in $R$ and hence, there cannot be a yellow edge induced by $P$.

Thus, we have either $|P| \geq\left\lceil\frac{n}{2}\right\rceil$ which yields a red/blue clique of size $\left\lceil\frac{n}{2}\right\rceil$ or $|R \cup O| \geq\left\lceil\frac{n}{2}\right\rceil$, which is a red/yellow clique of desired size.

It remains to deal with the case where we have no monochromatic triangle. In this case, the red neighbourhood of any vertex induces a yellow clique, the blue neighbourhood induces a red clique, and the yellow neighbourhood induces a blue clique, so the maximum degree at each vertex must be at most 6 , i.e. we only need to consider colourings of $K_{n}$ with $n \leq 7$.

For $n=7$ every vertex must have degree 2 in any colour, so each colour class is a 2 -factor. Since there is no monochromatic triangle, each colour class must be a $C_{7}$ and up to isomorphism there is a unique such colouring (see also Construction 2.14). One can create such a colouring by ordering the vertices cyclically and colouring an edge with vertices at distance $1,2,3$ along the cycle yellow, red, and blue respectively. In this colouring the largest 2-coloured clique has size 3 .

For $n \leq 6$, observe that there is no red $C_{5}$, otherwise all other edges induced by the vertex set of this $C_{5}$ are yellow since there are no $r r r$ and no $r r b$ triangles. But then there is a yyr triangle. Thus, the red graph has no odd cycles and so is bipartite. Therefore, the blue/yellow graph contains a clique of size $\left\lceil\frac{n}{2}\right\rceil$.

### 4.6.2 $\mathcal{H}$ CONTAINS A RAINBOW BUT NO MONOCHROMATIC PATTERN

Lemma 4.3.4. Let $\mathcal{H}=\{\triangle, \triangle, \Delta\}$. Then we have $h_{2}(n, \mathcal{H})=\Omega(\sqrt{n})$ and $h_{2}(n, \mathcal{H})=$ $O(\sqrt{n \log n})$.

Proof. By Lemma 4.2 .2 we obtain $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r b, r b y\})=\Omega(\sqrt{n})$. The upper bound follows from Construction 2.4.

Lemma 4.3.5. Let $\mathcal{H}=\{\triangle, \triangle, \Delta\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil+1$.

Proof. For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$. Assume there is a vertex $v$ incident to a red edge $v x$ and a blue edge $v y$. But then the edge $x y$ cannot be coloured. Thus, w.l.o.g at least $\left\lceil\frac{n}{2}\right\rceil$ vertices are not incident to a red edge. Taking a maximum set of vertices not incident to a red edge and an arbitrary additional vertex (if it exists) creates a blue/yellow clique, i.e. we have $h_{2}(n, \mathcal{H}) \geq\left\lceil\frac{n}{2}\right\rceil+1$.
The upper bound follows from Construction 2.16.
Lemma 4.3.6. Let $\mathcal{H}=\{\wedge, \wedge, \Delta\}$. Then we have $h_{2}(n, \mathcal{H})=\Omega(\sqrt{n})$ and $h_{2}(n, \mathcal{H})=$ $O(\sqrt{n \log n})$.

Proof. By Lemma 4.2 .2 we obtain $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r b, r b y\})=\Omega(\sqrt{n})$. The upper bound follows from Construction 2.5.

Lemma 4.3.7. Let $\mathcal{H}=\{\triangle, \wedge, \Delta\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta\left(n^{2 / 3}\right)$.

Proof. For the lower bound consider an $\mathcal{H}$-free edge-colouring $c$ of $K_{n}$ on vertex set $V$. Consider a partition of $V$ into sets $A_{1}, \ldots, A_{m}$ such that $A_{1}$ is maximum sized red clique in $c$, and for each $i \geq 2, A_{i}$ is a maximum sized red clique in $c$ contained in $V-\left(A_{1} \cup \cdots \cup A_{i-1}\right)$. Note that $\left|A_{i}\right|=1$ is allowed here. Moreover, for each $i \neq j$ there is at least one non-red edge between $A_{i}$ and $A_{j}$. We shall show that either there is a 2 -coloured clique of a desired size or there are at least $n / 2$ vertices such that the colouring restricted to these vertices is formed by pairwise vertex-disjoint red cliques such that between any two such cliques all edges are blue or all edges are yellow.

First, assume there is a blue edge $u v$ with $u \in A_{i}$ and $v \in A_{j}$, for some $i \neq j$. Then every edge between $A_{i}$ and $A_{j}$ incident to $u$ or $v$ must be blue, since otherwise a rainbow or $r r b$ triangle is formed. Assume there is an edge $w z$ with $w \in A_{i}$ and $z \in A_{j}$ that is not incident to $u v$. If $w z$ is red, then $u z$ cannot be coloured without forming a forbidden pattern. Similarly, $w z$ cannot be yellow. It follows that if there is a blue edge between any $A_{i}$ and $A_{j}$, then all edges between $A_{i}$ and $A_{j}$ must be blue.

We claim that for each $A_{i}$, either $A_{i}$ sends red/yellow edges to every other $A_{j}$, or $A_{i}$ sends only blue/yellow edges to every other $A_{j}$. Suppose otherwise, so that there is $i, j, k \in[m]$ such that all edges between $A_{i}$ and $A_{j}$ are blue, and all edges between $A_{i}$ and $A_{k}$ are red/yellow and there is at least one red edge. We assume first that $k<i$.

In this case, $A_{k}$ was chosen as a largest clique before $A_{i}$. There must be at least one red and at least one yellow edge between $A_{k}$ and $A_{i}$, so there exist vertices $u, v, w$ such that $v \in A_{i}, u, w \in A_{k}$, and $c(u v)=r$ and $c(v w)=y$. Pick a vertex $z \in A_{j}$. Then $z v$ is blue, so we cannot use blue between $A_{j}$ and $A_{k}$ : otherwise $v z w$ is a bby triangle. Similarly, we cannot colour $z w$ red, because then $v z w$ is a rainbow triangle. It follows that $z w$ is yellow. But then we cannot colour $z u$ without forming an $r r b$ or rainbow triangle. The argument is similar if $i<k$. Indeed, in this case we find vertices $u, v, w$ such that $v \in A_{k}, u, w \in A_{i}$ and $c(v w)=r$ and $c(v u)=y$. Pick a vertex $z \in A_{j}$ and note that both $u z$ and $u w$ are blue. In this case, note that if $v z$ is red, then $v z w$ is an $r r b$ triangle. If it is blue, then $u v z$ is a $b b y$ triangle, and if it is yellow, then $v z w$ is a rainbow triangle. This is a contradiction. Therefore, we say that $A_{i}$ is of Type $I$ if it sends only blue/yellow edges to all other $A_{j}$ 's. Otherwise, we say that $A_{i}$ is of Type II.

Given the above, we can now break the proof into two cases:
Case 1: There are at least $n / 2$ vertices in cliques of Type II. In this case, we have a red/yellow clique of size at least $n / 2$.

Case 2: At least $n / 2$ vertices are in cliques of Type I. Relabel and denote by $V_{1}, \ldots, V_{k}$ the red cliques of Type I. Recall that all edges between $V_{i}$ and $V_{j}, i \neq j$ must be blue or all of them must be yellow. Then we denote by $c\left(V_{i}, V_{j}\right)$ the colour of the edges between $V_{i}$ and $V_{j}$.

Note that $k<n^{2 / 3}$, otherwise we have a blue/yellow clique of that size.
Let $\mathcal{I} \subseteq[k]$ be the subset of indices such that $\left|V_{i}\right| \geq \frac{1}{4} n^{1 / 3}$ iff $i \in \mathcal{I}$. Split each $V_{i}, i \in \mathcal{I}$ into disjoint sets $B_{i, j}$ and $C_{i}, j=1, \ldots, m_{i}$, with $\left|B_{i, j}\right|=\frac{1}{4} n^{1 / 3}$ and $\left|C_{i}\right|<\frac{1}{4} n^{1 / 3}$. Then we have

$$
\sum_{i \in \mathcal{I}}\left|C_{i}\right|+\sum_{i \notin \mathcal{I}}\left|V_{i}\right|<\frac{1}{4} n^{1 / 3} n^{2 / 3}=\frac{n}{4} .
$$

Thus, there are $s>\frac{n / 2-n / 4}{n^{1 / 3 / 4}}=n^{2 / 3}$ sets $B_{i, j}$. Consider a blue/yellow edge-colouring $c^{\prime}$ of $K_{s}$ with vertex set $\left\{B_{i, j}: i \in \mathcal{I}, j \in\left[m_{i}\right]\right\}$ where

$$
c^{\prime}\left(B_{i, j}, B_{i^{\prime}, j^{\prime}}\right)= \begin{cases}c\left(V_{i}, V_{i^{\prime}}\right), & i \neq i^{\prime} \\ \text { blue, }, & i=i^{\prime} .\end{cases}
$$

Then in $c^{\prime}$, there is no bby triangle, so in $c^{\prime}$ there is a monochromatic set of size at least $\sqrt{s}$. Indeed, the blue graph in $c^{\prime}$ is a pairwise vertex-disjoint union of cliques, so either one of these cliques has at least $\sqrt{s}$ vertices, or there are at least $\sqrt{s}$ such cliques and thus, there is a yellow clique on $\sqrt{s}$ vertices. Such a blue clique in $c^{\prime}$ corresponds to a blue/red clique in $c$, such a yellow clique in $c^{\prime}$ corresponds to a red/yellow clique in $c$
of size $\sqrt{s}\left|B_{i, j}\right|>\sqrt{n^{2 / 3}} n^{1 / 3} / 4=n^{2 / 3} / 4$ in $c$.
The upper bound follows from Construction 2.7.

### 4.6.3 $\mathcal{H}$ Contains a monochromatic but no rainbow pattern

Lemma 4.3.8. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then there is no $\mathcal{H}$-free colouring for $n \geq 17$.

Proof. We know that the Ramsey number $R(3,3,3)=17$, so there is no edge-3-colouring of $K_{n}$ without a monochromatic $K_{3}$ for $n \geq 17$.

Lemma 4.3.9. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=O\left(\sqrt{n} \log ^{3 / 2} n\right)$ and $h_{2}(n, \mathcal{H})=$ $\Omega(\sqrt{n \log n})$.

Proof. The lower bound holds since $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=\Omega(\sqrt{n \log n})$. The upper bound follows from Construction 2.6.

Lemma 4.3.10. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=2\left\lfloor\frac{n}{5}\right\rfloor+\epsilon$, where $\epsilon=0$ if $n \equiv 0$ $(\bmod 5), \epsilon=1$ if $n \equiv 1(\bmod 5)$, and $\epsilon=2$ otherwise.

Proof. To see the lower bound, consider an $\mathcal{H}$-free colouring of $E\left(K_{n}\right)$. Observe that the red degree of every vertex is at most 2. Indeed, since there are no $r r y$ or $r r r$ triangles, the entire red neighbourhood of a given vertex must induce a blue clique. But as there is no blue triangle, each red neighbourhood has at most 2 vertices. Thus each red component is either a path or a cycle of length at least 4. Among all such red graphs, the one with the smallest independent set is a union of pairwise vertex-disjoint $C_{5}$ 's, and if $n$ is not divisible by 5 , a component on at most 4 vertices. This matches exactly the Construction 2.12 and gives a blue/yellow clique of size at least $2\lfloor n / 5\rfloor+\epsilon$.

The upper bound follows from Construction 2.12.
Lemma 4.3.11. If a family $\mathcal{H}$ contains three patterns with different majority colours, then $h_{2}(n, \mathcal{H}) \geq\left\lceil\frac{n-1}{3}\right\rceil$.

Proof. Consider an $\mathcal{H}$-free colouring $c$ and an arbitrary vertex $v$. Let $N_{r}, N_{b}$, and $N_{y}$ be the red, blue, and yellow neighbourhoods of $v$, respectively. Then we see that each of these sets induces a 2 -coloured clique. Since at least one of the sets $N_{r}, N_{b}, N_{y}$ has size at least $\left\lceil\frac{n-1}{3}\right\rceil$, the result follows.

Lemma 4.3.12. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $\left\lceil\frac{n-1}{3}\right\rceil \leq h_{2}(n, \mathcal{H}) \leq 2\left\lceil\frac{n}{5}\right\rceil$.

Proof. The lower bound follows from Lemma 4.3.11. The upper bound follows from Construction 2.13.

Lemma 4.3.13. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil$.

Proof. For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$. Then there are no two adjacent red edges, so the red graph forms a matching, i.e. there is a blue/yellow clique of size $\left\lceil\frac{n}{2}\right\rceil$. The upper bound follows from Construction 2.15.

Lemma 4.3.14. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=\Omega(\sqrt{n \log n})$ and $h_{2}(n, \mathcal{H})=$ $O\left(\sqrt{n} \log ^{3 / 2} n\right)$.

Proof. For the lower bound, by Lemma 4.1.1 we have : $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=$ $\Omega(\sqrt{n \log n})$. The upper bound follows from Construction 2.6.

Lemma 4.3.15. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=\Omega(\sqrt{n \log n})$ and $h_{2}(n, \mathcal{H})=$ $O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. For the lower bound, by Lemma 4.1.1 we have : $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=$ $\Omega(\sqrt{n \log n})$. The upper bound follows from Construction 2.10.

Although there is a gap between the lower and the upper bound in Lemma 4.3.15, we are able to prove the following lemma concerning the structure of colourings with no patterns in $\{\triangle, \triangle, \wedge\}$.

Lemma 4.3.16. Let $\mathcal{H}=\{\triangle, \triangle, \wedge\}$ and let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$. Then either $h_{2}(c)=\Omega\left(n^{2 / 3} \log ^{1 / 3} n\right)$ or at least $n / 4$ vertices span pairwise vertex-disjoint blue cliques with only red/yellow edges between them, with the red graph forming a matching between any two distinct blue cliques.

Proof. Let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$. Start by partitioning the vertex set into blue/red cliques by greedily picking a maximal red/blue clique at each step. Let $\mathcal{C}$ be the set of these cliques. Note that there is a yellow edge between any two cliques from $\mathcal{C}$. Within each clique the red graph is a matching and the red edges between any two components also form a matching (otherwise we have $r r b$ or $r r r$ triangles). Let $\mathcal{C}^{\prime}$ be the set of cliques from $\mathcal{C}$ on at least 4 vertices each.

Assume first that at least $n / 2$ vertices are spanned by cliques from $\mathcal{C}^{\prime}$. We shall show first that there is no blue edge between any two cliques from $\mathcal{C}^{\prime}$. Assume $U, V \in \mathcal{C}^{\prime}$ with $|U| \geq|V|$ and there is a blue edge $u^{\prime} v, u^{\prime} \in U, v \in V$. If there is a yellow edge $u^{\prime \prime} v$,
for some $u^{\prime \prime} \in U$, then $u^{\prime} u^{\prime \prime}$ must be red (since otherwise $u^{\prime} u^{\prime \prime} v$ is a bby triangle). Let $u \in U-\left\{u^{\prime}, u^{\prime \prime}\right\}$. Since red forms a matching within $U$, we have $c\left(u^{\prime \prime} u\right)=c\left(u^{\prime} u\right)=b$. Then $u v$ cannot be blue ( $u^{\prime \prime} u v$ would induce a $b b y$ triangle), and it cannot be yellow ( $u^{\prime} v u$ would induce a bby triangle), so it must be red. Since this holds for each $u \in U-\left\{u^{\prime}, u^{\prime \prime}\right\}$, we must have $|U| \leq 3$, for $v$ cannot have two red neighbours in $U$, a contradiction to our assumption that $|U| \geq 4$. Thus, the assumption that there is a yellow edge is wrong, so all edges from $v$ to $U$ are blue or red. But then $U \cup\{v\}$ would form a larger red /blue clique and contradict how we greedily chose $\mathcal{C}$. Thus, between any two cliques from $\mathcal{C}^{\prime}$ there is no blue edge and red forms a matching between any two cliques from $\mathcal{C}^{\prime}$. Thus our structural result follows by choosing at least half the vertices from each clique of $\mathcal{C}^{\prime}$ so that these vertices induce a blue clique.

Now assume that at least $n / 2$ vertices are spanned by cliques from $\mathcal{C}-\mathcal{C}^{\prime}$, i.e. cliques of size at most 3 each. We have that $\left|\mathcal{C}-\mathcal{C}^{\prime}\right| \geq n / 6$. Each of the cliques from $\mathcal{C}-\mathcal{C}^{\prime}$ either spans a blue triangle or not. Let $\mathcal{C}^{\prime \prime} \subseteq \mathcal{C}-\mathcal{C}^{\prime}$ be the set of cliques forming blue triangles. We distinguish the following cases:

Case 1: $\left|\mathcal{C}^{\prime \prime}\right| \geq n / 12$. Since there is a yellow edge between any two cliques from $\mathcal{C}$, there can't be a blue edge between any two members of $\mathcal{C}^{\prime \prime}$, otherwise we create a $b b y$ triangle. Thus, we can pick one vertex from each member of $\mathcal{C}^{\prime \prime}$ and have a red/yellow clique of size at least $n / 12 \in \Omega\left(n^{2 / 3}\right)$.

Case 2: $\left|\mathcal{C}^{\prime \prime}\right|<n / 12$, i.e. at least $n / 12$ cliques from $\mathcal{C}-\mathcal{C}^{\prime}$ do not span a blue triangle. Let $G$ be the subgraph spanned by vertices of $\mathcal{C}-\left(\mathcal{C}^{\prime} \cup \mathcal{C}^{\prime \prime}\right)$ with the inherited colouring. Assume that $G$ contains a blue $C_{5}$. Then all edges within this cycle must be red (no blue $K_{3}$, no bby triangle), so we have a red/blue $K_{5}$, which contains an $r r b$ triangle, a contradiction. Thus, the blue subgraph of $G$ is $C_{5}$-free, and since $R\left(C_{5}, K_{k}\right)=$ $O\left(k^{3 / 2} / \sqrt{\log k}\right)$ we have a red/yellow clique of a desired size.

Recall that $g(n)$ is a smallest possible independence number of an $n$-vertex graph that has no cycles of length 3 and no cycles of length 5 , i.e. that has an odd girth at least 7.

Lemma 4.3.17. We have that $g(n) \leq h_{2}(n,\{\triangle, \triangle, \Delta\}) \leq 2 g(n)$.

Proof. For the upper bound, let $G$ be an $n$-vertex graph with odd girth at least 7 and independence number $g(n)$. Colour its edges red, the edges corresponding to pairs of vertices at distance two in $G$ yellow, and all remaining edges blue. Clearly, we have no $r r r$ and no $r r b$ triangles. Assume that there is a yyr triangle. Since vertices of any yellow edge are endpoints of a red path of length 2 , we see that a yyr triangle implies
the existence of an $r r r$ triangle, or a red cycle of length 5 . Note that $S_{y b}=\alpha(G)=g(n)$. Consider a largest yellow/red clique $X$. We see that since the yellow colour class is induced $P_{3}$-free in $X$, the yellow edges form disjoint cliques in $X$, and there are at most two of them since there are no red triangles. So, $X$ contains a yellow clique on at least $|X| / 2$ vertices, i.e. $|X| / 2 \leq \alpha(G)=g(n)$, thus, $S_{r y}=|X| \leq 2 g(n)$. Similarly, let $Y$ be a largest red/blue clique. The red edges in it must form a matching, so there is a blue clique of size at least $|Y| / 2$, in particular $|Y| / 2 \leq \alpha(G)=g(n)$. Thus, $S_{r b}=|Y| \leq 2 g(n)$.

For the lower bound, consider an $\{r r r, r r b, y y r\}$-free colouring of a complete graph on $n$ vertices. The red graph $G$ does not have 5-cycles because otherwise all other edges induced by the vertices of that cycle must be yellow, forcing a yyr triangle. Thus, the red graph has odd girth at least 7 . We have that $S_{b y}=\alpha(G) \geq g(n)$.

Lemma 4.3.18. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $h_{2}(n, \mathcal{H})=\Omega\left(n^{2 / 3} \log ^{1 / 3} n\right)$ and $h_{2}(n, \mathcal{H})=$ $O\left(n^{3 / 4} \log n\right)$.

Proof. By Lemma 4.3 .17 it is sufficient to bound $g(n)$.
By Caro et al. [39], we have $R\left(C_{5}, K_{t}\right) \leq C \frac{t^{3 / 2}}{\sqrt{\log t}}$, i.e. any $C_{5}$-free graph on $n$ vertices has independence number at least $C^{\prime} n^{2 / 3} \log ^{1 / 3} n$. Thus, $g(n) \geq C^{\prime} n^{2 / 3} \log ^{1 / 3} n$.

By a result by Spencer [120] we have $R\left(\left\{C_{3}, C_{4}, C_{5}\right\}, K_{t}\right) \geq C(t / \log t)^{4 / 3}$ for some positive constant $C$, i.e. for $n$ sufficiently large there exists a graph $G$ on $n$ vertices with no $C_{3}, C_{4}, C_{5}$ and $\alpha(G) \leq C^{\prime} n^{3 / 4} \log n$. Thus, $g(n) \leq C^{\prime \prime} n^{3 / 4} \log n$.

Lemma 4.3.19. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have

$$
h_{2}(n, \mathcal{H})=\Omega\left(n^{2 / 3} / \log ^{1 / 3} n\right) \text { and } h_{2}(n, \mathcal{H})=O\left(n^{2 / 3} \sqrt{\log n}\right)
$$

Proof. For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$, and let the vertex set be $V$.

We shall argue that either our lower bound holds or there is a subset of at least $n / 4$ vertices that is a pairwise disjoint union of red/yellow cliques with only blue edges in between. We shall conclude by showing that such a colouring has a large 2-coloured clique of a desired size.

Consider a maximal blue clique $B$. Then each vertex in $V-B$ sends either a red or a yellow edge to $B$. Moreover, each vertex in $V-B$ sends at most one red and at most yellow edge to $B$. Let $V_{1}$ be the set of vertices in $V-B$ that send red edges to $B$. Then these edges form a family $Q$ of pairwise vertex-disjoint stars with centres in $B$.

Note that there is no red odd cycle in $V_{1}$. Indeed, otherwise this cycle contains vertices from three distinct stars from $Q$. In particular, there is a vertex $v$ in one star from $Q$ in $V_{1}$ that sends red edges in $V_{1}$ to two distinct stars from $Q$, say with centres $w_{1}, w_{2} \in B$. Then $w_{1} v$ and $w_{2} v$ are yellow, so $v w_{1} w_{2}$ is a yyb triangle, a contradiction. So, if $V_{1}$ has $C n$ vertices then the red graph induced by $V_{1}$ has an independent set of size at least $C n / 2$. This gives $S_{y b} \geq C n / 2$. So, we can assume that $\left|V_{1}\right|<C n$. We can also assume that $|B|<C n$. So, let $V_{2}=V-\left(B \cup V_{1}\right)$. Thus, $\left|V_{2}\right|>n / 2$ (by taking $C=1 / 4$ ).

Now, there are only yellow and blue edges between $V_{2}$ and $B$ and moreover the yellow edges among those form pairwise vertex-disjoint stars with centres in $B$. Let $R_{1}, \ldots, R_{m}$ be the intersections of the vertex sets of these stars and $V_{2}$. In particular, $V_{2}$ is the union of the $R_{i} \mathrm{~s}$. Note that there are no yellow edges between $R_{i}$ 's and there are no blue edges within $R_{i}$ 's, otherwise we obtain a byy triangle.

There is no vertex $v \in V_{2}$ that sends a red edge to two different $R_{i}$ 's: assume the contrary, i.e. we have red edges $w_{1} v$ and $w_{2} v$ with $w_{1}, w_{2}$ belonging to different $R_{i}$ 's. But then $w_{1} w_{2}$ connects two different $R_{i}$ 's, but can be neither red nor blue without creating a forbidden pattern, a contradiction. Thus, the red graph whose edges have endpoints in different $R_{i}$ 's is bipartite. Let $V_{3} \subseteq V_{2}$ be a larger part of such a bipartition (i.e. $\left|V_{3}\right| \geq n / 4$ ) and let $T_{i}=R_{i} \cap V_{3}$. Then the $T_{i}$ 's are red/yellow and all edges in between are blue.

The remaining part of the proof shows that in any colouring $c^{\prime}$ of $K_{n}$ that is formed by pairwise vertex-disjoint red/yellow cliques $T_{1}, \ldots, T_{m}$ with all edges between them blue has a large bi-coloured clique. This will imply the lower bound $h_{2}(c)=\Omega\left(n^{2 / 3} /\left(\log ^{1 / 3} n\right)\right)$. The logarithmic factors here could probably be improved.

We shall split the $T_{i}$ 's according to sizes. Let $X_{i}$ be the union of all $T_{j}$ of sizes from $2^{i}$ to $2^{i+1}-1$, where $i=0, \ldots, \log n$. Consider a largest $X_{i}$, i.e. $\left|X_{i}\right| \geq\left|V_{3}\right| / \log n \geq$ $n /(4 \log n)$. Delete at most half the vertices from each $T_{j}$ in $X_{i}$ such that all members $T_{j}$ of $X_{i}$ have the same size, say $k$. Let the resulting set be $X^{\prime}$. Let $c^{\prime}$ be the colouring that results from restricting $c$ to $X^{\prime}$. Then $c^{\prime}$ consists of red/yellow cliques of the same size $k$ and only blue edges in between. In addition, $\left|X^{\prime}\right| \geq n /(8 \log n)$. Then we have $S_{r y} \geq k$. Moreover, since the red graph is triangle-free, Corollary 4.4 implies that we may find a yellow clique of size $C \sqrt{k \log k}$ inside each of the red/yellow cliques. Hence,

$$
S_{b y} \geq C \sqrt{k \log k} \frac{\left|X^{\prime}\right|}{k} \geq C^{\prime} \frac{n}{\log n} \sqrt{\frac{\log k}{k}} .
$$

If $k \leq n^{2 / 3} / \log ^{1 / 3} n$, then $S_{b y} \geq C^{\prime \prime} n^{2 / 3} / \log ^{1 / 3} n$. Otherwise, we get a large red/yellow clique, which concludes the proof.

The upper bound follows from Construction 2.9.
Lemma 4.3.20. Let $\mathcal{H}=\{\triangle, \triangle, \wedge\}$. Then we have $h_{2}(n, \mathcal{H})=\Theta(\sqrt{n \log n})$.

Proof. For the lower bound by Lemma 4.1.1 we have $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r\})=\Theta(\sqrt{n \log n})$. The upper bound follows from Construction 2.3.

Lemma 4.3.21. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil$.

Proof. For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of $K_{n}$. Assume that $c$ contains a red odd cycle. Let $v_{1} \cdots v_{k} v_{1}, k \geq 5$ be a shortest odd red cycle. First let $k \geq 7$. Without loss of generality, we have $c\left(v_{1} v_{3}\right)=b$. Then $c\left(v_{1} v_{4}\right)=y$, since otherwise $v_{1}, v_{3}, v_{4}$ induce a $b b r$ triangle. Thus, we have $c\left(v_{1} v_{i}\right)=b$ for $i$ odd and $c\left(v_{1} v_{i}\right)=y$ for $i$ even, and thus, $c\left(v_{1} v_{k-1}\right)=y$. Since $c\left(v_{1} v_{3}\right)=b$, we also have $c\left(v_{3} v_{k}\right)=y$, and hence $c\left(v_{3} v_{k-1}\right)=b$. Thus, we must have $c\left(v_{k-1} v_{2}\right)=y$, since otherwise $v_{2}, v_{3}, v_{k-1}$ induce a $b b r$ triangle, but then $v_{1}, v_{2}, v_{k-1}$ induce a yyr triangle, a contradiction.
If $k=5$, w.l.o.g. we have $c\left(v_{1} v_{3}\right)=b$. Then we must have $c\left(v_{1} v_{4}\right)=y=c\left(v_{3} v_{5}\right)$, since otherwise $v_{1}, v_{3}, v_{4}$ or $v_{1}, v_{3}, v_{5}$ induce a $b b r$ triangle. But then we must have $c\left(v_{2} v_{4}\right)=b=c\left(v_{2} v_{5}\right)$, since otherwise $v_{1}, v_{2}, v_{4}$ or $v_{2}, v_{3}, v_{5}$ induce a yyr triangle. But then $v_{2}, v_{4}, v_{5}$ induce a $b b r$ triangle, a contradiction.
Thus, the red graph is bipartite, so $c$ contains a blue/yellow clique of size at least $\left\lceil\frac{n}{2}\right\rceil$.
The upper bound follows from Construction 2.15.
Lemma 4.3.22. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{3 n}{7}\right\rceil+\epsilon_{1}(n)$, where $\epsilon_{1}(n)=1$ if $n \equiv 2(\bmod 7)$, and $\epsilon_{1}(n)=0$ otherwise.

Proof. The upper bound follows from Construction 2.14.

For the lower bound, let $c$ be an $\mathcal{H}$-free colouring of a $n$-vertex graph on a vertex set $V$. Assume first that there is a blue clique $B$ of size $|B| \geq 3$. Then each vertex not in $B$ sends at most one yellow edge to $B$ (otherwise we have a $y y b$ triangle) and no vertex not in $B$ sends both blue and red edges to $B$ (otherwise we have a $b b r$ triangle). Let $A$ be the set of vertices from $V-B$ that send only blue and yellow edges to $B$ and let $O=V-B-A$, i.e. each vertex from $O$ sends a red edge to $B$. Then, in particular, each vertex from $O$ sends no blue edges to $B$, thus, it must send at least two red edges and at most one yellow edge to $B$. Thus for any two vertices of $A$ there is a vertex in $B$ joined to both of them with blue edges. Similarly, for any two vertices of $O$ there is a vertex in $B$ joined to both of them with red edges. Then $A$ induces no red edges and neither
does $O$. Note that $B, A$ and $O$ span the whole graph; $B \cup A$ induces no red edge and $O$ contains no red edge. Then $S_{b y}^{c} \geq \max \{|B \cup A|,|O|\} \geq\left\lceil\frac{n}{2}\right\rceil$.

Thus, we can assume that both the red and blue graph are triangle-free. We shall show that the blue graph has a special structure, in particular it must be a blow-up of a cycle on 7 vertices.

If the blue graph contains no odd cycle, then it is bipartite and hence $S_{r y} \geq\left\lceil\frac{n}{2}\right\rceil$. Thus, we can assume that there is a blue odd cycle. The blue graph also does not contain a cycle length 5 since otherwise all other edges spanned by the vertices of this cycle are yellow, producing a yyb triangle. Assume the shortest blue odd cycle has length $k \geq 9$. Let $C=C_{k}=v_{1} \ldots v_{k} v_{1}$ be a shortest blue odd cycle with $k \geq 9$. Then $C$ has no blue chord, otherwise there is a shorter blue odd cycle. Fix a vertex, $v_{1}$, and order chords incident to $v_{1}$ as they appear on the cycle, i.e. $v_{1} v_{3}, v_{1} v_{4}, \ldots, v_{1} v_{k-2}$. Each chord is red or yellow. There are no two consecutive yellow chords, otherwise we have a yyb triangle. We have that $v_{1} v_{3}$ and $v_{1} v_{k-2}$ are yellow, otherwise there is a $b b r$ triangle. In addition $v_{1} v_{4}$ is red, otherwise there are two consecutive yellow chords. Assume that there are two consecutive red chords incident to $v_{1}$. Let these chords be, without loss of generality, $v_{1} v_{i}$ and $v_{1} v_{i+1}$, for $i>4$. Then $v_{4} v_{i}$ and $v_{4} v_{i+1}$ must be yellow, resulting in a $y y b$ triangle. Thus, the chords incident to $v_{1}$ must have alternating colours yry $\ldots$ ry. However, this is impossible since the number of such chords is even.

Thus, a shortest blue odd cycle has length 7 . Let the vertex set of such a 7 -cycle be $Y=\left\{v_{1}, \ldots, v_{7}\right\}$. Then $c\left(v_{i} v_{j}\right)=y$ if $v_{i}$ and $v_{j}$ are at distance two on $C$ and $c\left(v_{i} v_{j}\right)=r$ if $v_{i}$ and $v_{j}$ are at distance three on $C$.

Let $x \in V-Y$. Note that $x$ can send at most 3 yellow edges to $Y$, otherwise we have a $y y b$ triangle. Assume $x$ sends no blue edge to $Y$. Then it sends at least four red edges to $Y$, whose endpoints contain two vertices at distance 3 on $C$, which creates an $r r r$ triangle, a contradiction. Thus, $x$ sends at least one blue edge to $Y$. Assume $x$ sends exactly one blue edge to $Y$, say to $v_{1}$. Then $x v_{2}$ and $x v_{7}$ must be yellow. Then $x v_{3}$ and $x v_{6}$ must be red. But this implies that $x v_{3} v_{6}$ forms an $r r r$ triangle, a contradiction. Note that $x$ sends at most two blue edges to $C$, otherwise there is a shorter blue odd cycle. Since $x$ sends at least one, at most two, and not exactly one blue edge to $Y, x$ sends exactly two blue edges to $Y$. The endpoints of these two edges must be at distance 2 on the cycle, otherwise there is a shorter odd cycle. Without loss of generality, let these endpoints be $v_{2}, v_{7}$. Consider a blue cycle $x v_{2} v_{3} \cdots v_{7} x$. It must have the same colour structure as $C$, i.e. in particular $x$ "mimics" $v_{1}$, i.e. $c\left(x v_{i}\right)=c\left(v_{1} v_{i}\right)$ for all $v_{i} \in Y-\left\{v_{1}\right\}$. Since $x$ was chosen arbitrarily outside of any blue cycle, we have that each vertex in $V-Y$ "mimics" some vertex on $C$ and thus, the colouring contains a spanning blow-up
of a colouring $c$ restricted to $Y$.
More specifically, we have that $V$ is a disjoint union of parts $V_{0}, \ldots, V_{6}$ such that for any $i, j \in\{0,1, \ldots, 6\}$, with $i, j$, and any $x \in V_{i}, z \in V_{j}, c(x z)=b$ if $|i-j|=1(\bmod 7)$, $c(x z)=y$ if $|i-j|=2(\bmod 7), c(x z)=r$ if $|i-j|=3(\bmod 7)$. All the edges induced by each $V_{i}$ are yellow. That is, we have a colouring with a structure as in Construction 2.14 (where the $V_{i}$ 's have variable sizes).

For each $i=0, \ldots, 6$, let $U_{i}=V_{i} \cup V_{i+1} \cup V_{i+2}$ and $W_{i}=V_{i} \cup V_{i+2} \cup V_{i+4}$ (indices computed modulo 7). Then each $U_{i}$ spans a blue/yellow clique and each $W_{i}$ spans a red/yellow clique. We have that $\left|W_{0}\right|+\cdots+\left|W_{6}\right|=3 n$, thus, there is $W_{i}$ of size at least $\lceil 3 n / 7\rceil$. This proves the lower bound, except when $n \equiv 2(\bmod 7)$.

So let $n \equiv 2(\bmod 7)$, i.e. $n=7 k+2$ for an integer $k$. We shall show that there is a 2 -coloured clique of size at least $\lceil 3 n / 7\rceil+1$. In order to do so, we first shall show that the sets $V_{i}$ 's pairwise differ in size by at most 1 .

If there is an index $i^{\prime}$, such that $\left|W_{i^{\prime}}\right| \geq\lceil 3 n / 7\rceil+1$, we are done, so assume $\left|W_{i}\right| \leq$ $\lceil 3 n / 7\rceil$ for $i=0, \ldots, 6$. Now assume there is an index $i^{\prime}$ such that $\left|W_{i^{\prime}}\right| \leq\lfloor 3 n / 7\rfloor-1$. But then we have $\sum_{i=0}^{6}\left|W_{i}\right| \leq\lfloor 3 n / 7\rfloor-1+6\lceil 3 n / 7\rceil=\lfloor 3(7 k+2) / 7\rfloor-1+6\lceil 3(7 k+2) / 7\rceil=$ $21 k+5<21 k+6=3 n$, a contradiction. Thus, $\left|W_{i}\right|$ and $\left|W_{j}\right|$ differ by at most 1 for $0 \leq i<j \leq 6$. Similarly, all $U_{i}$ 's differ in size by at most 1 .

Note that $W_{i} \cap W_{i+2}=V_{i+2} \cup V_{i+4}$ for $i=0, \ldots, 6$ (indices computed modulo 7), so the symmetric difference $W_{i} \triangle W_{i+2}=V_{i} \cup V_{i+6}$. By the above observation, that means in particular that $\left|V_{i-1}\right|$ and $\left|V_{i}\right|$ differ by at most 1 , for each $i=0,1, \ldots, 6$. Similarly, by considering two consecutive $U_{i}$ 's, we see that $\left|V_{i}\right|$ and $\left|V_{i+3}\right|$ differ in size by at most 1. Then it is clear that $\| V_{0}\left|-\left|V_{2}\right|\right| \leq 2$. Assume that $\left|V_{0}\right|=t$ and $\left|V_{2}\right|=t+2$, for some $t$. Then $\left|V_{1}\right|=t+1$ and $\left|V_{3}\right| \geq t+1$. Thus, $\left|U_{1}\right| \geq 3 t+4$ that implies that $3 t+3 \leq\left|U_{6}\right|=\left|V_{6}\right|+t+t+1$, that in turn implies that $\left|V_{6}\right| \geq t+2$. This contradicts the fact that $\left|U_{6}\right|$ and $\left|U_{0}\right|$ differ by at most 1 . It shows that $\| V_{i}\left|-\left|V_{i+2}\right|\right| \leq 1$. Together with the fact that $\| V_{i}\left|-\left|V_{i+1}\right|\right| \leq 1$ and $\left|\left|V_{i}\right|-\left|V_{i+3}\right|\right| \leq 1$, we see that any two set $V_{i}, V_{j}$, $i, j \in\{0,1, \ldots, 6\}$ differ in size by at most 1 . Thus, $V_{i}$ 's have sizes either $\lceil n / 7\rceil$ or $\lfloor n / 7\rfloor$. Since $n=7 k+2$, there are exactly two parts $V_{i}, V_{j}$ of sizes $\lceil n / 7\rceil$. No matter how they are located, there is a third part $V_{g}$ such that $V_{i} \cup V_{j} \cup V_{g}$ is either $W_{m}$ or $U_{m}$ for some $m$. This gives a two-coloured clique on $2\lceil n / 7\rceil+\lfloor n / 7\rfloor=\lceil 3 n / 7\rceil+1$ vertices.

This concludes the proof.
Lemma 4.3.23. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then we have $h_{2}(n, \mathcal{H})=\left\lceil\frac{n}{2}\right\rceil$.

Proof. For the lower bound let $c$ be an $\mathcal{H}$-free colouring. Let $v$ be an arbitrary vertex and denote by $N_{r}, N_{b}, N_{y}$ its red, blue and yellow neighbourhoods, respectively.

Then $N_{r}$ does not contain a red edge, so it must induce a monochromatic clique that is either blue or yellow. Without loss of generality, we assume it is blue (a symmetric argument deals in the case when it is yellow).

Between $N_{b}$ and $N_{y}$ there cannot be a single blue or yellow edge, so between them we have a complete bipartite red graph. Thus, $N_{b}$ and $N_{y}$ cannot induce red edges, so $N_{b}$ induces a monochromatic blue and $N_{y}$ a monochromatic yellow clique. Now consider the bipartite graph between $N_{r}$ and $N_{y}$. There can be no incident blue and yellow edges and each vertex in $N_{y}$ sends at most one yellow edge to $N_{r}$ and each vertex in $N_{r}$ sends at most one blue edge to $N_{y}$. Likewise in the bipartite graph between $N_{b}$ and $N_{r}$, the yellow edges form a matching and no vertex is incident to both blue and yellow.

If one of the sets $N_{r}, N_{b}, N_{y}$ contains at most 1 vertex, then the larger of the other two sets together with $v$ is a 2 -coloured a clique of size at least $\lceil n / 2\rceil$, as required.

So we may assume that each of the sets $N_{r}, N_{b}, N_{y}$ contains at least 2 vertices. We consider two cases:

Case 1: There is a vertex $w^{*} \in N_{r}$ that sends only yellow edges to $N_{y}$.
Every vertex in $N_{r}^{*}:=N_{r}-\left\{w^{*}\right\}$ sends only red edges to $N_{y}$ (otherwise, we obtain either a $y y b$ or bby triangle). This implies that there are no red edges between $N_{r}^{*}$ and $N_{b}$ : if otherwise, we obtain a monochromatic red triangle with vertices in $N_{r}^{*}, N_{b}$, and $N_{y}$, using the fact that the bipartite graph with parts $N_{b}$ and $N_{y}$ is entirely red. Moreover, since the yellow edges between $N_{r}^{*}$ and $N_{b}$ form a matching, we have that all edges between $N_{r}^{*}$ and $N_{b}$ must be blue. Now, consider the sets $V_{1}=N_{r}^{*} \cup N_{b} \cup\{v\}$ and $V_{2}=\left\{w^{*}\right\} \cup N_{y} \cup\{v\}$. Note that $V_{1}$ is a red/blue clique and $V_{2}$ is a red/yellow clique. One of them must have size at least $\lceil n / 2\rceil$, completing the proof in this case.

Case 2: No vertex in $N_{r}$ sends only yellow edges to $N_{y}$.
Since no blue and yellow edges are incident in the bipartite graph between $N_{r}$ and $N_{y}$, every vertex in $N_{r}$ sends at least one red edge to $N_{y}$. Now the proof is similar to the previous case: we have that no edges between $N_{r}$ and $N_{b}$ are red (otherwise, we obtain a monochromatic red triangle). Hence, as before all edges between $N_{r}$ and $N_{b}$ are blue. So $N_{r} \cup N_{b} \cup\{v\}$ is a red/blue clique and $\{v\} \cup N_{y}$ is a yellow clique. One of these two sets has size at least $\lceil n / 2\rceil$, and this completes
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the proof of the lower bound.


The upper bound follows from Construction 2.15 with red and yellow swapped.

### 4.6.4 $\mathcal{H}$ CONTAINS A MONOCHROMATIC AND A RAINBOW PATTERN

Lemma 4.3.24. Let $\mathcal{H}=\{\triangle, \triangle, \triangle\}$. Then $\Omega\left(n^{3 / 4} / \log ^{3 / 2} n\right)=h_{2}(n, \mathcal{H})=O\left(n^{3 / 4} \sqrt{\log n}\right)$.

Proof. For the lower bound, consider an $\mathcal{H}$-free colouring $c$ of $K_{n}$. The structure of $c$ is very similar to the structure of $\{r r r, r b y\}$-free colourings. Consider red components and call their vertex sets blobs. Assume that each blob has at least three vertices. This assumption can be done since if there are at least $n / 2$ vertices spanned by red components on at most two vertices, these vertices contain a blue/yellow clique on at least $n / 4$ vertices. Since the colouring is Gallai, Theorem 4.7 implies that each blob is a union of sets (which we refer to as sub-blobs) with all edges between any two sub-blobs of the same colour and such that the set of colours between all sub-blobs is either $\{r, b\}$ or $\{r, y\}$. Moreover, each sub-blob sends only red edges to some other sub-blob of its blob. All edges between any two blobs are of the same colour, either blue or yellow, otherwise there is a rainbow triangle. Lastly, there are no red edges contained in any sub-blob, because otherwise we obtain a monochromatic red triangle.

As in the lemma on $\{r r r, r b y\}$-free colourings, (Lemma 4.2.7) we can assume that for some constant $C^{\prime \prime}$ there is a subset of $n^{\prime} \geq C^{\prime \prime} n / \log ^{2} n$ vertices such that all subblobs have the same size, $k$, and all blobs contain the same number, $\ell$, of sub-blobs. Assume first that at least half the vertices are spanned by blobs with blue/red between sub-blobs. Then, since the red and blue graph are both triangle-free, there are at most 5 sub-blobs in each blob, and each sub-blob is blue/yellow. By taking a largest sub-blob in each such blob, we see that $S_{b y} \geq n^{\prime} / 10=\Omega\left(n / \log ^{2} n\right)$.

Now, assume that at least half the vertices are spanned by blobs with red/yellow between sub-blob. All edges between blobs are yellow or blue and all sub-blobs are blue/yellow. As the red graph is triangle-free, applying Corollary 4.4 yields that there are at least $C \sqrt{\ell \log \ell}$ sub-blobs in each blob, such that there are only yellow edges between them. By taking the union of these sets over all blobs we have that

$$
S_{b y} \geq C \frac{n^{\prime}}{k \ell} \sqrt{\ell \log \ell} \cdot k=C \frac{n^{\prime} \sqrt{\log \ell}}{\sqrt{\ell}}
$$

If $\ell<\sqrt{n}$ then $S_{b y}=\Omega\left(n^{3 / 4} / \log ^{3 / 2} n\right)$. Otherwise, $\ell \geq \sqrt{n}$. By picking a yellow
clique from each sub-blob and selecting a set of blobs with only yellow edges between them (using Corollary 4.4 again, and the fact that the red and blue graphs are both triangle-free), we have

$$
S_{r y} \geq C^{\prime} \cdot \ell \sqrt{k \log k} \sqrt{n^{\prime} /(k \ell) \log \left(n^{\prime} /(k \ell)\right)}=\Omega\left(\sqrt{\ell n^{\prime}}\right)=\Omega\left(n^{3 / 4} / \log n\right) .
$$

The upper bound follows from Construction 2.11.
Lemma 4.3.25. Let $\mathcal{H} \in\{\{\triangle, \triangle, \triangle\},\{\triangle, \triangle, \wedge\},\{\triangle, \triangle, \triangle\}\}$.
Then $h_{2}(n, \mathcal{H})=\Omega\left(n^{2 / 3} / \log ^{3 / 2} n\right)$ and $h_{2}(n, \mathcal{H})=O\left(n^{2 / 3} \sqrt{\log n}\right)$.

Proof. The lower bound follows from Lemma 4.2.7: $h_{2}(n, \mathcal{H}) \geq h_{2}(n,\{r r r, r b y\})=$ $\Omega\left(n^{2 / 3} / \log ^{3 / 2} n\right)$.

For the upper bound in case $\mathcal{H} \in\{\{r b y, r r r, b b r\},\{r b y, r r r, b b y\}\}$, we use Construction 2.8 with blue and yellow swapped. For the upper bound in case $\mathcal{H}=\{r b y, r r r, r r b\}$ we use Construction 2.9.

### 4.7 Concluding remarks

We have determined $h_{2}(n, \mathcal{H})$ asymptotically up to logarithmic factors for nearly all families $\mathcal{H}$ of at most three patterns. Aside from improving logarithmic factors, there are two major gaps left. First, for the family $\mathcal{H}_{0}:=\{\triangle, \triangle, \triangle\}$ we were able to show that (see Lemma 4.3.15)

$$
\Omega(\sqrt{n \log n})=h_{2}\left(n, \mathcal{H}_{0}\right)=O\left(n^{2 / 3} \sqrt{\log n}\right) .
$$

We believe that the upper bound is the correct answer (up to logarithmic terms).
Our second gap comes from the family $\mathcal{H}_{1}:=\{\triangle, \triangle, \triangle\}$. We showed that $h_{2}\left(n, \mathcal{H}_{1}\right)$ is related to the function $g(n)$ defined as the smallest independence number of an $n$ vertex graph of odd girth at least 7:

$$
g(n)=\min \left\{\alpha(G):|G|=n \text { and } G \text { is }\left\{C_{3}, C_{5}\right\} \text {-free }\right\} .
$$

In particular, we showed that $g(n) \leq h_{2}\left(n, \mathcal{H}_{1}\right) \leq 2 g(n)$. It follows that good bounds on the Ramsey number $R\left(\left\{C_{3}, C_{5}\right\}, K_{n}\right)$ translate to good bounds on $h_{2}\left(n, \mathcal{H}_{1}\right)$. Using known results on the Ramsey numbers $R\left(C_{5}, K_{n}\right)$ and $R\left(\left\{C_{3}, C_{4}, C_{5}\right\}, K_{n}\right)$, by

Lemma 4.3.18 we have

$$
\Omega\left(n^{2 / 3} \log ^{1 / 3} n\right)=h_{2}\left(n, \mathcal{H}_{1}\right)=O\left(n^{3 / 4} \log n\right) .
$$

A consequence of the work of Bohman and Keevash [24] and Warnke [124] is that the $C_{5}$-free process with high probability terminates in a graph whose independence number is $\Theta\left(n^{3 / 4} \log ^{3 / 4} n\right)$. We suspect that the behaviour of the independence number does not change much if one forbids triangles in addition to $C_{5}{ }^{\prime}$ s. Thus, we conjecture that our upper bound on $h_{2}\left(n, \mathcal{H}_{1}\right)$ is close to the truth:

## Conjecture 4.8 .

$$
g(n)=\Omega\left(n^{3 / 4}\right)
$$

and thus,

$$
h_{2}(n,\{\triangle, \triangle, \triangle\})=\Omega\left(n^{3 / 4}\right) .
$$

From our reduction to the function $g(n)$, this would follow from the corresponding upper bound on $R\left(\left\{C_{3}, C_{5}\right\}, K_{n}\right)$. This is likely to be challenging, however, as cyclecomplete Ramsey numbers are widely open when the cycle lengths are small and fixed.

Lastly, we decided to stop our investigation at three forbidden patterns. Forbidding more patterns in many cases makes the problem of finding large 2-coloured cliques simple. For this reason (and also for the sake of brevity) we did not pursue this line further. Still, one of course may consider families of forbidden patterns of size four and larger.

## Chapter 5 The Erdős-Hajnal conjecture for order-size pairs

### 5.1 Introduction

In this chapter, we consider families determined by a given set of orders and sizes. Several special cases of this have been extensively studied over the years (see for example Erdős and Hajnal [58]). For $0 \leq f \leq\binom{ m}{r}$, we call an $r$-graph $F$ on $m$ vertices and $f$ edges an $(m, f)$-graph and we call the pair $(m, f)$ the order-size pair for $F$. Say that $H$ is $(m, f)$ free if it contains no induced copy of an $(m, f)$-graph. If $Q=\left\{\left(m_{1}, f_{1}\right), \ldots,\left(m_{t}, f_{t}\right)\right\}$, say that $H$ is $Q$-free if $H$ is $\left(m_{i}, f_{i}\right)$-free for all $i=1, \ldots, t$.

Definition 5.1. Given $r \geq 2$ and $Q=\left\{\left(m, f_{1}\right), \ldots,\left(m, f_{t}\right)\right\}$, let $h(n, Q)=h_{r}(n, Q)$ be the minimum of $h(H)$, taken over all n-vertex $Q$-free $r$-graphs $H$. Say that $Q$ has the EH-property if there exists $\epsilon=\epsilon_{Q}>0$ such that $h(n, Q)>n^{\epsilon}$.

For example $h_{3}(n,\{(4,0),(4,2)\})=k$ means that any $n$-vertex 3 -graph in which any 4 vertices induce 1,3 , or 4 edges has a homogenous set of size $k$, and there is an $r$-graph $H$ as above with $h(H)=k$. We may omit the subscript $r$ in the notation $h_{r}(n, Q)$ if it is obvious from the context. When $Q=\{(m, f)\}$ we use the simpler notation $h(n, m, f)$ instead of $h(n,\{(m, f)\})$. Let us make two simple observations:

$$
\begin{equation*}
h_{r}(n, Q) \leq h_{r}\left(n, Q^{\prime}\right) \quad \text { if } \quad Q \subseteq Q^{\prime}, \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
h_{r}(n, Q)=h_{r}(n, \bar{Q}) \quad \text { where } \quad \bar{Q}=\left\{\left(m,\binom{m}{r}-f\right):(m, f) \in Q\right\} . \tag{5.2}
\end{equation*}
$$

Our first result concerns 2-graphs, where we show that forbidding a single order-size pair already guarantees large homogeneous sets.

Proposition 5.2. For any integers $m$, $f$ with $m \geq 2$ and $0 \leq f \leq\binom{ m}{2}$ there exists $c>0$ such that $h_{2}(n, m, f)>c n^{1 /(m-1)}$.

It seems a challenging problem to give good upper bounds on $h_{2}(n, m, f)$. For example, determining $h_{2}\left(n, m,\binom{m}{2}\right)$ is equivalent to determining off-diagonal Ramsey numbers.

Our remaining results are in the hypergraph case $r=3$ and $m=4$. We shall be considering sets $Q$ of pairs $(4, i)$ for $i \in\{0,1,2,3,4\}$. We do not need to consider
sets $Q$ that contain both $(4,0)$ and $(4,4)$ because Ramsey's theorem guarantees that for sufficiently large $n$ we cannot avoid both of them. Using complementation (5.2), this leaves us with the following sets:

- $\{(4,0)\},\{(4,1)\},\{(4,2)\}$;
- $\{(4,0),(4,1)\},\{(4,0),(4,2)\},\{(4,0),(4,3)\},\{(4,1),(4,2)\},\{(4,1),(4,3)\} ;$ and
- $\{(4,0),(4,1),(4,2)\},\{(4,0),(4,1),(4,3)\},\{(4,0),(4,2),(4,3)\},\{(4,1),(4,2),(4,3)\}$.

We address $h(n, Q)$ for each of these choices of $Q$.

We quickly obtain bounds for the first case using results in Ramsey theory (note again that $h(n, 4, f)=h(n, 4,4-f)$ ). Recall that the Ramsey number $R_{k}(s, t)$ is the minimum $n$ such that every red/blue edge-colouring of the complete $n$-vertex $k$-graph yields either a monochromatic red $s$-clique or a monochromatic blue $t$-clique. It is known [47] that $2^{c t \log t} \leq R_{3}(4, t) \leq 2^{c^{\prime} t^{2} \log t}$. This yields positive constants $c$ and $c^{\prime}$, such that

$$
\begin{equation*}
c^{\prime}\left(\frac{\log n}{\log \log n}\right)^{1 / 2}<h_{3}(n, 4,0)<c \frac{\log n}{\log \log n} \tag{5.3}
\end{equation*}
$$

A more recent result of Fox and He [71] constructs $n$-vertex 3 -graphs with every four vertices spanning at most two edges and independence number at most $c \log n / \log \log n$. Together with (5.1) this yields positive a constant $c$, such that

$$
\begin{equation*}
h_{3}(n, 4,1) \leq h_{3}(n,\{(4,0),(4,1)\})<c \frac{\log n}{\log \log n} \tag{5.4}
\end{equation*}
$$

For the remaining cases when $|Q|=1$ we obtain bounds using recent results by Fox and He [71] and by Gishboliner and Tomon [80]. Recall that $f(n)=(1+o(1)) g(n)$ means that there is a function $e(n)$ such that $\lim _{n \rightarrow \infty} e(n) \rightarrow 0$ and $f(n)=g(n)+e(n) g(n)$.

Proposition 5.3. There are positive constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
h_{3}(n, 4,1)>c_{1}\left(\frac{\log n}{\log \log n}\right)^{1 / 2} \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
n^{c_{2}}<h_{3}(n, 4,2)<(1+o(1)) n^{1 / 2} \tag{5.6}
\end{equation*}
$$

It is unclear if either bound for $h(n, 4,1)$ above represents the correct order of magnitude, but the lower bound certainly seems far off; we leave this as an open problem, see Section 5.4.

Our next results address the case when $|Q|=2$. For the first case we have constants $c, c^{\prime}>0$ such that

$$
c \frac{\log n}{\log \log n}<h_{3}\left(n,\{(4,0),(4,1)\}<c^{\prime} \frac{\log n}{\log \log n} .\right.
$$

The lower bound follows (after applying (5.2)) from an old result of Erdős and Hajnal [58]. This is the first instance of a (different) conjecture of Erdős and Hajnal [58] about the growth rate of generalized hypergraph Ramsey numbers that correspond to our setting of $h(n, Q)$, where $Q=\left\{(m, f),(m, f+1), \ldots,\left(m,\binom{m}{r}\right)\right\}$. Recent results of Mubayi and Razborov [109] on this problem determine, for each $m>r \geq 4$, the minimum $f$ such that $h_{r}(n, Q)<c \log ^{a} n$ for some $a$ and $Q=\left\{(m, f), \ldots,\left(m,\binom{m}{r}\right)\right\}$. When $r=3$, the minimum $f$ was determined by Conlon, Fox and Sudakov [47] for $m$ being a power of 3 and for growing $m$, as well as some other values.

For the second case when $|Q|=2$, we have $h_{3}(n,\{(4,0),(4,2)\})>n^{c}$ as follows immediately from (5.1) and (5.6). However, the value of $c$ obtained from [80] is very small (less than 0.005 ). We improve this below to $1 / 5$ and also obtain bounds for the other cases.

Theorem 5.4. There is a positive constant $c_{1}$ such that for $n>5$

$$
\begin{equation*}
h_{3}(n,\{(4,0),(4,2)\})>c_{1} n^{1 / 5}, \tag{5.7}
\end{equation*}
$$

$$
\begin{equation*}
h_{3}(n,\{(4,0),(4,3)\})>c_{1} n^{1 / 3}, \tag{5.8}
\end{equation*}
$$

$$
\begin{gather*}
c_{1}(n \log n)^{1 / 3}<h_{3}(n,\{(4,1),(4,2)\})<(1+o(1)) n^{1 / 2}, \text { and }  \tag{5.9}\\
\frac{1}{2} \log n \leq h_{3}(n,\{(4,1),(4,3)\})<4(\log n)^{2} .
\end{gather*}
$$

We note the upper bound

$$
h_{3}(n,\{(4,0),(4,2)\}) \leq h_{3}(n,\{(4,0),(4,1),(4,2)\})<c \sqrt{n \log n}
$$

that we will see below. Apart from this we were not able to obtain non-trivial upper bounds in (5.7) or (5.8). Improving the bounds in (5.7), (5.8) and (5.9) seems to be an interesting open problem; see Section 5.4.

Finally, we consider the case when $|Q|=3$. If $Q=\{(4,0),(4,1),(4,2)\}$, then a $\bar{Q}$-free 3-graph is a partial Steiner triple system (STS), and it is well known [28,57,112] that the minimum independence number of an $n$-vertex partial STS has order of magnitude $\sqrt{n \log n}$. Thus, $h_{3}(n, Q)$ has order of magnitude $\sqrt{n \log n}$. If $Q=\{(4,1),(4,2),(4,3)\}$, and $n \geq 4$, then it is a simple exercise to show that any $Q$-free 4 -graph on at least four vertices is a clique or co-clique and therefore $h_{3}(n, Q)=n$ for $n \geq 4$. The two remaining cases are covered below.

Theorem 5.5. Let $n \geq 4$. Then $h_{3}(n,\{(4,0),(4,2),(4,3)\})=n-1$ and

$$
h_{3}(n,\{(4,0),(4,1),(4,3)\})= \begin{cases}\frac{n}{2} & \text { if } n \equiv 0(\bmod 6) \\ \left\lceil\frac{n+1}{2}\right\rceil & \text { if } n \not \equiv 0(\bmod 6)\end{cases}
$$

The main results of this chapter are joint work with Axenovich and Mubayi [11].
This chapter is structured as follows. In Section 5.2 we prove Proposition 5.2 and in Section 5.3 we prove our results for triple systems. Section 5.4 provides final remarks and open questions.

### 5.2 Graphs

In this section we prove Proposition 5.2. For a graph $G$, let $\omega(G)$ and $\alpha(G)$ denote the size of a largest clique and co-clique, respectively.

Proof of Proposition 5.2. We shall use induction on $m$ with basis $m=2$. In this case $f \in\{0,1\}$. Note that $h(n, 2,0)=h(n, 2,1)=n=n^{1}=n^{1 /(m-1)}$, since forbidden graphs are either a non-edge or an edge. Consider an $(m, f)$-free graph $G$ on $n$ vertices, $m \geq 3$, and assume that the statement of the proposition holds for smaller values of $m$. We can also assume that $G$ is not a complete graph, an empty graph, a cycle, or the complement of a cycle, since we are done in these cases. Consider $\Delta$ and $\bar{\Delta}$, the maximum degree of $G$ and of the complement $\bar{G}$ of $G$, respectively. Using Brooks' theorem [29], the chromatic number of $G$ and of $\bar{G}$ is at most $\Delta$ and $\bar{\Delta}$, respectively. Thus, $\alpha(G) \geq n / \Delta$ and $\omega(G) \geq n / \bar{\Delta}$. Therefore, we can assume that $\Delta \geq n^{(m-2) /(m-1)}$ and $\bar{\Delta} \geq n^{(m-2) /(m-1)}$, otherwise we are done. Thus, there is a vertex with at least
$n^{(m-2) /(m-1)}$ edges incident to it and there is a vertex with at least $n^{(m-2) /(m-1)}$ nonedges incident to it.

Assume first that $f \leq m-1$. Consider a vertex $v$ with at least $n^{(m-2) /(m-1)}$ non-edges incident to it, i.e. with a set $X$ of vertices each non-adjacent to $v,|X| \geq n^{(m-2) /(m-1)}$. Since $G$ is $(m, f)$-free, $G[X]$ is $(m-1, f)$-free. Thus, by induction $h(G) \geq h(G[X]) \geq$ $|X|^{1 /(m-2)} \geq n^{1 /(m-1)}$.

Now assume that $f \geq m$. Consider a vertex $v$ with at least $n^{(m-2) /(m-1)}$ edges incident to it, i.e. with a set $X$ of vertices each adjacent to $v,|X| \geq n^{(m-2) /(m-1)}$. Since $G$ is $(m, f)$-free, $G[X]$ is $(m-1, f-(m-1)$ )-free. Thus, by induction $h(G) \geq h(G[X]) \geq$ $|X|^{1 /(m-2)} \geq n^{1 /(m-1)}$.

### 5.3 Triple systems

In this section we prove Proposition 5.3, Theorem 5.4 and Theorem 5.5. We will need the following notions and result for our proofs. For an $r$-graph $H$ and one of its vertices $v$, we define the link graph of $v$ to be the $(r-1)$-graph $L(v)$ whose vertex set is $V(H) \backslash\{v\}$ and edge set is $\{e \subseteq V(H) \backslash\{v\}: e \cup\{v\} \in E(H)\}$. When denoting edges in 3-graphs, we often shall omit parentheses and commas, for example instead of writing $\{x, y, z\}$ we simply shall write $x y z$. For a 2-graph $G$, let $L(G)$ be the 3-graph with vertex set $V(G) \cup\{v\}, v \notin V(G)$ and edge set $\{u v w: u w \in E(G)\}$. Finally, when we consider a 3-graph $H$, the link graph of a vertex $u \in V(H)$ restricted to a vertex set $S$, denoted $L_{S}(u)$ is a graph on vertex set $S$ and edge set $\{v w: v, w \in S, u v w \in E(H)\}$. A clique on $s$ vertices is denoted $K_{s}$.

We shall use the following theorem.
Theorem 5.6 (Fox, He [71], Thm. 1.4). For all $t, s \geq 3$, any 3 -graph on more than $(2 t)^{s t}$ vertices contains either a co-clique on $t$ vertices or $L\left(K_{s}\right)$.

### 5.3.1 Forbidden sets of size 1

## Proof of Proposition 5.3.

Case 1: $Q=\{(4,1)\}$.
To prove the lower bound on $h(n, 4,1)$, we shall consider the complementary setting and an arbitrary $n$-vertex (4,3)-free 3 -graph $H$. We shall apply Theorem 5.6 with largest possible $t=s$ such that $(2 t)^{s t}<n$. In this case $t=s \geq$ $c(\log n / \log \log n)^{1 / 2}$. If $H$ has a co-clique of size $t$, then $h(H) \geq t$ and we are done.

Otherwise $H$ contains a subgraph isomorphic to $L=L\left(K_{s}\right)$. Let $V(L)=\{v\} \cup V$, where all edges are incident to $v, v \notin V$. Note that $V$ induces a clique in $H$, otherwise $v$ and three vertices of $V$ not inducing an edge give a (4,3)-subgraph. Thus, $h(H) \geq s-1$. In each case $h(H) \geq c(\log n / \log \log n)^{1 / 2}$.

Case 2: $Q=\{(4,2)\}$.
The lower bound on $h(n, 4,2)$ follows from a result of Gishboliner and Tomon [80]. The upper bound is obtained by taking an affine plane of order $q$. More precisely, given a sufficiently large $n$, choose a prime $q$ such that $n^{1 / 2}<q \leq n^{1 / 2}+n^{0.29}$; such $q$ exists by density results about primes (see, e.g., [17]). Let $A(2, q)$ be the affine plane of order $q$. Let $H$ be the 3-graph whose vertex set is some $n$-element subset of the point set of $A(2, q)$, and whose edge set is the set of triples that are contained in some line in $A(2, q)$. Let $S$ be a set of four vertices in $H$. If two lines each contain at least three points in $S$, then they have two points in common, which is impossible, hence at most one line contains at least three points in $S$. This means that $S$ induces 0,1 or 4 edges, and consequently, $H$ is (4, 2)-free. The largest clique in $H$ is the vertex set of a line, and has size at most $q$. The largest co-clique in $H$ is a cap set in $A(2, q)$ which is well known to have size at most $q+2$. Hence $h(H) \leq q+2<n^{1 / 2}+n^{0.3}$ for sufficiently large $n$.

### 5.3.2 Forbidden sets of size 2

We will need the following special cases of results of de Caen [51] on the hypergraph Turán problem and of Kostochka, Mubayi, and Verstraëte [97] on independent sets in sparse hypergraphs.

Theorem 5.7 (de Caen [51]). Suppose that $n>k \geq 3$ and $H$ is an n-vertex 3-graph with more than $\left(1-\binom{k-1}{2}^{-1}\right)\left(n^{3} / 6\right)$ edges. Then $H$ contains a clique of size $k$.

Theorem 5.8 (Kostochka, Mubayi, Verstraëte [97]). Suppose that $H$ is an n-vertex 3-graph in which every pair of vertices lies in at most dedges, where $0<d<n /(\log n)^{27}$. Then $H$ has an independent set of size at least $c \sqrt{(n / d) \log (n / d)}$ where $c$ is an absolute constant.

## Proof of Theorem 5.4.

Case 1: $Q=\{(4,0),(4,2)\}$.
Using complementation, we consider a $\{(4,2),(4,4)\}$-free 3 -graph $H$ on $n$ vertices. Assume $n$ is sufficiently large. We shall show that $h(H) \geq C n^{1 / 5}$, for some constant $C>0$. For a vertex $v$ in $H$, let $K$ be a clique in the link graph $L(v)$ of $v$. Then $K$ is a co-clique in $H$, for an edge within $K$ in $H$ together with $v$
yields a 4-clique in $H$. We will use this observation repeatedly. Suppose that the complement of $H$ has $(1-\gamma)\left(n^{3} / 6\right)$ edges for some $0<\gamma<1$ and $k \geq 3$ is defined via

$$
\frac{1}{\binom{k}{2}} \leq \gamma<\frac{1}{\binom{k-1}{2}}
$$

Then by Theorem 5.7, $H$ has a co-clique of size at least $k$. If $k>n^{1 / 5}$, then we are done so assume from now that $k<n^{1 / 5}$. As $H$ has at least $\gamma n^{3} / 6-n^{2} / 2$ edges, by averaging, $H$ has two vertices $v, w$ whose common neighbourhood $S$ has size at least $\gamma n-4$. If $L_{S}(v)$ has an induced $C_{4}$, then it induces a 4 -clique in $H$, for otherwise we obtain a $(4,2)$-subgraph in $H$. Hence $L_{S}(v)$ has no induced $C_{4}$ and by known results (see, e.g. [85]) it has a homogeneous set $T$ of size at least $c|S|^{1 / 3}$. If $T$ is a clique in $L_{S}(v)$, then by our observation, $T$ is a co-clique in $H$. If $T$ is a co-clique in $L_{S}(v)$, then $T$ is a clique in $L_{S}(w)$ for otherwise we obtain a (4,2)-subgraph in $H$ with $v, w$ and two vertices in $T$. Again the observation implies that $T$ is a co-clique in $H$. Hence in both cases $T$ is a co-clique in $H$ and $h(H) \geq|T| \geq c|S|^{1 / 3} \geq(c / 2)(\gamma n)^{1 / 3}$. Since $k<n^{1 / 5}$, we have $\gamma>n^{-2 / 5}$ and $h(H)>(c / 2) n^{1 / 5}$ completing the proof.

Case 2: $Q=\{(4,0),(4,3)\}$.
We shall again consider the complementary case. Suppose that $H$ is a 3-graph on $n$ vertices that is $\{(4,1),(4,4)\}$-free. We will prove that $h(H) \geq n^{1 / 3}$. Let $y$ be an arbitrary vertex of $H$ and consider the link graph $L(y)$ of $y$.

Assume that there is an induced $2 K_{2}$ in $L(y)$, i.e. that there is a set $X$ of four vertices inducing exactly two disjoint edges in $L(y)$. Any three vertices in $X$ form an edge in $H$, otherwise these three vertices and $y$ span exactly one edge in $H$, a contradiction. Thus, $X$ spans exactly 4 edges in $H$, a contradiction. Thus, $L(y)$ is $2 K_{2}$-free. In the graph case it is known, that $2 K_{2}$ has the Erdős-Hajnal property, and in particular that any $n$-vertex graph with no induced $2 K_{2}$ contains a homogeneous set of size $c n^{1 / 3}$ (see e.g. [85]). Thus, $h(L(y)) \geq c n^{1 / 3}$.
Note that a 3 -vertex clique in $L(y)$ is not an edge in $H$, since otherwise there is a 4-clique in $H$. Similarly, a 3 -vertex co-clique in $L(y)$ is not an edge in $H$, since otherwise together with $y$ it induces a $(4,1)$-subgraph of $H$. Thus, any set of vertices that is a clique in $L(y)$ or an independent set in $L(y)$ is an independent set in $H$. Thus, $h(H) \geq h(L(y)) \geq c n^{1 / 3}$ completing the proof.

Case 3: $Q=\{(4,1),(4,2)\}$.
We now prove $c_{1}(n \log n)^{1 / 3} \leq h(n,\{(4,1),(4,2)\})=h(n,\{(4,3),(4,2)\}) \leq n^{1 / 2}+$ $c n^{0.3}$. The upper bound follows immediately from the construction used in the upper bound in (5.6) so we turn to the lower bound. Using (5.2), consider an
$n$-vertex 3 -graph $H$ that is $\{(4,2),(4,3)\}$-free where $n$ is sufficiently large. Let $u, v$ be a pair of vertices in $H$ whose common neighbourhood $S$ has maximum size $d>0$. Given vertices $x, y \in S$, the edges $x y u$ and $x y v$ are both in $H$ else $\{u, v, x, y\}$ induces a $(4,2)$ or $(4,3)$-graph. Next, any three vertices $x, y, z \in S$, must form an edge of $H$ otherwise $\{u, x, y, z\}$ induces a (4,3)-graph. Therefore $S$ induces a clique in $H$ of size $d$. If $d>n^{0.4}$, say, then we are done as $h(H) \geq d$. Recalling that $n$ is large enough, we may assume that $d \leq n^{0.4}<n /(\log n)^{27}$. Now Theorem 5.8 yields a co-clique in $H$ of size at least $c \sqrt{(n / d) \log n}$ for some positive constant $c$. Consequently, there is a constant $c^{\prime}$ such that

$$
h(H) \geq \max \{d, c \sqrt{(n / d) \log n}\}>c^{\prime}(n \log n)^{1 / 3} .
$$

Replacing $c^{\prime}$ by a possibly smaller constant $c_{1}$ yields the result for all $n>4$.

Note that the set of maximal cliques in any $\{(4,2),(4,3)\}$-free 3-graph $H$ forms a linear (maybe non-uniform) hypergraph $\mathcal{H}$. Thus, determining $h(H)$ amounts to finding $\max \{t,|X|\}$, where $t$ is the size of a largest hyperedge and $X$ is a largest set of vertices in $\mathcal{H}$ with no three in the same hyperedge.

Case 4: $Q=\{(4,1),(4,3)\}$.
Finally, we prove $\frac{1}{2} \log n \leq h(n,\{(4,1),(4,3)\}) \leq 4(\log n)^{2}$. For the lower bound let $H$ be an $n$-vertex $Q$-free 3-graph. Pick a vertex $v$ in $H$ and consider its link graph $L(v)$. Since $R_{2}(t, t)<4^{t-1}$ (see Erdős and Szekeres [65]), we see that $L(v)$ has a clique or co-clique $K$ of size at least $\frac{1}{2} \log n$. In the first case, $K$ is a clique in $H$, else we find a $(4,3)$-subgraph in $H$, and in the second case, $K$ is a co-clique in $H$, else we find a $(4,1)$-subgraph in $H$.

We now turn to the upper bound. Let $\chi$ be a red/blue colouring of an $n$-vertex complete graph on vertex set $V$ in which every monochromatic clique has size at most $2 \log n$. Such a colouring exists by the classical result of Erdős [53]. Let $H$ be the 3-graph on vertex set $V$ whose edge set consists of all triples of vertices that induce a triangle with one or three red edges under $\chi$.

Consider four vertices $x, y, z$, and $w$ of $H$ and assume that $x y z$ is an edge in $H$. Then the triangle $x y z$ has one or three red edges under $\chi$. Assume that $x y$ is red. We need to treat two cases when $x z$ and $y z$ are blue and when $x z$ and $y z$ are red. In each of these cases, consider the fourth vertex $w$ and possible colours on the edges from $w$ to $x, y$ and $z$. In each of these cases $\{x, y, z, w\}$ induces exactly two or exactly four edges. Thus, any four vertices of $H$ induce none, two, or four edges. So, $H$ is $Q$-free. Consider a homogeneous set $S$ in $H$. If it is a clique, all triangles with vertices in $S$ have exactly one or three red edges under $\chi$. Thus, the
graph induced by $S$ is a pairwise vertex-disjoint union of red cliques. Either one of these red cliques has size at least $\sqrt{|S|}$ or, by taking a single vertex from each of these red cliques we see that there is a blue clique of size at least $\sqrt{|S|}$ under $\chi$. Since each monochromatic clique in the colouring $\chi$ has size at most $2 \log n$, we have that $|S| \leq 4(\log n)^{2}$. Similarly, if $S$ is an independent set in $H$, all triangles with vertices in $S$ have exactly one or three blue edges under $\chi$ and again we get that $|S| \leq 4(\log n)^{2}$.

### 5.3.3 FORBIDDEN SETS OF SIZE 3

We will need the following structural characterization of $Q$-free 3-graphs for $Q=$ $\{(4,1),(4,3),(4,4)\}$.

Theorem 5.9 (Frankl, Füredi [74]). Let $H$ be an $\{(4,1),(4,3),(4,4)\})$-free 3 -graph. Then $H$ is isomorphic to one of the following 3-graphs:

1. A blow-up of the 6 vertex 3 -graph $H^{\prime}$ with vertex set $V\left(H^{\prime}\right)=[6]$ and edge set $E\left(H^{\prime}\right)=$ $\{123,124,345,346,561,562,135,146,236,245\}$. Here for the blow-up we replace every vertex of $H^{\prime}$ by an independent set, and whenever we have 3 vertices from three distinct of those sets, they induce an edge if and only if the corresponding vertices in $H^{\prime}$ do.
2. The 3-graph whose vertices are the points of a regular $n$-gon where 3 vertices span an edge if and only if the corresponding points span a triangle whose interior contains the centre of the $n$-gon.

## Proof of Theorem 5.5.

Case 1: $Q=\{(4,1),(4,3),(4,4)\}$.
We are to prove that

$$
h(n,\{(4,0),(4,1),(4,3)\})=h(n, Q)= \begin{cases}\frac{n}{2} & \text { if } n \equiv 0(\bmod 6) \\ \left\lceil\frac{n+1}{2}\right\rceil & \text { if } n \not \equiv 0(\bmod 6)\end{cases}
$$

First, let us prove that the second 3-graph $H$ in Theorem 5.9 has independence number exactly $\lceil(n+1) / 2)\rceil$. Assume the vertex set is $[n]$ and the vertices are labelled by consecutive integers in clockwise orientation. The lower bound is by taking $\lceil(n+1) / 2)\rceil$ consecutive vertices on the $n$-gon and noting that no three of them contain the centre in their interior. For the upper bound, let us see how many vertices can lie in an independent set containing 1 . When $n$ is odd, the triangle formed by $\{1, i,(n-1) / 2+i\}$ contains the centre and hence is an
edge. Therefore we may pair the elements of $[n] \backslash\{1\}$ as $(2,(n+3) / 2),(3,(n+$ 5) $/ 2), \ldots,((n+1) / 2, n)$ and note that each pair can have at most one vertex in an independent set containing 1 . Hence the maximum size of an independent set containing 1 is at most $(n+1) / 2$ and by vertex transitivity of $H$, the independence number of $H$ is at most $(n+1) / 2$. For $n$ even we consider the $n / 2-1$ pairs $(2, n / 2+1),(3, n / 2+2), \ldots,(n / 2, n-1)$ and add the vertex $n$ to get an upper bound $n / 2+1=\lceil(n+1) / 2)\rceil$.

Next we observe that the 6 -vertex 3-graph $H^{\prime}$ in Theorem 5.9 has independence number exactly 3 (we omit the short case analysis needed for the proof). Hence if we blow-up each vertex of $H^{\prime}$ into sets of the same size, then we obtain $n$-vertex 3 -graphs with independence number exactly $n / 2$ whenever $n \equiv 0(\bmod 6)$. This concludes the proof of the upper bound.

For the lower bound, let $H$ be $Q$-free. Then by Theorem 5.9, $H$ is isomorphic to one of the two graphs described in Theorem 5.9. If $H$ is isomorphic to the second graph, then we have already shown that its independence number is at least $(n+1) / 2$, so assume that $H$ is isomorphic to the blow-up of the 6 -vertex 10-edge 3 -graph $H^{\prime}$. There are 10 non-edges in $H^{\prime}$. Let $V_{1}, \ldots, V_{6}$ be the blown-up vertex sets. Since every vertex $i \in[6]$ in $H^{\prime}$ is contained in exactly 5 non-edges, we obtain

$$
5 n=5 \sum_{i \in[6]}\left|V_{i}\right|=\sum_{j_{1} j_{2} j_{3} \notin E(H)}\left|V_{j_{1}}\right|+\left|V_{j_{2}}\right|+\left|V_{j_{3}}\right| .
$$

By the pigeonhole principle, there is a non-edge $i_{1} i_{2} i_{3}$, such that $\left|V_{i_{1}}\right|+\left|V_{i_{2}}\right|+$ $\left|V_{i_{3}}\right| \geq n / 2$. Our bound follows by observing that for any non-edge $i_{1} i_{2} i_{3}$ in the original 3-graph $H^{\prime}$ the set $V_{i_{1}} \cup V_{i_{2}} \cup V_{i_{3}}$ is an independent set. This gives an independent set of size at least $n / 2$, and if $n \not \equiv 0(\bmod 6)$, then equality cannot hold throughout (a short case analysis, which we omit, is needed to prove this) and we obtain an independent set of size strictly greater than $n / 2$ as required.

Case 2: $Q=\{(4,0),(4,2),(4,3)\}$.
We now prove $h(n,\{(4,0),(4,2),(4,3)\})=n-1$, for $n \geq 4$. Let $H$ be a 3 -graph that is a clique on $n-1$ vertices and a single isolated vertex, then $H$ is $Q$-free, giving us the upper bound.

For the lower bound, let $H$ be a $Q$-free 3 -graph on $n$ vertices, $n \geq 4$. Assume that $H$ is not a clique and not a co-clique. We shall show that $H$ is a clique and a single isolated vertex. Consider a maximal clique $S$ in $H$. Since $|S|<n$, there is a vertex $v \in V(H) \backslash S$. From the maximality of $S, L_{S}(v)$ is not a clique. If $L_{S}(v)$ contains an edge, then we have that for some vertices $x, y, y^{\prime}, x y \in E\left(L_{S}(v)\right)$ and $x y^{\prime} \notin$ $E\left(L_{S}(v)\right)$. But then $\left\{v, x, y, y^{\prime}\right\}$ induces a $(4,2)$ or a $(4,3)$-graph, a contradiction.

Thus, $L_{S}(v)$ is an empty graph, i.e. there is no edge in $H$ containing $v$ and two vertices of $S$. Now assume there exists a second vertex $v^{\prime} \in V(H) \backslash(S \cup\{v\})$. Then by the same argument as above, $v^{\prime}$ is also not contained in any edge with two vertices from $S$. Consider triples $v v^{\prime} x, x \in S$. Since $|S| \geq 3$, by the pigeonhole principle there are two vertices $x, x^{\prime} \in S$ such that either $v v^{\prime} x, v v^{\prime} x^{\prime} \in E(H)$ or $v v^{\prime} x, v v^{\prime} x^{\prime} \notin E(H)$. Then $\left\{v, v^{\prime}, x, x^{\prime}\right\}$ induces 2 or 0 edges respectively, a contradiction. Thus, $|S|=n-1$ and $v$ is an isolated vertex.

### 5.4 Concluding remarks

For $r=3$ we have determined for each family $Q$ of order-size pairs with order 4 whether it has the EH-property. However, there remain some gaps between the upper and lower bounds on $h_{3}(n, Q)$ for some families $Q$ with $|Q| \in\{1,2\}$ :

Open Problem 5.10. Improve the exponent $1 / 2$ in the lower bound on $h_{3}(n, 4,1)$.
Open Problem 5.11. Prove or disprove that

- $h_{3}(n,\{(4,0),(4,2)\})=n^{1 / 2+o(1)}$,
- $h_{3}(n,\{(4,0),(4,3)\})=n^{1+o(1)}$,
- $h_{3}(n,\{(4,1),(4,2)\})=n^{1 / 2+o(1)}$.

Fix integers $m>r$. Say that a set $Q$ of order size pairs $\left\{\left(m, f_{1}\right), \ldots,\left(m, f_{t}\right)\right\}$ is Erdős-Hajnal (EH) if there exists $\epsilon=\epsilon_{Q}$ such that $h_{r}(n, Q)>n^{\epsilon}$. As $|Q|$ grows, the collection of $Q$-free $r$-graphs is more restrictive, and hence $h_{r}(n, Q)$ grows (assuming that large $Q$-free $r$-graphs are not forbidden to exist by Ramsey's theorem). The case when $h_{r}(n, Q)=\Omega(n)$ was treated by Axenovich and Balogh [9] when $r=2$. A natural question then is to ask what is the smallest $t$ such that every $Q$ of size $t$ is EH. Call this minimum value $E H_{r}(m)$. Our results for $r=3$ show that for $m=4$, all $Q$ of size 3 are EH, but there are $Q$ of size 2 which are not EH. Consequently, $E H_{3}(4)=3$.

In order to further study $E H_{r}(m)$, we need another definition. Given integers $m \geq r \geq 3$, let $g_{r}(m)$ be the number of edges in an $r$-graph on $m$ vertices obtained by first taking a partition of the $m$ vertices into almost equal parts, then taking all edges that intersect each part, and then recursing this construction within each part. For example, $g_{3}(7)=13$ since we start with a complete 3-partite 3-graph with part sizes $2,2,3$ and then add one edge within the part of size 3 . It is known (see, e.g. [109]) that
as $r$ grows we have

$$
g_{r}(m)=(1+o(1)) \frac{r!}{r^{r}-r}\binom{m}{r} .
$$

Note that $\frac{r!}{r^{r}-r}$ approaches 0 as $r$ grows. Mubayi and Razborov [109] proved that for all fixed $m>r>3$, there are $n$-vertex $r$-graphs which are $Q$-free, $Q=\left\{(m, i): g_{r}(m)<\right.$ $\left.i \leq\binom{ m}{r}\right\}$, with $h(G)=O(\log n)$. In other words, there exists $Q$ of size $\binom{m}{r}-g_{r}(m)$ which is not EH. This proves that $E H_{r}(m) \geq\binom{ m}{r}-g_{r}(m)+1$.

Erdős and Hajnal [58] proved that for all $m>r \geq 3$, the set $Q=\left\{(m, i): g_{r}(m) \leq\right.$ $\left.i \leq\binom{ m}{r}\right\}$ is EH. In other words, they proved that every $n$-vertex $r$-graph in which every set of $m$ vertices spans less then $g_{r}(m)$ edges has an independent set of size at least $n^{\epsilon}$, where $\epsilon$ depends only on $r$ and $m$. This is a particular set $Q$ of size $\binom{m}{r}-g_{r}(m)+1$ that is EH and we speculate that every other set $Q$ of this size is also EH.

Open Problem 5.12. Prove or disprove that for all $m>r>2$,

$$
E H_{r}(m)=\binom{m}{r}-g_{r}(m)+1
$$

We end by noting that $E H_{3}(4)=3=\binom{4}{3}-g_{3}(4)+1$.

## Part II

## Order-size pairs: absolute avoidability and forcing densities

## Introduction and basic notions

One of the central topics of graph theory deals with properties of classes of graphs that contain no subgraph isomorphic to some given fixed graph, see for example Bollobás [26]. Similarly, graphs with forbidden induced subgraphs have been investigated from several different angles - enumerative, structural, algorithmic, and more. One famous example are Erdős-Hajnal-type problems, like the ones discussed in Part I of this thesis.

Erdős, Füredi, Rothschild and Sós [56] initiated a study of a seemingly simpler class of graphs that do not forbid a specific induced subgraph, but rather forbid any induced subgraph on a given number $m$ of vertices and number $f$ of edges. Following their notation we say a graph $G$ arrows a pair of non-negative integers, an order-size pair $(m, f)$, and write $G \rightarrow(m, f)$ if $G$ has an induced subgraph on $m$ vertices and $f$ edges. We say that a pair $(n, e)$ of non-negative integers arrows the pair $(m, f)$, and write $(n, e) \rightarrow(m, f)$, if for any graph $G$ on $n$ vertices and $e$ edges, $G \rightarrow(m, f)$.

As an example, if $t(n, m-1)$ denotes the number of edges in the complete balanced ( $m-1$ )-partite graph on $n$ vertices, $T_{2}(n, m-1)$, then by Turán's Theorem [122] we know that any graph on $n$ vertices with more than $t(n, m-1)$ edges contains a copy of $K_{m}$. On the other hand, for any $e \leq t(n, m-1)$ there exists a subgraph of $T_{2}(n, m-1)$ with $e$ edges, which does not contain a copy of $K_{m}$. Equivalently stated, we have $(n, e) \rightarrow\left(m,\binom{m}{2}\right)$ if and only if $e>t(n, m-1)$.

For a fixed pair $(m, f)$ let $S_{n}(m, f)=\{e:(n, e) \rightarrow(m, f)\}$ and define the forcing density

$$
\sigma(m, f)=\limsup _{n \rightarrow \infty}\left|S_{n}(m, f)\right| /\binom{n}{2}
$$

In [56] the authors considered $\sigma(m, f)$ for different choices of $(m, f)$. One of their main results is

Theorem 0.4 (Erdős, Füredi, Rothschild, Sós [56]).
If $(m, f) \notin\{(2,0),(2,1),(4,3),(5,4),(5,6)\}$, then $\sigma(m, f) \leq \frac{2}{3}$; otherwise $\sigma(m, f)=1$.

On the other hand, they showed that there are infinitely many pairs of positive forcing density, in particular there are infinitely many pairs $(m, f)$ with $\sigma(m, f) \geq \frac{1}{8}$. $\mathrm{He}, \mathrm{Ma}$ and Zhao [88] improved this result, by showing that there are infinitely many pairs ( $m, f$ ) with $\sigma(m, f) \geq \frac{1}{2}$. They also improved the upper bound $2 / 3$ to $1 / 2$ and showed that there are infinitely many pairs for which the equality $\sigma(m, f)=\frac{1}{2}$ holds.

Erdős, Füredi, Rothschild and Sós [56] also gave a construction demonstrating that "most of the" forcing densities $\sigma(m, f)$ are 0 , by showing that for large $n$ almost all pairs $(n, e)$ can be realised as the vertex-disjoint union of a clique and a high-girth graph, and that for fixed $m$ most pairs $(m, f)$ cannot be realised as the vertex-disjoint union of a clique and a forest. For some other results concerning sizes of induced subgraphs, see for example Alon and Kostochka [4], Alon, Balogh, Kostochka and Samotij [3], Alon, Krivelevich and Sudakov [5], Axenovich and Balogh [9], Bukh and Sudakov [32], Kwan and Sudakov [100,101], Baksys and Chen [18] for a similar result for bipartite graphs, and Narayanan, Sahasrabudhe and Tomon [111]. A similar question on avoidable order-size pairs was considered by Caro, Lauri and Zarb [38] for the class of line graphs.

In Chapter 6 we investigate the existence of pairs $(m, f)$ for which we not only have $\sigma(m, f)=0$, but the stronger property $S_{n}(m, f)=\emptyset$ for all sufficiently large $n$; we call such pairs absolutely avoidable. We show that there exist infinitely many absolutely avoidable pairs. Moreover, we give an infinite set of unavoidable pairs of the form $\left(m,\binom{m}{2} / 2\right)$. We also show that for any $m$ sufficiently large, there exists some $f$ for which the pair $(m, f)$ is absolutely avoidable.

In Chapter 7 we will consider a variant of the problem in the bipartite setting. We only consider a balanced version here, i.e. a bipartite order-size pair $(m, f)$ is the class of all bipartite graphs with $m$ vertices in each part and $f$ edges. We use analogous definitions of avoidability and the bipartite forcing density $\sigma_{b i p}(m, f)$. It would be interesting to show whether there are also absolutely avoidable pairs in the bipartite setting. Unfortunately we cannot use our method from Chapter 6 to find such pairs. However, we can show that there exist infinitely many bipartite pairs $(m, f)$ for which $\sigma_{\text {bip }}(m, f)=0$ holds. On the other hand, there also exist infinitely many pairs $(m, f)$ with $\sigma_{b i p}(m, f)=1$.

Finally we focus our attention on forbidden order-size pairs in hypergraphs. We extend our definitions to $r$-uniform hypergraphs as follows:

We say an $r$-graph, $G$ arrows a pair of non-negative integers $(m, f)$ and write $G \rightarrow_{r}$ $(m, f)$ if $G$ has an induced sub-hypergraph on $m$ vertices and $f$ hyperedges. We say that a pair ( $n, e$ ) of non-negative integers arrow (or simply induces) the pair $(m, f)$, and write

$$
(n, e) \rightarrow_{r}(m, f)
$$

if for any $r$-graph $G$ on $n$ vertices and $e$ edges, $G \rightarrow_{r}(m, f)$. We say a pair $(n, e)$ is realised by an $r$-graph $G$ if $G$ has $n$ vertices and $e$ edges. If $r$ is clear from the context, we might omit the index and simply write $(n, e) \rightarrow(m, f)$. A pair $(m, f)$ is absolutely $r$-avoidable (or just absolutely avoidable, if the uniformity is clear from the context) if for all $n$ sufficiently large, we have $\left\{e:(n, e) \rightarrow_{r}(m, f)\right\}=\emptyset$. The forcing density of a pair $(m, f)$ is

$$
\sigma_{r}(m, f)=\limsup _{n \rightarrow \infty} \frac{\left|\left\{e:(n, e) \rightarrow_{r}(m, f)\right\}\right|}{\binom{n}{r}} .
$$

In Chapter 8 we show that for any $r \geq 3$ there exists $m_{0}$ such that for every $m \geq m_{0}$ either $\left(m,\left\lfloor\binom{ m}{r} / 2\right\rfloor\right)$ or $\left(m,\left\lfloor\binom{ m}{r} / 2\right\rfloor-m-1\right)$ is absolutely avoidable. We further show, for any $r, m \in \mathbb{N}, r, m \geq 3$, all but at most $m^{\frac{r}{r-1}}$ of all possible $\binom{m}{r}$ pairs $(m, f)$ have forcing density $\sigma_{r}(m, f)=0$. We also give some general upper bounds on $\sigma_{r}(m, f)$ and show that there exists no non-trivial pair with $\sigma_{r}(m, f)=1$.

Chapter 8 raises the question whether for $r \geq 3$ there exists any non-trivial pair $(m, f)$ with $\sigma_{r}(m, f)>0$ at all and identifies some candidate pairs, the smallest being $(6,10)$ for $r=3$. In Chapter 9 we answer the question in the affirmative and prove that $\sigma_{3}(6,10)>0$ indeed. We also give more precise upper and lower bounds on $\sigma_{3}(6,10)$ and prove some conditions any other pair $(m, f)$ must satisfy to have forcing density $\sigma_{r}(m, f)>0$.

## Chapter 6 Order-size pairs in graphs: absolutely avoidable PAIRS AND FORCING DENSITIES

### 6.1 Introduction

In this chapter we investigate the existence of pairs $(m, f)$ for which we not only have $\sigma(m, f)=0$, but the stronger property $S_{n}(m, f)=\emptyset$ for large $n$.

Definition 6.1. A pair $(m, f)$ is absolutely avoidable if there is $n_{0}$ such that for each $n>n_{0}$ and for any $e \in\left\{0, \ldots,\binom{n}{2}\right\},(n, e) \nrightarrow(m, f)$.

Our results show that there are infinitely many absolutely avoidable pairs. Our first result gives an explicit construction of infinitely many absolutely avoidable pairs $\left(m,\binom{m}{2} / 2\right)$. The second one provides an existence result of infinitely many absolutely avoidable pairs $(m, f)$, where $f$ is "close" to $\binom{m}{2} / 2$. Finally, the last result shows that for every sufficiently large $m$ at least one of the pairs $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor\right)$ and $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-6 m\right)$ is absolutely avoidable.

For the first result we need to define the following set $M$ of integers. Let

$$
M=\left\{\frac{1}{2}\left(\left(\begin{array}{ll}
1 & 0
\end{array}\right) \cdot\left(\begin{array}{ll}
3 & 4 \\
2 & 3
\end{array}\right)^{s} \cdot\binom{3}{1}+5\right): s \in \mathbb{N}, s \geq 2\right\} .
$$

In particular, we have $M=\{40,221,1276 \ldots\}$.

Theorem 6.2. For any $m \in M, f=\binom{m}{2} / 2$ is an integer and the pair $(m, f)$ is absolutely avoidable.

Theorem 6.3. For any monotone integer valued function $q(m)$ such that $|q(m)|=O(m)$, there are infinitely many values of $m$, such that the pair $\left(m,\binom{m}{2} / 2-q(m)\right)$ is absolutely avoidable.

Moreover, there are infinitely many values of $m$, such that for any integer $f^{\prime} \in\left(\binom{m}{2} / 2-\right.$ $\left.0.175 m,\binom{m}{2} / 2+0.175 m\right)$ the pair $\left(m, f^{\prime}\right)$ is absolutely avoidable.

Theorem 6.4. For any $m \geq 754$ either $\left.\left(m,\left\lfloor\begin{array}{c}m \\ 2\end{array}\right) / 2\right\rfloor\right)$ or ( $m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-6 m$ ) is absolutely avoidable.

Theorems 6.2 and 6.3 are joint work with Axenovich and appear in [16], together with Theorem 6.4 for $m \equiv 0,1(\bmod 4)$ :

Proposition 6.5. For any $m \geq 740$ with $m \equiv 0,1(\bmod 4)$ either $\left(m,\binom{m}{2} / 2\right)$ or $\left(m,\binom{m}{2} / 2-\right.$ 6 m ) is absolutely avoidable.

The result is obtained for $m \equiv 2,3(\bmod 4)$ in a very similar way by carefully changing some of the constants involved. The proof does not appear in [16], but we include it here for completeness.

Proposition 6.6. For any $m \geq 754$ with $m \equiv 2,3(\bmod 4) \operatorname{either}\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor\right)$ or $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-\right.$ 6 m ) is absolutely avoidable.

The main idea of the proofs is that for certain pairs $(m, f)$, there is no graph on $m$ vertices and $f$ edges which is the vertex-disjoint union of a clique and a forest or a complement of a vertex-disjoint union of a clique and a forest. In order to do so, we need several number theoretic statements that we prove in several lemmata. After that, we use the observation Erdős, Füredi, Rothschild and Sós [56], that for any sufficiently large $n$, and any $e \leq c\binom{n}{2}$, for any $0 \leq c<1$, there is a graph on $n$ vertices and $e$ edges that is the vertex-disjoint union of a clique and a graph of girth greater than $m$. In particular, any $m$-vertex induced subgraph of such a graph is a disjoint union of a clique and a forest. Considering the complements, we deduce that $(m, f)$ is absolutely avoidable.

This chapter is structured as follows. We state and prove the lemmata in Section 6.2, prove Theorems 6.2 and 6.3, Proposition 6.5 and Proposition 6.6 in Section in Section 6.3. Section 6.4 provides final remarks and open questions.

### 6.2 LEMMATA AND NUMBER THEORETIC RESULTS

We say that a pair $(m, f)$ is realisable by a graph $H=(V, E)$ if $|V(H)|=m$ and $|E(H)|=f$. Recall that for $x \in \mathbb{R}$ the fractional part of $x$ is denoted by $\{x\}$. A realvalued sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is called uniformly distributed modulo $1($ we write u.d. $\bmod 1)$ if for any pair of real numbers $s, t$ with $0 \leq s<t \leq 1$ we have

$$
\lim _{N \rightarrow \infty} \frac{\left|\left\{n: 1 \leq n \leq N,\left\{x_{n}\right\} \in[s, t)\right\}\right|}{N}=t-s
$$

We will use the following facts:
Lemma 6.7. (a) The sequence $\left(x_{n}\right)=\alpha n$ is u.d. $\bmod 1$ for any $\alpha \in \mathbb{R} \backslash \mathbb{Q}$.
(b) If a real-valued sequence $\left(x_{n}\right)$ is u.d. mod 1 and a real-valued sequence $\left(y_{n}\right)$ has the property $\lim _{n \rightarrow \infty}\left(x_{n}-y_{n}\right)=\beta$, a real constant, then $\left(y_{n}\right)$ is also u.d. mod 1.

For proofs of these facts see for example Theorem 1.2 and Example 2.1 in [99]. The following lemma is given in [56], we include it here for completeness.

Lemma 6.8. Let $p \in \mathbb{N}$ and $c$ be a constant $0 \leq c<1$. Then for $n \in \mathbb{N}$ sufficiently large and any $e \in\left[c\binom{n}{2}\right]$, there exists a non-negative integer $k$ and a graph on $n$ vertices and e edges which is the vertex-disjoint union of a clique of size $k$ and a graph on $n-k$ vertices of girth at least $p$.

Proof. Let $p>0$ be given. We use the fact that for any $v$ large enough there exists a graph of girth $p$ on $v$ vertices with $v^{1+\frac{1}{2 p}}$ edges. For a probabilistic proof of this fact see for example Bollobás [26] and for an explicit construction see Lazebnik et al. [102]. Let $n$ be a given sufficiently large integer. Let $e \in\left[c\binom{n}{2}\right]$. Let $k$ be a non-negative integer such that $\binom{k}{2} \leq e \leq\binom{ k+1}{2}-1$. Note that since $e \leq c\binom{n}{2},\binom{k}{2} \leq c\binom{n}{2}$, thus, $k \leq \sqrt{c} n+1 \leq c^{\prime} n$, where $c^{\prime}$ is a constant, $c^{\prime}<1$. We claim that $(n, e)$ could be represented as a vertex-disjoint union of a clique on $k$ vertices and a graph of girth at least $p$. For that, consider a graph $G^{\prime}$ on $n-k$ vertices and girth at least $p$ such that $\left|E\left(G^{\prime}\right)\right| \geq(n-k)^{1+\frac{1}{2 p}}$. Consider $G^{\prime \prime}$, the vertex-disjoint union of $G^{\prime}$ and $K_{k}$. Then $\left|E\left(G^{\prime \prime}\right)\right| \geq\binom{ k}{2}+(n-k)^{1+\frac{1}{2 p}} \geq\binom{ k+1}{2} \geq e$. Here, the second inequality holds since $(n-k)^{1+\frac{1}{2 p}} \geq k$ for $k \leq c^{\prime} n$ and $n$ large enough. Finally, let $G$ be a subgraph of $G^{\prime \prime}$ on $e$ edges, obtained from $G^{\prime \prime}$ by removing some edges of $G^{\prime}$. Thus, $G$ is the vertex-disjoint union of a clique on $k$ vertices and a graph of girth at least $p$.

We shall need two number theoretic lemmata for the proof of the main result. Below the set $M$ is defined as in the introduction.

Lemma 6.9. For any $m \in M, m$ is a positive integer congruent to 0 or 1 modulo 4, and $\sqrt{2 m^{2}-10 m+9}$ is an odd integer for each $m \in M$.

Proof. Recall that $M=\left\{\frac{1}{2}\left(\left(\begin{array}{ll}1 & 0\end{array}\right) \cdot\left(\begin{array}{ll}3 & 4 \\ 2 & 3\end{array}\right)^{s} \cdot\binom{3}{1}+5\right): s \in \mathbb{N}, s \geq 2\right\}$. We see, that $M$ corresponds to the following recursion: $\left(x_{0}, y_{0}\right)=(3,1)$ and for $s \geq 0$

$$
\begin{gathered}
x_{s+1}=3 x_{s}+4 y_{s} \\
y_{s+1}=2 x_{s}+3 y_{s} .
\end{gathered}
$$

I.e., for $s \geq 0$,

$$
\binom{x_{s}}{y_{s}}=\left(\begin{array}{ll}
3 & 4 \\
2 & 3
\end{array}\right)^{s} \cdot\binom{3}{1} .
$$

Indeed, $M=\left\{\left(x_{s}+5\right) / 2: s \geq 2\right\}$.

From the recursion we see that $x_{2 s} \equiv 3(\bmod 8), x_{2 s+1} \equiv 5(\bmod 8), y_{4 s}=y_{4 s+1} \equiv 1$ $(\bmod 8)$, and $y_{4 s+2}=y_{4 s+3} \equiv 5(\bmod 8)$ for $s \in \mathbb{N}_{0}$. In particular $y_{s}$ is an odd integer. Let $m_{s}=\left(x_{s}+5\right) / 2$, i.e. $M=\left\{m_{s}: s \geq 2\right\}$. When $s$ is even, $m_{s} \equiv 0(\bmod 4)$, and if $s$ is odd, $m_{s} \equiv 1(\bmod 4)$. This proves the first statement of the lemma.

Next, we observe that $(x, y)=\left(x_{s}, y_{s}\right)$ gives an integer solution to the generalized Pell's equation

$$
\begin{equation*}
x^{2}-2 y^{2}=7 . \tag{*}
\end{equation*}
$$

Indeed, $(x, y)=\left(x_{0}, y_{0}\right)=(3,1)$ satisfies $(*)$. Assume that $(x, y)=\left(x_{s}, y_{s}\right)$ satisfies $(*)$. Let $(x, y)=\left(x_{s+1}, y_{s+1}\right)$ and insert it into the left hand side of $(*)$. Then we have

$$
x_{s+1}^{2}-2 y_{s+1}^{2}=9 x_{s}^{2}+24 x_{s} y_{s}+16 y_{s}^{2}-8 x_{s}^{2}-24 x_{s} y_{s}-18 y_{s}^{2}=x_{s}^{2}-2 y_{s}^{2}=7 .
$$

Thus, $(x, y)=\left(x_{s+1}, y_{s+1}\right)$ also satisfies $(*)$.
Since $\left(x_{s}, y_{s}\right)$ satisfies $(*)$, we have that $y_{s}=\sqrt{\frac{1}{2}\left(x_{s}^{2}-7\right)}$. Then

$$
y_{s}=\sqrt{\frac{1}{2}\left(\left(2 m_{s}-5\right)^{2}-7\right)}=\sqrt{\frac{1}{2}\left(4 m_{s}^{2}-20 m_{s}+18\right)}=\sqrt{2 m_{s}^{2}-10 m_{s}+9} .
$$

Since $y_{s}$ is an odd integer, the second statement of the lemma follows.

For the next lemmata and theorems we will need the following definitions. Let $m, q \in \mathbb{Z}, m \geq 5+2 \sqrt{|q|}$. Let

$$
\begin{array}{ll}
y_{q}(m)=\frac{\sqrt{2 m^{2}-10 m-8 q+9}}{2}, & z_{q}(m)=\frac{\sqrt{2 m^{2}-2 m-8 q+1}}{2}, \\
t_{q}(m)=z_{q}(m)-y_{q}(m), & d_{q}(m)=\frac{3}{2}-t_{q}(m), \\
L_{q}(m)=\left\lfloor\frac{5}{2}+y_{q}(m)\right\rfloor, & R_{q}(m)=\left\lfloor\frac{1}{2}+z_{q}(m)\right\rfloor .
\end{array}
$$

Note that since $m \geq 5+2 \sqrt{|q|}$, we always have $y_{q}(m), z_{q}(m) \in \mathbb{R}$.
Lemma 6.10. Let $q=q(m), m \in \mathbb{Z}, m \equiv 0,1(\bmod 4), m \geq 5+2 \sqrt{|q|}$, and $|q(m)|=O(m)$.
(a) We have $t_{q}(m)=\frac{2 \sqrt{2}\left(1-\frac{1}{m}\right)}{\sqrt{1-\frac{1}{m}+\frac{1-8 q}{2 m^{2}}}+\sqrt{1-\frac{5}{m}+\frac{9-8 q}{2 m^{2}}}}$. In particular, $\lim _{m \rightarrow \infty} d_{q}(m)=\frac{3}{2}-\sqrt{2}$.
(b) We have $L_{q}(m)>R_{q}(m)$ if and only if $\left\{y_{q}(m)\right\} \in\left[0, d_{q}(m)\right) \cup\left[\frac{1}{2}, 1\right)$. In particular, $L_{0}(m)>R_{0}(m)$ if $m \in M$.

Proof. We start by proving (a). By definition of $t_{q}(m)$ we have

$$
\begin{array}{rlr}
t_{q}(m) & = & z_{q}(m)-y_{q}(m) \\
& = & \frac{1}{2} \sqrt{2 m^{2}-2 m-8 q+1}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+9} \\
& = & \frac{1}{2} \frac{2 m^{2}-2 m-8 q+1-2 m^{2}+10 m+8 q-9}{\sqrt{2 m^{2}-2 m-8 q+1}+\sqrt{2 m^{2}-10 m-8 q+9}} \\
& = & \frac{2 \sqrt{2}\left(1-\frac{1}{m}\right)}{\sqrt{1-\frac{1}{m}+\frac{1-8 q}{2 m^{2}}}+\sqrt{1-\frac{5}{m}+\frac{9-8 q}{2 m^{2}}}}
\end{array}
$$

This also shows that for $|q|=|q(m)| \in O(m), \lim _{m \rightarrow \infty} d_{q}(m)=\frac{3}{2}-\lim _{m \rightarrow \infty} t_{q}(m)=\frac{3}{2}-\sqrt{2}$, which concludes the proof of (a).

Now we can prove part (b). From part (a) we have in particular that $t_{q}(m)=$ $\sqrt{2}+\epsilon_{q}(m)$, where for $m$ sufficiently large $\left|\epsilon_{q}(m)\right|<0.05$, and thus, $t_{q}(m) \in\left(1, \frac{3}{2}\right)$. Thus, $d_{q}(m)=\frac{3}{2}-t_{q}(m) \in\left(0, \frac{1}{2}\right)$ for sufficiently large $m$. We compare $L_{q}(m)$ and $R_{q}(m)$ using the expression $x=\lfloor x\rfloor+\{x\}$ :

$$
\begin{aligned}
L_{q}(m) & =\left\lfloor\frac{5}{2}+y_{q}(m)\right\rfloor \\
& =2+\left\lfloor y_{q}(m)\right\rfloor+\left\lfloor\frac{1}{2}+\left\{y_{q}(m)\right\}\right\rfloor \\
& =2+\left\lfloor y_{q}(m)\right\rfloor+ \begin{cases}0, & \left\{y_{q}(m)\right\} \in\left[0, \frac{1}{2}\right) \\
1, & \left\{y_{q}(m)\right\} \in\left[\frac{1}{2}, 1\right)\end{cases}
\end{aligned}
$$

$$
\begin{aligned}
R_{q}(m) & =\left\lfloor\frac{1}{2}+z_{q}(m)\right\rfloor \\
& =\left\lfloor\frac{1}{2}+y_{q}(m)+t_{q}(m)\right\rfloor \\
& =\left\lfloor y_{q}(m)\right\rfloor+\left\lfloor\frac{1}{2}+t_{q}(m)+\left\{y_{q}(m)\right\}\right\rfloor \\
& =\left\lfloor y_{q}(m)\right\rfloor+\left\{\begin{array}{ll}
1, & t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[1, \frac{3}{2}\right) \\
2, & t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right)
\end{array} .\right.
\end{aligned}
$$

Thus,

$$
L_{q}(m)-R_{q}(m)=2+\left\{\begin{array}{ll}
0-1, & \left\{y_{q}(m)\right\} \in\left[0, \frac{1}{2}\right) \text { and } t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[1, \frac{3}{2}\right) \\
0-2, & \left\{y_{q}(m)\right\} \in\left[0, \frac{1}{2}\right) \text { and } t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right) \\
1-1, & \left\{y_{q}(m)\right\} \in\left[\frac{1}{2}, 1\right) \text { and } t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[1, \frac{3}{2}\right) \\
1-2, & \left\{y_{q}(m)\right\} \in\left[\frac{1}{2}, 1\right) \text { and } t_{q}(m)+\left\{y_{q}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right)
\end{array} .\right.
$$

So, $L_{q}(m)-R_{q}(m)>0$ in all cases except for the second one, i.e. if and only if

$$
\begin{aligned}
\left\{y_{q}(m)\right\} & \in[0,1) \backslash\left(\left[0, \frac{1}{2}\right) \cap\left[\frac{3}{2}-t_{q}(m), \frac{5}{2}-t_{q}(m)\right)\right) \\
& =\left[\frac{1}{2}, 1\right) \cup\left([0,1) \backslash\left[d_{q}(m), 1+d_{q}(m)\right)\right) \\
& =\left[\frac{1}{2}, 1\right) \cup\left[0, d_{q}(m)\right) .
\end{aligned}
$$

Now let $m \in M$ and consider $y_{0}(m)=\frac{\sqrt{2 m^{2}-10 m+9}}{2}$. Then by Lemma 6.9, $2 y_{0}(m)$ is an odd integer for all $m \in M$, i.e. $\left\{y_{0}(m)\right\}=\frac{1}{2}$. Thus, we have $L_{0}(m)>R_{0}(m)$ for all $m \in M$, which concludes the proof of (b).

Lemma 6.11. If $q=q(m) \in \mathbb{Z}, m \in \mathbb{N}, m \equiv 0,1(\bmod 4), m \geq 2 \sqrt{|q|}+5$, and $L_{q}(m)>$ $R_{q}(m)$, then the pair $\left(m,\binom{m}{2} / 2-q\right)$ cannot be realised as the vertex-disjoint union of a clique and a forest.

Proof. Let $f=\binom{m}{2} / 2-q$. Suppose that $(m, f)$ can be realised as the vertex-disjoint union of a clique $K$ on $x$ vertices and a forest $F$ on $m-x$ vertices. We shall show that $L_{q}(m) \leq R_{q}(m)$.

Claim 1: $x \geq L_{q}(m)$.

Proof. The forest $F$ has $f-\binom{x}{2}=\binom{m}{2} / 2-q-\binom{x}{2}$ edges. Since $F$ has $m-x$ vertices, it contains strictly less than $m-x$ edges. Thus, we have $\binom{m}{2} / 2-q-\binom{x}{2}<m-x$. Solving for $x$ gives

$$
x>\frac{3}{2}+\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+9} \text { or } x<\frac{3}{2}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+9} .
$$

Since $m \geq 2 \sqrt{|q|}+5$, we have $2 m^{2}-10 m-8 q+9 \geq 9$. The second inequality gives $x<\frac{3}{2}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+9}$, and thus, $x<0$, a contradiction. So only the first
inequality for $x$ holds and implies that

$$
x \geq\left\lfloor\frac{3+\sqrt{2 m^{2}-10 m-8 q+9}}{2}\right\rfloor+1=L_{q}(m)
$$

which proves Claim 1.

Claim 2: $x \leq R_{q}(m)$.

Proof. The number of edges in the clique $K$ is at most $f$ and exactly $\binom{x}{2}$. Thus, $\binom{x}{2} \leq$ $f=\binom{m}{2} / 2-q$, which implies that $2 x(x-1) \leq m(m-1)-4 q$. This in turn gives

$$
x \leq\left\lfloor\frac{1+\sqrt{2 m^{2}-2 m-8 q+1}}{2}\right\rfloor=R_{q}(m)
$$

and proves Claim 2.

Claims 1 and 2 imply that $L_{q}(m) \leq R_{q}(m)$.
Lemma 6.12. Let $q=q(m) \in \mathbb{Z}, m \in \mathbb{N}, m \equiv 0,1(\bmod 4), m \geq 2 \sqrt{|q|}+5$. If both $L_{q}(m)>R_{q}(m)$ and $L_{-q}(m)>R_{-q}(m)$, then the pair $(m, f)=\left(m,\binom{m}{2} / 2-q\right)$ is absolutely avoidable.

Proof. Let $m$ satisfy the condition of the lemma and let $f_{-}=\binom{m}{2} / 2-q$ and $f_{+}=$ $\binom{m}{2} / 2+q$. Then by Lemma 6.11, neither $\left(m, f_{+}\right)$nor $\left(m, f_{-}\right)$can be represented as the vertex-disjoint union of a clique and a forest.

By Lemma 6.8, for every sufficiently large $n$, and all $e \leq\left\lceil\binom{ n}{2} / 2\right\rceil$ we can realise ( $n, e$ ) as the vertex-disjoint union of a clique and a graph of girth greater than $m$. Thus, for each $e \in\left\{0,1, \ldots,\binom{n}{2}\right\}$ there is a graph $G$ on $n$ vertices and $e$ edges such that either $G$ or the complement $\bar{G}$ of $G$ is a vertex-disjoint union of a clique and a graph of girth greater than $m$.

If $G$ is the vertex-disjoint union of a clique and a graph of girth greater than $m$, then any $m$-vertex induced subgraph of $G$ is a vertex-disjoint union of a clique and a forest. Since ( $m, f_{-}$) cannot be represented as a clique and a forest, we have $G \nrightarrow\left(m, f_{-}\right)$. If $\bar{G}$ is the vertex-disjoint union of a clique and a graph of girth greater than $m$, then as above $\bar{G} \nrightarrow\left(m, f_{+}\right)$. Since $f_{-}=\binom{m}{2}-f_{+}$, we have that $G \nrightarrow\left(m, f_{-}\right)$. Thus, $\left(m, f_{-}\right)$is absolutely avoidable.

### 6.3 Proofs of the main theorems

Proof of Theorem 6.2. Let $m \in M$. By Lemma 6.9 we have $m \equiv 0,1(\bmod 4)$, so $f=$ $\binom{m}{2} / 2$ is an integer. By Lemma 6.10(b) we have $L_{0}(m)>R_{0}(m)$. Now we can apply Lemma 6.12 with $q=0$. Thus, the pair $(m, f)$ is absolutely avoidable.

Proof of Theorem 6.3. Let $q=q(m) \in \mathbb{Z},|q(m)| \in O(m)$, be a monotone function. Recall that $y_{q}(m)=\frac{1}{2} \sqrt{2 m^{2}-10 m+9-8 q}$. Let $a=\lim _{m \rightarrow \infty} \frac{q(m)}{m}$.

Claim 1: $\lim _{m \rightarrow \infty}\left(\frac{m}{\sqrt{2}}-y_{q}(m)\right)=\frac{5}{2 \sqrt{2}}+\sqrt{2} a$ and $\lim _{m \rightarrow \infty}\left(\frac{m}{\sqrt{2}}-y_{-q}(m)\right)=\frac{5}{2 \sqrt{2}}-\sqrt{2} a$.
Observe that

$$
\begin{aligned}
\lim _{m \rightarrow \infty}\left(\frac{m}{\sqrt{2}}-y_{q}(m)\right) & =\lim _{m \rightarrow \infty} \frac{m}{\sqrt{2}}\left(1-\sqrt{1-\frac{5}{m}+\frac{9-8 q}{2 m^{2}}}\right) \\
& =\lim _{m \rightarrow \infty} \frac{m}{\sqrt{2}} \frac{\frac{5}{m}-\frac{9-8 q}{2 m^{2}}}{1+\sqrt{1+\frac{5}{m}+\frac{9-8 q}{2 m^{2}}}} \\
& =\frac{5}{2 \sqrt{2}}+\lim _{m \rightarrow \infty} \frac{\sqrt{2} q}{m} \\
& =\frac{5}{2 \sqrt{2}}+\sqrt{2} a .
\end{aligned}
$$

Doing a similar calculation for $y_{-q}(m)$ proves Claim 1.
Claim 2: $y_{q}(4 m)$ and $y_{-q}(4 m)$ are u.d. $\bmod 1$; in particular, $y_{0}(4 m)$ is u.d. $\bmod 1$.
Since $\frac{1}{\sqrt{2}} \in \mathbb{R} \backslash \mathbb{Q}$, by Lemma 6.7(a) the sequence $\left(x_{4 m}\right)=(4 m) / \sqrt{2}$ is u.d. $\bmod 1$. Since we have $\lim _{m \rightarrow \infty}\left(x_{4 m}-y_{q}(4 m)\right)=\frac{5+2 \sqrt{2} a}{2 \sqrt{2}} \in \mathbb{R}$ and $\lim _{m \rightarrow \infty}\left(x_{4 m}-y_{-q}(4 m)\right)=\frac{5-2 \sqrt{2} a}{2 \sqrt{2}} \in$ $\mathbb{R}$, by Lemma 6.7(b) $\left(y_{q}(4 m)\right)$ and $\left(y_{-q}(4 m)\right)$ are also u.d. $\bmod 1$. This proves Claim 2.

Now, to prove the first part of the theorem, from Lemma 6.12 it suffices to find infinitely many integers $m$ such that for $q=q(m), L_{q}(m)>R_{q}(m)$ and $L_{-q}(m)>$ $R_{-q}(m)$.

By Lemma 6.10(a), we have that $\lim _{m \rightarrow \infty} d_{q}(m)=\lim _{m \rightarrow \infty} d_{-q}(m)=3 / 2-\sqrt{2}$. Let $m_{0}$ be large enough so that for any $m \geq m_{0}, d_{q}(m)$ and $d_{-q}(m)$ are close to these limits, i.e. $\left|d_{q}(m)-(3 / 2-\sqrt{2})\right|<(3 / 2-\sqrt{2}) / 3$ and $\left|d_{-q}(m)-(3 / 2-\sqrt{2})\right|<(3 / 2-\sqrt{2}) / 3$.

Let $\delta>0$ be a small constant such that $\delta<(3 / 2-\sqrt{2}) / 2,2 \delta<1-\{\sqrt{2} a\}$ and if $\{\sqrt{2} a\}<1 / 2$, then $\delta<1 / 2-\{\sqrt{2} a\}$. In addition assume that $\delta$ is sufficiently small
that for any $m \geq m_{0}, \delta<d_{q}(m) / 3$, and $\delta<d_{-q}(m) / 3$. Using Claim 1 , define $m_{\delta}$ to be sufficiently large, so that $m_{\delta}>m_{0}$ and for any $m \geq m_{\delta}, y_{q}(m)-\frac{m}{\sqrt{2}}$ and $y_{-q}(m)-\frac{m}{\sqrt{2}}$ are $\delta$-close to the limiting values:

$$
\begin{aligned}
y_{q}(m) & \in\left(\left(\frac{m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}-\sqrt{2} a\right)-\delta,\left(\frac{m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}-\sqrt{2} a\right)+\delta\right) \quad \text { and } \\
y_{-q}(m) & \in\left(\left(\frac{m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}+\sqrt{2} a\right)-\delta,\left(\frac{m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}+\sqrt{2} a\right)+\delta\right)
\end{aligned}
$$

We distinguish two cases based on the values of $a$ :

Case 1: $\{\sqrt{2} a\} \in\left[0, \frac{1}{4}\right) \cup\left[\frac{1}{2}, \frac{3}{4}\right)$, i.e. $\{2 \sqrt{2} a\} \in\left[0, \frac{1}{2}\right)$.
Since $\frac{4 m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}$ is a sequence u.d. $\bmod 1$, there is an infinite set $M_{1}$ of integers at least $m_{\delta}$, such that for any $m \in M_{1}$

$$
\frac{4 m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}} \in\left(k_{m}+1 / 2+\{\sqrt{2} a\}+\delta, k_{m}+1 / 2+\{\sqrt{2} a\}+2 \delta\right),
$$

for some integer $k_{m}$. Then we have

$$
\begin{aligned}
& y_{q}(4 m) \in\left(\left(1 / 2+k_{m}+\{\sqrt{2} a\}+\delta\right)-\sqrt{2} a-\delta,\left(1 / 2+k_{m}+\{\sqrt{2} a\}+\delta\right)-\sqrt{2} a+\delta\right) \\
& y_{-q}(4 m) \in\left(\left(1 / 2+k_{m}+\{\sqrt{2} a\}+\delta\right)+\sqrt{2} a-\delta,\left(1 / 2+k_{m}+\{\sqrt{2} a\}+\delta\right)+\sqrt{2} a+\delta\right)
\end{aligned}
$$

This implies that

$$
\left\{y_{q}(4 m)\right\},\left\{y_{-q}(4 m)\right\} \in[1 / 2,1) .
$$

From Lemma 6.10(b), $L_{q}(4 m)>R_{q}(4 m)$ and $L_{-q}(4 m)>R_{-q}(4 m)$. Note that $f=$ $\binom{4 m}{2} / 2-q(4 m)$ is an integer. Thus, by Lemma 6.12 the pair $\left(4 m,\binom{4 m}{2} / 2-q(4 m)\right)$ is absolutely avoidable for any $m \in M_{1}$.

Case 2: $\{\sqrt{2} a\} \in\left[\frac{1}{4}, \frac{1}{2}\right) \cup\left[\frac{3}{4}, 1\right)$, i.e. $\{2 \sqrt{2} a\} \in\left[\frac{1}{2}, 1\right)$.
Since $\frac{4 m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}}$ is a sequence is u.d. $\bmod 1$, there is an infinite set $M_{2}$ of integers at least $m_{\delta}$, such that for any $m \in M_{2}$

$$
\frac{4 m}{\sqrt{2}}-\frac{5}{2 \sqrt{2}} \in\left(k_{m}+\{\sqrt{2} a\}+\delta, k_{m}+\{\sqrt{2} a\}+2 \delta\right)
$$

for some integer $k_{m}$. Then we have

$$
\begin{aligned}
y_{q}(4 m) & \in\left(\left(k_{m}+\{\sqrt{2} a\}+\delta\right)-\sqrt{2} a-\delta,\left(k_{m}+\{\sqrt{2} a\}+\delta\right)-\sqrt{2} a+\delta\right) \quad \text { and } \\
y_{-q}(4 m) & \in\left(\left(k_{m}+\{\sqrt{2} a\}+\delta\right)+\sqrt{2} a-\delta,\left(k_{m}+\{\sqrt{2} a\}+\delta\right)+\sqrt{2} a+\delta\right) .
\end{aligned}
$$

This implies that

$$
\left\{y_{q}(4 m)\right\} \in[0,2 \delta),\left\{y_{-q}(4 m)\right\} \in[1 / 2,1) .
$$

Recall that for any $m>m_{\delta}, \delta<d_{q}(m) / 3$. Thus, $\left\{y_{-q}(4 m)\right\} \in[1 / 2,1)$ and $\left\{y_{q}(4 m)\right\} \in[1 / 2,1) \cup\left[0, d_{q}(4 m)\right)$. From Lemma 6.10(b), $L_{q}(4 m)>R_{q}(4 m)$ and $L_{-q}(4 m)>R_{-q}(4 m)$. Note that $f=\binom{4 m}{2} / 2-q(4 m)$ is an integer. Thus, by Lemma 6.12 the pair $\left(4 m,\binom{4 m}{2} / 2-q(4 m)\right)$ is absolutely avoidable for any $m \in M_{2}$.

This proves the first part of the theorem.
For the second part, let $c=0.175<\frac{1}{4 \sqrt{2}}$. We shall show that there is an infinite set $M_{0}$ of integers such that for any $m \in M_{0}$ and for all integers $q \in(-c m, c m)$, the pair $\left(m,\binom{m}{2} / 2-q\right)$ is absolutely avoidable. In order to do that, we shall show that $y_{0}(m)$ does not differ much from $y_{q}(m)$, for chosen values of $m$.

Recall that $\lim _{m \rightarrow \infty} d_{q}(m)=3 / 2-\sqrt{2}>0$ for any $q \in(-c m, c m)$. Thus, the interval $\left[\frac{3}{4}, \frac{3}{4}+d_{q}(m)\right)$ has positive length for any such $q$ and sufficiently large $m$. By Claim 2 the sequence $y_{0}(4 m)$ is u.d. $\bmod 1$, thus, there are infinitely many values of $m$ that $m \equiv 0(\bmod 4)$ and $\left\{y_{0}(m)\right\} \in\left[\frac{3}{4}, \frac{3}{4}+d_{q}(m)\right)$. Now our choice for $m$ will allow us to use Lemmata 6.10, 6.11 and 6.12.

Let $q \in(-c m, c m)$. It will be easier for us to deal with $y_{q}(m)-y_{0}(m)$ instead of $y_{q}(m)$. Let $s_{q}(m)=y_{q}(m)-y_{0}(m)$. We have

$$
\begin{aligned}
\lim _{m \rightarrow \infty} s_{q}(m) & =\lim _{m \rightarrow \infty}\left(y_{q}(m)-y_{0}(m)\right) \\
& =\lim _{m \rightarrow \infty} \frac{1}{2}\left(\sqrt{2 m^{2}-10 m+9-8 q}-\sqrt{2 m^{2}-10 m+9}\right) \\
& =-\sqrt{2} \lim _{m \rightarrow \infty} \frac{q}{m} .
\end{aligned}
$$

Thus, since $q \in(-c m, c m), c=0.175<\frac{1}{4 \sqrt{2}}$, for $m$ sufficiently large we have $s_{q}(m) \in\left(-\frac{1}{4}, \frac{1}{4}\right)$. Since $y_{q}=s_{q}(m)+y_{0}(m)$, and $\left\{y_{0}(m)\right\} \in\left[\frac{3}{4}, \frac{3}{4}+d_{q}(m)\right)$, we have that $\left\{y_{q}\right\}=\left\{s_{q}(m)+y_{0}(m)\right\} \in\left[0, d_{q}(m)\right) \cup\left[\frac{1}{2}, 1\right)$. Lemma 6.10(b) implies that $L_{q}(m)>R_{q}(m)$
and $L_{-q}(m)>R_{-q}(m)$. Lemmata 6.11 and 6.12 then imply that $\left(m,\binom{m}{2} / 2-q\right)$ is absolutely avoidable.

Proof of Proposition 6.5. Let $m \geq 740, m \equiv 0,1(\bmod 4)$. If $L_{0}(m)>R_{0}(m)$, by Lemma 6.12 $\left(m,\binom{m}{2} / 2\right)$ is absolutely avoidable, so we, assume using Lemma 6.10(b), that $\left\{y_{0}(m)\right\} \in$ $\left[d_{0}(m), \frac{1}{2}\right)$.

We shall first make some observations about $y_{6 m}(m)$ and $y_{-6 m}(m)$ by comparing them to $y_{0}(m)$. From the definition we have

$$
\begin{aligned}
y_{0}(m) & =\frac{1}{2} \sqrt{2 m^{2}-10 m+9} \\
y_{6 m}(m) & =\frac{1}{2} \sqrt{2 m^{2}-58 m+9}, \quad y_{-6 m}(m)=\frac{1}{2} \sqrt{2 m^{2}+38 m+9}
\end{aligned}
$$

Thus,

$$
\lim _{m \rightarrow \infty} y_{0}(m)-y_{6 m}(m)=6 \sqrt{2} \text { and } \lim _{m \rightarrow \infty} y_{0}(m)-y_{-6 m}(m)=-6 \sqrt{2}
$$

By Lemma 6.10(a),

$$
\lim _{m \rightarrow \infty} t_{0}(m)=\lim _{m \rightarrow \infty} t_{6 m}(m)=\lim _{m \rightarrow \infty} t_{-6 m}(m)=\sqrt{2}
$$

This implies that

$$
\begin{aligned}
\lim _{m \rightarrow \infty} y_{0}(m)-y_{6 m}(m)-t_{6 m}(m) & =5 \sqrt{2}>7 \\
\lim _{m \rightarrow \infty} y_{0}(m)-y_{6 m}(m)+t_{0}(m) & =7 \sqrt{2}<10 \\
\lim _{m \rightarrow \infty}-\left(y_{0}(m)-y_{-6 m}(m)\right)+t_{-6 m}(m) & =7 \sqrt{2}<10 \\
\lim _{m \rightarrow \infty}-\left(y_{0}(m)-y_{-6 m}(m)\right)-t_{0}(m) & =5 \sqrt{2}>7
\end{aligned}
$$

Thus, for sufficiently large $m$ we have

$$
\begin{aligned}
y_{6 m}(m) & <y_{0}(m)-t_{6 m}(m)-7 \\
y_{6 m}(m) & >y_{0}(m)+t_{0}(m)-10 \\
y_{-6 m}(m) & <10+y_{0}(m)-t_{-6 m}(m) \\
y_{-6 m}(m) & >7+y_{0}(m)+t_{0}(m)
\end{aligned}
$$

Thus, combining these inequalities and recalling that $d_{q}(m)+t_{q}(m)=3 / 2$, for any $q$, we have

$$
\begin{gathered}
y_{0}(m)-8-\frac{1}{2}-d_{0}(m)<y_{6 m}(m) \leq y_{0}(m)-8-\frac{1}{2}+d_{6 m}(m), \\
y_{0}(m)+8+\frac{1}{2}-d_{0}(m)<y_{-6 m}(m) \leq y_{0}(m)+8+\frac{1}{2}+d_{-6 m}(m) .
\end{gathered}
$$

Recall that $\left\{y_{0}(m)\right\} \in\left[d_{0}(m), \frac{1}{2}\right)$. Recall also that by Lemma 6.10(a), $\lim _{m \rightarrow \infty} d_{q}(m)=$ $\frac{3}{2}-\sqrt{2} \approx 0.086$, for $q \in\{0,6 m,-6 m\}$. Then $\left\{y_{6 m}(m)\right\} \in\left[0, d_{6 m}(m)\right) \cup\left[\frac{1}{2}, 1\right)$ and $\left\{y_{-6 m}(m)\right\} \in\left[0, d_{-6 m}(m)\right) \cup\left[\frac{1}{2}, 1\right)$.

This implies by Lemma 6.10(b) that $L_{6 m}(m)>R_{6 m}(m)$ and $L_{-6 m}(m)>R_{-6 m}(m)$. Therefore by Lemma 6.12 , the pair $\left(m,\binom{m}{2} / 2-6 m\right)$ is absolutely avoidable.

In particular, one can check that all the above inequalities hold for each $m \geq 740$.

## Proof of Proposition 6.6

Here we prove Proposition 6.6, i.e. Theorem 6.4 for $m \equiv 2,3(\bmod 4)$. It is very similar to the proof of Proposition 6.5 for $m \equiv 0,1(\bmod 4)$, so it is not included in the paper containing the other results [16], but we include it here for completeness.

We will need the following definitions. Let $m, q \in \mathbb{Z}, m \geq 6+2 \sqrt{|q|}$. Let

$$
\begin{array}{ll}
y_{q}^{\prime}(m)=\frac{\sqrt{2 m^{2}-10 m-8 q+5}}{2}, & z_{q}^{\prime}(m)=\frac{\sqrt{2 m^{2}-2 m-8 q-3}}{2}, \\
t_{q}^{\prime}(m)=z_{q}^{\prime}(m)-y_{q}^{\prime}(m), & d_{q}^{\prime}(m)=\frac{3}{2}-t_{q}^{\prime}(m), \\
L_{q}^{\prime}(m)=\left\lfloor\frac{5}{2}+y_{q}^{\prime}(m)\right\rfloor, & R_{q}(m)=\left\lfloor\frac{1}{2}+z_{q}^{\prime}(m)\right\rfloor .
\end{array}
$$

Note that since $m \geq 6+2 \sqrt{|q|}$, we always have $y_{q}^{\prime}(m), z_{q}^{\prime}(m) \in \mathbb{R}$.
Lemma 6.13. Let $q=q(m), m \in \mathbb{Z}, m \equiv 2,3(\bmod 4), m \geq 6+2 \sqrt{|q|}$, and $|q(m)|=O(m)$.
(a) We have $t_{q}^{\prime}(m)=\frac{2 \sqrt{2}\left(1-\frac{1}{m}\right)}{\sqrt{1-\frac{1}{m}+\frac{-3-8 q}{2 m^{2}}}+\sqrt{1-\frac{5}{m}+\frac{5-8 q}{2 m^{2}}}}$. In particular, $\lim _{m \rightarrow \infty} d_{q}^{\prime}(m)=\frac{3}{2}-\sqrt{2}$.
(b) We have $L_{q}^{\prime}(m)>R_{q}^{\prime}(m)$ if and only if $\left\{y_{q}^{\prime}(m)\right\} \in\left[0, d_{q}^{\prime}(m)\right) \cup\left[\frac{1}{2}, 1\right)$.

Proof. We start by proving (a). By definition of $t_{q}^{\prime}(m)$ we have

$$
\begin{array}{rlr}
t_{q}^{\prime}(m) & = & z_{q}^{\prime}(m)-y_{q}^{\prime}(m) \\
& = & \frac{1}{2} \sqrt{2 m^{2}-2 m-8 q-3}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+5} \\
& = & \frac{1}{2} \frac{2 m^{2}-2 m-8 q-3-2 m^{2}+10 m+8 q-5}{\sqrt{2 m^{2}-2 m-8 q-3}+\sqrt{2 m^{2}-10 m-8 q+5}} \\
& = & \frac{2 \sqrt{2}\left(1-\frac{1}{m}\right)}{\sqrt{1-\frac{1}{m}+\frac{-3-8 q}{2 m^{2}}}+\sqrt{1-\frac{5}{m}+\frac{5-8 q}{2 m^{2}}}}
\end{array}
$$

This also shows that for $|q|=|q(m)| \in O(m), \lim _{m \rightarrow \infty} d_{q}^{\prime}(m)=\frac{3}{2}-\lim _{m \rightarrow \infty} t_{q}^{\prime}(m)=\frac{3}{2}-\sqrt{2}$, which concludes the proof of (a).

Now we can prove part (b). From part (a) we have in particular that $t_{q}^{\prime}(m)=$ $\sqrt{2}+\epsilon_{q}(m)$, where for $m$ sufficiently large $\left|\epsilon_{q}(m)\right|<0.05$, and thus, $t_{q}^{\prime}(m) \in\left(1, \frac{3}{2}\right)$. Thus, $d_{q}^{\prime}(m)=\frac{3}{2}-t_{q}^{\prime}(m) \in\left(0, \frac{1}{2}\right)$ for sufficiently large $m$. We compare $L_{q}^{\prime}(m)$ and $R_{q}^{\prime}(m)$ using the expression $x=\lfloor x\rfloor+\{x\}$, similar as in the proof of Lemma 6.10(b):

$$
\begin{aligned}
L_{q}^{\prime}(m) & =\left\lfloor\frac{5}{2}+y_{q}^{\prime}(m)\right\rfloor \\
& =2+\left\lfloor y_{q}^{\prime}(m)\right\rfloor+ \begin{cases}0, & \left\{y_{q}^{\prime}(m)\right\} \in\left[0, \frac{1}{2}\right) \\
1, & \left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{1}{2}, 1\right)\end{cases} \\
R_{q}^{\prime}(m) & =\left\lfloor\frac{1}{2}+z_{q}^{\prime}(m)\right\rfloor \\
& =\left\lfloor y_{q}^{\prime}(m)\right\rfloor+ \begin{cases}1, & t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[1, \frac{3}{2}\right) \\
2, & t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right)\end{cases}
\end{aligned}
$$

Thus,

$$
L_{q}^{\prime}(m)-R_{q}^{\prime}(m)=2+ \begin{cases}0-1, & \left\{y_{q}^{\prime}(m)\right\} \in\left[0, \frac{1}{2}\right) \text { and } t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[1, \frac{3}{2}\right) \\ 0-2, & \left\{y_{q}^{\prime}(m)\right\} \in\left[0, \frac{1}{2}\right) \text { and } t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right) \\ 1-1, & \left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{1}{2}, 1\right) \text { and } t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[1, \frac{3}{2}\right) \\ 1-2, & \left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{1}{2}, 1\right) \text { and } t_{q}^{\prime}(m)+\left\{y_{q}^{\prime}(m)\right\} \in\left[\frac{3}{2}, \frac{5}{2}\right)\end{cases}
$$

So, $L_{q}^{\prime}(m)-R_{q}^{\prime}(m)>0$ in all cases except for the second one, i.e. if and only if

$$
\begin{aligned}
\left\{y_{q}^{\prime}(m)\right\} & \in[0,1) \backslash\left(\left[0, \frac{1}{2}\right) \cap\left[\frac{3}{2}-t_{q}^{\prime}(m), \frac{5}{2}-t_{q}^{\prime}(m)\right)\right) \\
& =\left[\frac{1}{2}, 1\right) \cup\left([0,1) \backslash\left[d_{q}^{\prime}(m), 1+d_{q}^{\prime}(m)\right)\right) \\
& =\left[\frac{1}{2}, 1\right) \cup\left[0, d_{q}^{\prime}(m)\right) .
\end{aligned}
$$

Lemma 6.14. If $q=q(m) \in \mathbb{Z}, m \in \mathbb{N}, m \equiv 2,3(\bmod 4), m \geq 2 \sqrt{|q|}+6$, and $L_{q}^{\prime}(m)>$ $R_{q}^{\prime}(m)$, then the pair $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-q\right)$ cannot be realised as the vertex-disjoint union of a clique and a forest.

Proof. Let $f=\left\lfloor\binom{ m}{2} / 2\right\rfloor-\frac{1}{2}-q$. Suppose that ( $m, f$ ) can be realised as the vertex-disjoint union of a clique $K$ on $x$ vertices and a forest $F$ on $m-x$ vertices. We shall show that $L_{q}^{\prime}(m) \leq R_{q}^{\prime}(m)$.

Claim 1: $x \geq L_{q}^{\prime}(m)$.
The forest $F$ has $f-\binom{x}{2}=\binom{m}{2} / 2-\frac{1}{2}-q-\binom{x}{2}$ edges. Since $F$ has $m-x$ vertices, it contains strictly less than $m-x$ edges. Thus, we have $\binom{m}{2} / 2-\frac{1}{2}-q-\binom{x}{2}<m-x$. Solving for $x$ gives

$$
x>\frac{3}{2}+\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+5} \text { or } x<\frac{3}{2}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+5} .
$$

Since $m \geq 2 \sqrt{|q|}+6$, we have $2 m^{2}-10 m-8 q+5 \geq 9$. The second inequality gives $x<\frac{3}{2}-\frac{1}{2} \sqrt{2 m^{2}-10 m-8 q+5}$, and thus, $x<0$, a contradiction. So only the first inequality for $x$ holds and implies that

$$
x \geq\left\lfloor\frac{3+\sqrt{2 m^{2}-10 m-8 q+5}}{2}\right\rfloor+1=L_{q}^{\prime}(m)
$$

which proves Claim 1.
Claim 2: $x \leq R_{q}^{\prime}(m)$.
The number of edges in the clique $K$ is at most $f$ and exactly $\binom{x}{2}$. Thus, $\binom{x}{2} \leq$ $f=\binom{m}{2} / 2-\frac{1}{2}-q$, which implies that $2 x(x-1) \leq m(m-1)-2-4 q$. This in turn gives

$$
x \leq\left\lfloor\frac{1+\sqrt{2 m^{2}-2 m-8 q-3}}{2}\right\rfloor=R_{q}^{\prime}(m)
$$

and proves Claim 2.

Claims 1 and 2 imply that $L_{q}^{\prime}(m) \leq R_{q}^{\prime}(m)$.
Lemma 6.15. Let $q=q(m) \in \mathbb{Z}, m \in \mathbb{N}, m \equiv 2,3(\bmod 4), m \geq 2 \sqrt{|q|}+6$. If both $L_{q}^{\prime}(m)>R_{q}^{\prime}(m)$ and $L_{-(q+1)}^{\prime}(m)>R_{-(q+1)}^{\prime}(m)$, then the pair $(m, f)=\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-q\right)$ is absolutely avoidable.

Proof. Let $m$ satisfy the condition of the lemma and let $f_{-}=\left\lfloor\binom{ m}{2} / 2\right\rfloor-q$ and $f_{+}=$ $\left\lfloor\binom{ m}{2} / 2\right\rfloor+q+1=\left\lceil\binom{ m}{2} / 2\right\rceil+q$. Then by Lemma 6.14, neither $\left(m, f_{+}\right)$nor $\left(m, f_{-}\right)$can be represented as the vertex-disjoint union of a clique and a forest.

The rest of the proof is identical to the proof of Lemma 6.12.

Proof of Proposition 6.6. Let $m \geq 754, m \equiv 2,3(\bmod 4)$.

If $L_{0}^{\prime}(m)>R_{0}^{\prime}(m)$ and $L_{-1}^{\prime}(m)>R_{-1}^{\prime}(m)$, by Lemma $6.15\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor\right)$ is absolutely avoidable, so we assume, using Lemma 6.13(b), that $\left\{y_{0}^{\prime}(m)\right\} \in\left[d_{0}^{\prime}(m), \frac{1}{2}\right)$ or $\left\{y_{-1}^{\prime}(m)\right\} \in$ $\left[d_{0}^{\prime}(m), \frac{1}{2}\right)$.

We shall first make some observations about $y_{6 m}^{\prime}(m)$ and $y_{-(6 m+1)}^{\prime}(m)$ by comparing them to $y_{0}(m)$. From the definition we have

$$
\begin{aligned}
y_{0}^{\prime}(m) & =\frac{1}{2} \sqrt{2 m^{2}-10 m+5}, \quad y_{-1}^{\prime}(m)=\frac{1}{2} \sqrt{2 m^{2}-10 m+13} \\
y_{6 m}^{\prime}(m) & =\frac{1}{2} \sqrt{2 m^{2}-58 m+5}, \quad y_{-6 m}^{\prime}(m)=\frac{1}{2} \sqrt{2 m^{2}+38 m+13}
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\lim _{m \rightarrow \infty} y_{0}^{\prime}(m)-y_{6 m}^{\prime}(m) & =y_{-1}^{\prime}(m)-y_{6 m}^{\prime}(m)=6 \sqrt{2} \\
\lim _{m \rightarrow \infty} y_{0}^{\prime}(m)-y_{-(6 m+1)}^{\prime}(m) & =y_{-1}^{\prime}(m)-y_{-(6 m+1)}^{\prime}(m)=-6 \sqrt{2}
\end{aligned}
$$

By Lemma 6.13(a),

$$
\lim _{m \rightarrow \infty} t_{0}^{\prime}(m)=\lim _{m \rightarrow \infty} t_{-1}^{\prime}(m)=\lim _{m \rightarrow \infty} t_{6 m}^{\prime}(m)=\lim _{m \rightarrow \infty} t_{-(6 m+1)}^{\prime}(m)=\sqrt{2}
$$

This implies that

$$
\begin{aligned}
\lim _{m \rightarrow \infty} y_{0}^{\prime}(m)-y_{6 m}^{\prime}(m)-t_{6 m}^{\prime}(m) & =5 \sqrt{2}>7 \\
\lim _{m \rightarrow \infty} y_{0}^{\prime}(m)-y_{6 m}^{\prime}(m)+t_{0}^{\prime}(m) & =7 \sqrt{2}<10 \\
\lim _{m \rightarrow \infty}-\left(y_{0}^{\prime}(m)-y_{-(6 m+1)}^{\prime}(m)\right)+t_{-(6 m+1)}^{\prime}(m) & =7 \sqrt{2}<10 \\
\lim _{m \rightarrow \infty}-\left(y_{0}^{\prime}(m)-y_{-(6 m+1)}^{\prime}(m)\right)-t_{0}^{\prime}(m) & =5 \sqrt{2}>7,
\end{aligned}
$$

and the same holds if we replace $y_{0}^{\prime}(m)$ by $y_{-1}^{\prime}(m)$ and $t_{0}^{\prime}(m)$ by $t_{-1}^{\prime}(m)$.
Thus, for sufficiently large $m$ we have

$$
\begin{aligned}
y_{6 m}^{\prime}(m) & <y_{0}^{\prime}(m)-t_{6 m}^{\prime}(m)-7 \\
y_{6 m}^{\prime}(m) & >y_{0}^{\prime}(m)+t_{0}^{\prime}(m)-10 \\
y_{-(6 m+1)}^{\prime}(m) & <10+y_{0}^{\prime}(m)-t_{-(6 m+1)}^{\prime}(m) \\
y_{-(6 m+1)}^{\prime}(m) & >7+y_{0}^{\prime}(m)+t_{0}^{\prime}(m),
\end{aligned}
$$

and the same holds if we replace $y_{0}^{\prime}(m)$ by $y_{-1}^{\prime}(m)$ and $t_{0}^{\prime}(m)$ by $t_{-1}^{\prime}(m)$.
Thus, combining these inequalities and recalling that $d_{q}^{\prime}(m)+t_{q}^{\prime}(m)=3 / 2$, for any $q$, we have

$$
\begin{gathered}
y_{0}^{\prime}(m)-8-\frac{1}{2}-d_{0}^{\prime}(m)<y_{6 m}^{\prime}(m) \leq y_{0}^{\prime}(m)-8-\frac{1}{2}+d_{6 m}^{\prime}(m), \\
y_{0}^{\prime}(m)+8+\frac{1}{2}-d_{0}^{\prime}(m)<y_{-(6 m+1)}^{\prime}(m) \leq y_{0}^{\prime}(m)+8+\frac{1}{2}+d_{-6 m}^{\prime}(m),
\end{gathered}
$$

and the same holds if we replace $y_{0}^{\prime}(m)$ by $y_{-1}^{\prime}(m)$ and $d_{0}^{\prime}(m)$ by $d_{-1}^{\prime}(m)$.
Now assume that $\left\{y_{0}^{\prime}(m)\right\} \in\left[d_{0}^{\prime}(m), \frac{1}{2}\right)$ or $\left\{y_{-1}^{\prime}(m)\right\} \in\left[d_{0}^{\prime}(m), \frac{1}{2}\right)$. Recall that by Lemma 6.13(a), $\lim _{m \rightarrow \infty} d_{q}^{\prime}(m)=\frac{3}{2}-\sqrt{2} \approx 0.086$, for $q \in\{0,-1,6 m,-6 m-1\}$. Then $\left\{y_{6 m}^{\prime}(m)\right\} \in\left[0, d_{6 m}^{\prime}(m)\right) \cup\left[\frac{1}{2}, 1\right)$ and $\left\{y_{-(6 m+1)}^{\prime}(m)\right\} \in\left[0, d_{-(6 m+1)}(m)\right) \cup\left[\frac{1}{2}, 1\right)$.

This implies by Lemma 6.13(b) that $L_{6 m}^{\prime}(m)>R_{6 m}^{\prime}(m)$ and $L_{-(6 m+1)}^{\prime}(m)>R_{-(6 m+1)}^{\prime}(m)$. Therefore by Lemma 6.15, the pair $\left(m,\left\lfloor\binom{ m}{2} / 2\right\rfloor-6 m\right)$ is absolutely avoidable.

In particular, one can check that all the above inequalities hold for each $m \geq 754$.

### 6.4 Concluding remarks

We showed that there are infinite sets of absolutely avoidable pairs $(m, f)$. One could further extend our results and provide more absolutely avoidable pairs.

The arguments in the proof of Proposition 6.5 should still hold if we deviate from $f_{0}=\binom{m}{2} / 2$ by a small term, as in Theorem 6.3. The reason here is that this change does not affect the limit computations for $d_{q}(m)$ and $y_{q}(m)$. Thus, for each large enough $m$, one should be able to obtain a small interval for $f$ so that each $(m, f)$ is absolutely avoidable. We cannot hope to do much better though: In infinitely many cases, if ( $m, f_{0}$ ) is absolutely avoidable, then already for $\left(m, f_{0}-m\right)$ or $\left(m, f_{0}+m\right)$ our method does not give a contradiction. The constant 6 is the smallest integer for which the argument in the proof of Proposition 6.5 works (since $\{6 \sqrt{2}\}$ is close to $\frac{1}{2}$ while $\{c \sqrt{2}\}, c \in[5]$ is not). We believe that one could show by an argument very similar to that used in the proof, that for sufficiently large $m$, for any constants $a, b$ which satisfy that $\{a \sqrt{2}-b \sqrt{2}\}$ is close enough to $\frac{1}{2}$, we have that either $\left(m, f_{0}-a m\right)$ or $\left(m, f_{0}-b m\right)$ is absolutely avoidable.

## Chapter 7 Bipartite order-size pairs

### 7.1 Introduction

In Chapter 6 we were mainly concerned with the existence of absolutely avoidable pairs in graphs. A similar question on avoidable pairs can be asked in the bipartite setting. Recall that a biclique is a complete bipartite graph and a bihole is an empty bipartite graph, i.e. the bipartite complement of a biclique.

We say a bipartite graph $G$ bipartite arrows the pair $(m, f)$, and write $G \xrightarrow{\text { bip }}(m, f)$ if $G$ has an induced subgraph with parts of size $m$ each, contained in the respective parts of $G$, with exactly $f$ edges. We say that a pair $(n, e)$ of non-negative integers bipartite arrows the pair $(m, f)$, written $(n, e) \xrightarrow{\text { bip }}(m, f)$ if for any bipartite graph $G$ with parts of size $n$ each and with $e$ edges, $G \xrightarrow{\text { bip }}(m, f)$.

We say that a bipartite graph $H$ bipartite realises a pair $(m, f)$ if $H$ has $m$ vertices in each part and $f$ edges. We also call $H$ a bipartite ( $m, f$ )-graph. We call a pair $(m, f)$ absolutely bipartite avoidable if there exists $n_{0}$, such that for each $n \geq n_{0}$ and for any $e \in\left\{0, \ldots, n^{2}\right\},(n, e) \xrightarrow{\text { bip }}(m, f)$. We define the bipartite forcing density of a bipartite order-size pair as $\sigma_{b i p}(m, f)=\limsup _{n \rightarrow \infty} \frac{\left\{e:(n, e) \frac{b i p}{b^{2}}(m, f)\right\}}{n^{2}}$.

In Section 7.2 we will show that the methods for showing the existence of absolutely avoidable pairs in the graph case from Chapter 6 are not extendable to the bipartite setting.

Proposition 7.1. Let $(m, f)$ be a bipartite order size pair. Then either $(m, f)$ or its bipartite complementary pair $\left(m, m^{2}-f\right)$ can be bipartite realised as the vertex-disjoint union of a biclique and a forest.

Proposition 7.1 also appears in [16] together with most of the results from Chapter 6.
In Section 7.3 we will show that there is a family of three unavoidable bipartite graphs, one of which appears as an induced subgraph of any bipartite graph with sufficiently large order and sufficiently many edges and non-edges. We will connect this to avoidability of order-size pairs.

Proposition 7.2. Let $m, f \in \mathbb{N}$ with $0 \leq f \leq m^{2}$. Then for all $n$ sufficiently large there exists a positive $q=q_{m}$ and a number $\varphi_{n, t} \in O\left(n^{2-1 / q}\right)$ such that for all $e \in\left[\varphi_{n, m}, n^{2}-\varphi_{n, m}\right]$, $(n, e) \xrightarrow{b i p}(m, a \cdot m)$ for all $a \in[m]$.

In Section 7.4 we will look at a specific pair, namely $(3,4)$ and completely characterise which graphs (and hence pairs) bipartite arrow (3,4). In Section 7.5 we will use the results from the previous two sections to derive some results on the bipartite forcing density.

Proposition 7.3. (a) There are infinitely many pairs $(m, f)$ with $\sigma_{\text {bip }}(m, f)=1$. In particular, for any $m \in \mathbb{N}, a \in[m]$, we have $\sigma_{\text {bip }}(m, a m)=1$ and $\sigma_{\text {bip }}(3,4)=1$.
(b) There are infinitely many pairs $(m, f)$ with $\sigma_{b i p}(m, f)=0$. In particular, for any $m, f \in \mathbb{N}$ with $m \geq 2,(m-1) m<f<m^{2}$ we have $\sigma_{\text {bip }}(m, f)=0$.

In particular, we did not find any bipartite pair for which $\sigma_{b i p}(m, f) \in(0,1)$; we leave the existence of such a pair as an open question, see Section 7.6.

### 7.2 Realising bipartite order-Size pairs as the vertex-disjoint unions of A biclique and a forest or its complement

Our entire argument for the existence of absolutely avoidable pairs in the graph setting (see Chapter 6) built on the fact that certain pairs $(m, f)$ cannot be realised as the disjoint union of a clique and a forest. The following lemma shows that our argument for the existence of such absolutely avoidable pairs in the non-bipartite setting cannot be extended to the bipartite setting.

Note that a biclique is an induced subgraph of a complete bipartite graph, i.e. could be in particular an empty set or a single vertex.

Lemma 7.4. For any positive integer $m$ and any non-negative integer $f, f \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor$, there is a bipartite graph $H$ with $m$ vertices in each part and $f$ edges, which is the vertex-disjoint union of a biclique and a forest.

Proof. Fix a pair $(m, f)$ with $f \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor$. Let $x=\left\lfloor\frac{m}{2}\right\rfloor$ and let $y$ be the largest integer such that $x y \leq f$. In particular

$$
x y>f-x \quad \text { and } \quad y \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor /\left\lfloor\frac{m}{2}\right\rfloor .
$$

We shall use the fact that for any non-negative integers $v^{\prime}$ and $e^{\prime}$, with $e^{\prime}<v^{\prime}$ and for any partition $v^{\prime}=v^{\prime \prime}+v^{\prime \prime \prime}$, with $v^{\prime \prime}, v^{\prime \prime \prime}$ positive integers, there is a forest with partite sets of sizes $v^{\prime \prime}$ and $v^{\prime \prime \prime}$ and $e^{\prime}$ edges. To see this, let $F=K_{1, v^{\prime}-1}$ or $K_{v^{\prime}-1,1}$ if $\min \left\{v^{\prime \prime}, v^{\prime \prime \prime}\right\}=1$, or otherwise, let $F$ be the vertex-disjoint union of $K_{1, v^{\prime \prime \prime}-1}$ and $K_{v^{\prime \prime}-1,1}$, connected by
a single edge between two leaves. Then $F$ is a tree with parts of sizes $v^{\prime \prime}$ and $v^{\prime \prime \prime}$ with $v^{\prime \prime}+v^{\prime \prime \prime}-1=v^{\prime}-1$ edges. Then any subgraph of this with $e<v^{\prime}$ edges is a forest with desired part sizes.

Case 1: $y<m$.
If $y=0$ then $f<\left\lfloor\frac{m}{2}\right\rfloor$. In this case $(m, f)$ is bipartite realisable as a forest. So, assume that $y>0$. We shall show that $(m, f)$ is bipartite realisable as the vertex disjoint union of $K_{x, y}$ and a forest. Let $e^{\prime}=f-x y, v^{\prime}=2 m-x-y$. We have that $e^{\prime} \leq x-1=\left\lfloor\frac{m}{2}\right\rfloor-1$. On the other hand, using the upper bound on $y$, we have that $v^{\prime} \geq 2 m-\left\lfloor\frac{m}{2}\right\rfloor-\left(\left\lfloor\frac{m^{2}}{2}\right\rfloor /\left\lfloor\frac{m}{2}\right\rfloor\right)$. Considering the cases when $m$ is even or odd, one can immediately verify that $e^{\prime}<v^{\prime}$. Since $x+y+v^{\prime}=2 m$ and $x y+e^{\prime}=f$, we have that $(m, f)$ is bipartite realisable as the vertex-disjoint union of $K_{x, y}$ and a forest on $v^{\prime}$ vertices and $e^{\prime}$ edges. Note that in this case we needed $y<m$ so that $K_{x, y}$ does not span one of the parts completely.

Case 2: $y=m$.
In particular, we have that $f \geq\left\lfloor\frac{m}{2}\right\rfloor m$. If $m$ is even, we have that $f \geq m^{2} / 2$ and from our original upper bound $f \leq m^{2} / 2$ it follows that $f=m^{2} / 2$. Thus ( $m, f$ ) is bipartite representable as $K_{m / 2, m}$ and isolated vertices. If $m$ is odd, let $m=2 k+1, k \geq 1$. Then $f \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor=2 k^{2}+2 k$ and $f \geq y\left\lfloor\frac{m}{2}\right\rfloor=2 k^{2}+k$. Consider $K_{k+1,2 k-1}$ and let $e^{\prime}=f-(k+1)(2 k-1)$ and $v^{\prime}=2 m-3 k$. Then $e^{\prime} \leq 2 k^{2}+2 k-\left(2 k^{2}+k-1\right)=k+1$ and $v^{\prime}=4 k+2-3 k=k+2$. Thus, $v^{\prime}>e^{\prime}$. Therefore $(m, f)$ is bipartite realisable as a vertex-disjoint union of $K_{k+1,2 k-1}$ and a forest on $v^{\prime}$ vertices and $e^{\prime}$ edges.

Case 3: $y=m+1$.
This case could happen only if $m$ is odd. Let $m=2 k+1$. Then we have $x=k$ and $y=2 k+2$ and $f=2 k^{2}+2 k$. We see that ( $m, f$ ) is bipartite representable by $K_{2 k, k+1}$ and isolated vertices.

Proof of Proposition 7.1. If $f \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor$, then by Lemma 7.4 we can bipartite realise $(m, f)$ as the vertex-disjoint union of a biclique and a forest. Otherwise, we have $m^{2}-f \leq\left\lfloor\frac{m^{2}}{2}\right\rfloor$, so we can apply Lemma 7.4 to the complementary pair ( $m, m^{2}-f$ ). In particular, we can bipartite realise $(m, f)$ as the bipartite complement of the vertex-disjoint union of a biclique and a forest.

### 7.3 Unavoidable bipartite patterns

In this section we will show that any $(n \times n)$ bipartite graph with positive edge-density in both $G$ and $G^{c}$ contains at least one of three induced unavoidable subgraphs. This result is inspired by the following result for the general graph case:

Theorem 7.5 (Cutler, Montagh [50]). Let $\mathcal{F}_{k}$ be the family of 2-graphs on $2 k$ vertices, which are isomorphic to either $K_{k}$ and $k$ isolated vertices, $K_{2 k}-E\left(K_{k}\right), 2 K_{k}$ or $K_{2 k}-E\left(2 K_{k}\right)$.

Then for any $\epsilon>0$ and positive integer $k$, there exists $n(k, \epsilon)$, such that any complete graph of order $n \geq n(k, \epsilon)$ and size e with $\epsilon\binom{n}{2} \leq e \leq(1-\epsilon)\binom{n}{2}$ contains a member of $\mathcal{F}_{k}$.

Theorem 7.5 was first proven by Cutler and Montagh [50] who showed that $n(k, \epsilon)<$ $4^{\epsilon / k}$. This was further improved by Fox and Sudakov [73] to $n(k, \epsilon) \leq\left(\frac{16}{\epsilon}\right)^{2 k+1}$ for $\epsilon<\frac{1}{7}$, using probabilistic arguments. Caro, Hansberg and Montejano [37] reproved the theorem using only classical Ramsey and Turán numbers for bipartite graphs and the results on Zarankiewicz numbers.

This result on unavoidable patterns is also related to the notion of balanceability of graphs which was introduced by Caro, Hansberg and Montejano [37]. A graph $H$ is called balanceable if in any 2-colouring of the edges of a large complete graph with "enough" edges in both colours, there exists a copy of $H$ having exactly $\left\lfloor\frac{|E(H)|}{2}\right\rfloor$ edges of one colour. One might use Theorem 7.6 below to obtain bipartite balanceability results. For more on Zero-Sum problems and balanceability in the general graph case, see also Caro, Hansberg and Montejano [35,36] and the survey by Caro [34].

Recall that for the symmetric Zarankiewicz number $z(n ; t)$ we have $z(n ; t)<(t-$ $1)^{1 / t} n^{2-1 / t}+\frac{1}{2}(t-1) n$. We define the following bipartite graphs with $2 t$ vertices in each part: $A_{t}$ is isomorphic to $K_{2 t, 2 t}-E\left(K_{t, 2 t}\right)$, and $B_{t}$ is isomorphic to $K_{2 t, 2 t}-E\left(K_{t, t}\right)$.


Figure 7.1: The bipartite graphs $A_{t}, B_{t}$ and $B_{t}^{c}$ with $2 t$ vertices in each part

Theorem 7.6. Let $t$ be a positive integer. For all sufficiently large $n$ there exists a positive $q=q_{t}$ and a number $\varphi=\varphi_{n, t} \in O\left(n^{2-\frac{1}{q}}\right)$, such that any $(n \times n)$ bipartite graph $G$ with
$|E(G)| \in\left[\varphi_{n, t}, n^{2}-\varphi_{n, t}\right]$ contains an induced copy of either $A_{t}, B_{t}$ or $B_{t}^{c}$, the bipartite complement of $B_{t}$.

Proof. Let $q \geq t$ be an integer satisfying

$$
\frac{1}{2} q^{2}>(t-1)^{1 / t} q^{2-1 / t}+\frac{1}{2}(t-1) q
$$

and set

$$
\varphi_{n, t}:=(q-1)^{1 / q} n^{2-1 / q}+\frac{1}{2}(q-1) n+2(n-q) q+1
$$

which is clearly in $O\left(n^{2-1 / q}\right)$.
Let $G$ be an $(n \times n)$ bipartite graph with $|E(G)| \in\left[\varphi_{n, t}, n^{2}-\varphi_{n, t}\right]$ edges. Then by definition of $z(n ; q)$, there is a copy of $K_{q, q}$ in $G$, let its parts be $V_{1}, W_{1}$.

Consider the $((n-q) \times(n-q))$ bipartite graph $G_{1}$, obtained by removing $V_{1}$ and $W_{1}$ from $G$. Then the bipartite complement $G_{1}^{c}$ of $G_{1}$ has at least $E\left(G^{c}\right)-\left|V_{1}\right|\left(n-\left|W_{1}\right|\right)-$ $\left|W_{1}\right|\left(n-\left|V_{1}\right|\right) \geq \varphi_{n, t}-2(n-q) q>z(n ; q)>z(n-q ; q)$ edges, so we find $K_{q, q}$ in $G_{1}^{c}$. Denote the parts of this $K_{q, q}$ by $V_{2}$ and $W_{2}$.

Now consider the two $(q \times q)$ bipartite graphs $G_{3}=G\left[V_{1}, W_{2}\right]$ and $G_{4}=G\left[V_{2}, W_{1}\right]$. Each of them has either at least $\frac{1}{2} q^{2}$ edges or non-edges, so there is $K_{t, t}$ in $G_{i}$ or $G_{i}^{c}$ for $i=3,4$, i.e. either a biclique or a bihole. If we have two bicliques, we have a copy of $B_{t}$, if we have two biholes, we have a copy of $B_{t}^{c}$, and if we have a bihole and a biclique, we have a copy of $A_{t}$.

Lemma 7.7. If $G \xrightarrow{\text { bip }}(m, f)$ for some $G \in\left\{A_{t}, B_{t}, B_{t}^{c}\right\}$, we have $(n, e) \xrightarrow{\text { bip }}(m, f)$ for all $n$ sufficiently large and all $e \in\left[\varphi_{n, m}, n^{2}-\varphi_{n, m}\right]$.

Proof. By Theorem 7.6, for pairs $(n, e)$ as given, we have $(n, e) \xrightarrow{\text { bip }} G$ for some $G \in$ $\left\{A_{t}, B_{t}, B_{t}^{c}\right\}$. Then by assumption, we have $(n, e) \xrightarrow{b i p} G \xrightarrow{b i p}(m, f)$.

Clearly if $t \geq m$, the graph $A_{t}$ contains all pairs $(m, f)$ for which $f=a \cdot m$ and $a \in[m]$. These pairs are also induced by $B_{t}$ and $B_{t}^{c}$, so we obtain Proposition 7.2 as a Corollary of Theorem 7.6 and Lemma 7.7.

### 7.4 A characterisation of graphs that bipartite arrow $(3,4)$

The goal of this section is to find all bipartite graphs $G$ that bipartite arrow the pair $(3,4)$.

For $n>7$ consider the following graph classes $\mathcal{G}_{i}=\mathcal{G}_{i}(n)$ of $(n \times n)$ bipartite graphs. We shall claim that these classes of graphs contain all graphs for which we have $G \stackrel{\text { bip }}{\nrightarrow}(3,4)$ :

1. $\mathcal{G}_{1}=\mathcal{G}_{1}(n)=\left\{P_{4}+\right.$ isolated vertices $\} \cup\left\{G \subseteq K_{n, n}: G\right.$ is a union of pairwise vertex disjoint stars (with centres in the same part) $\}$.
Then $G \in \mathcal{G}_{1}$ does not contain $(3,4)$ : If $G=P_{4}$, then $G$ has only 3 edges. Otherwise, all vertices in one part of $G$ have degree at most 1, i.e. there cannot be $(3,4)$.
For each $e \in\{0, \ldots, n\}$ there exists $G \in \mathcal{G}_{1}(n)$ with $|E(G)|=e$.
2. $\mathcal{G}_{2}=\mathcal{G}_{2}(n)=\left\{G=K_{a, n}-\{e\} \subseteq K_{n, n}: 2 \leq a \leq n-1\right\}$, where $e$ is an arbitrary edge of the $K_{a, n}$.
Then $G \in \mathcal{G}_{2}$ does not contain $(3,4)$ : In any $(3 \times 3)$ induced subgraph of $G$, there is at most one vertex of degree 2 , any other vertex has degree 0 or 3 . Thus, any $(3 \times 3)$ induced subgraph $H$ of $G$ has $|E(H)| \in\{0,2,3,5,6,8,9\}$ edges.
For each $a \in\{2, \ldots, n-1\}$ there is $G \in \mathcal{G}_{2}(n)$ with $|E(G)|=a n-1$.
3. $\mathcal{G}_{3}=\mathcal{G}_{3}(n)=\left\{K_{n, n}-E\left(K_{a, b}\right): a, b \in[n]\right\}$.

For $G \in \mathcal{G}_{3}$ we have $G^{c}=K_{a, b}+$ isolated vertices for some $a, b \in[n]$. This clearly does not contain $(3,5)$, and thus, $G$ does not contain $(3,4)$.
For any integers $a, b$ with $0 \leq a \leq b \leq n$ there is $G \in \mathcal{\mathcal { G } _ { 3 }}(n)$ with $|E(G)|=n^{2}-a b$.
4. $\mathcal{G}_{4}=\mathcal{G}_{4}(n)=\left\{K_{n, n}-E\left(\bigcup_{i} H_{i}\right): H_{i} \in \mathcal{H}_{n}, \bigcup_{i} H_{i} \subseteq K_{n, n}\right\}$, where $\mathcal{H}_{n}=\left\{C_{6}\right\} \cup$ $\left\{H \subseteq K_{n, n}: H\right.$ is a tree with at most 2 vertices in one part $\}$. Note that we can have one tree component in $G^{c}$ with a part of size at least 3 in $U$ and another tree with a part of size at least 3 in $V$.
Then $G \in \mathcal{G}_{4}$ does not contain (3,4): No component of $G^{c}$ contains (3,5), and since any $(3,5)$-graph is connected, $G^{c}$ cannot contain (3,5). In particular, the complement of any $G \in \mathcal{G}_{4}$ is the vertex-disjoint union of $C_{6}$ 's and a forest, so $|E(G)| \geq n^{2}-2 n$.

We also define the following set:

$$
\mathcal{E}(n):=\left\{e: e=|E(G)|, G \in \mathcal{G}_{i}, i=1, \ldots, 4\right\} .
$$

Now we can state our characterisation lemma:
Lemma 7.8. Let $G$ be a bipartite graph with $n$ vertices in each part, $n>7$. Then $G \xrightarrow{\text { bip }}(3,4)$ if and only if $G \in \bigcup_{i=1}^{4} \mathcal{G}_{i}$. In particular, for $n>7$ we have $(n, e) \xrightarrow{\text { bip }}(3,4)$ if and only if $e \notin \mathcal{E}(n)$.

Before we prove this lemma, we need an auxiliary result:
Lemma 7.9. Let $G$ be a $C_{4}$-free $(n \times n)$ bipartite graph. Then either $G \xrightarrow{\text { bip }}(3,5)$ or $G^{c} \in \mathcal{G}_{4}(n)$.

Proof. Let $G=(U \cup ் V, E)$ be a $C_{4}$-free bipartite graph with $|U|=|V|=n$ and assume that $G \stackrel{b i p}{\nrightarrow}(3,5)$. We want to show that each connected component of $G$ is either $C_{6}$ or a tree with at most 2 vertices in one part.

Let $G^{\prime}$ be a connected component of $G$.
Assume that $G^{\prime}$ is a tree. If $G^{\prime}$ has at most 2 vertices in one part, we are done, so assume $G^{\prime}$ has at least 3 vertices in each part. Then there must be a $P_{4}$ in $G^{\prime}$, otherwise $G^{\prime}$ would be a star, a contradiction to $G^{\prime}$ having at least 3 vertices in each part. Then this $P_{4}$ and two vertices adjacent to it, one from each part, induce a (3,5)-graph, a contradiction.

Consider a longest induced cycle in $G^{\prime}$. If it has length at least 8, we find induced $P_{6}$, which is a $(3,5)$-graph, a contradiction. Since $G^{\prime}$ is $C_{4}$-free, it must contain induced $C_{6}$. If $G^{\prime}=C_{6}$, we are done, so there must be a vertex $u^{\prime}$ incident to the $C_{6}=u_{1} v_{1} u_{2} v_{2} u_{3} v_{3}$. Since $G^{\prime}$ is $C_{4}$-free, $u^{\prime}$ is incident to exactly one vertex of $C_{6}$, w.l.o.g. $v_{3}$. But then $\left\{u_{1}, u_{2}, u^{\prime}, v_{1}, v_{2}, v_{3}\right\}$ induces (3, 5), a contradiction.

Now we can prove Lemma 7.8.

Proof of Lemma 7.8. Let $G=(U \dot{U} V, E)$ be a bipartite ( $n, e$ )-graph, and assume that $G \stackrel{b i p}{\leftrightarrow}(3,4)$. We will show that $G \in G_{i}(n)$ for some $i \in[4]$.

Let $u_{1} \in V(G)$ be a vertex with $d\left(u_{1}\right)=\Delta(G)$, w.l.o.g. $u_{1} \in U$.
If $\Delta(G)=1$, then $G$ is a matching and isolated vertices, in particular, $G \in \mathcal{G}_{1}(n)$. Thus, we can assume that $d\left(u_{1}\right)=\Delta(G) \geq 2$.

Assume $N\left(u_{1}\right) \cap N(u)=\emptyset$ for all $u \in U \backslash\left\{u_{1}\right\}$. Assume there is a vertex $v \in V \backslash N\left(u_{1}\right)$ of degree $d(v) \geq 2$. But then we find induced $K_{1,2} \cup K_{2,1}$, which is a (3,4)-graph, a contradiction, see Figure 7.2 for an illustration. Thus, we have $d(v) \in\{0,1\}$ for all $v \in V \backslash N\left(u_{1}\right)$, so $G$ is a vertex-disjoint union of stars with centres in $U$, and in particular, $G \in \mathcal{G}_{1}(n)$

Thus, there exists some $u \in U \backslash\left\{u_{1}\right\}$ such that $N\left(u_{1}\right) \cap N(u) \neq \emptyset$. Let $u_{2}$ be such that $\left|N\left(u_{1}\right) \cap N\left(u_{2}\right)\right|$ is maximal and with maximal degree among all such vertices.


Figure 7.2: $K_{1,2} \cup K_{2,1}$

Assume that $\left|N\left(u_{1}\right) \cap N\left(u_{2}\right)\right|=1$, i.e. there is no vertex in $U$ that shares more than one neighbour with $u_{1}$. Note that since $d\left(u_{1}\right) \geq 2$, we have $\left|N\left(u_{1}\right) \backslash N\left(u_{2}\right)\right| \geq 1$.

- If $\Delta(G)=d\left(u_{1}\right)=2$, there are $v_{1}, v_{2} \in V$ such that $v_{1}, u_{1}, v_{2}, u_{2}$ induce a $P_{4}$. In particular, $d\left(u_{2}\right) \in\{1,2\}$.
- Assume $d\left(u_{2}\right)=1$. If $d(u)=0$ for all $u \in U \backslash\left\{u_{1}, u_{2}\right\}$, then $G$ is $P_{4}$ and isolated vertices, in particular, $G \in \mathcal{G}_{1}(n)$. So let $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $d\left(u_{3}\right)>0$.
Then $u_{3}$ either has (exactly) one neighbour in $\left\{v_{1}, v_{2}\right\}$, w.l.o.g. $v_{2}$, then let $v_{3} \in V \backslash\left\{v_{1}, v_{2}\right\}$, or it has no neighbour in $\left\{v_{1}, v_{2}\right\}$, then let $v_{3} \in N\left(u_{3}\right)$. In either case, there is induced $(3,4)$, see Figure 7.3a for an illustration.
- If $d\left(u_{2}\right)=2$, let $v_{3} \in N\left(u_{2}\right) \backslash N\left(u_{1}\right)$. Then for $n \geq 5$ there is $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}, v_{3}\right\}=\emptyset$ : since $\Delta(G)=2$, the set $\left\{v_{1}, v_{2}, v_{3}\right\}$ has at most 2 more neighbours in $U \backslash\left\{u_{1}, u_{2}\right\}$, i.e. for $n \geq 5$, such a vertex $u_{3}$ exists, so we find $(3,4)$, a contradiction. See Figure 7.3a for an illustration.
- If $\Delta(G)=d\left(u_{1}\right)=3$, we find vertices $v_{1}, v_{2} \in N\left(u_{1}\right) \backslash N\left(u_{2}\right)$ and $v_{3} \in N\left(u_{1}\right) \cap$ $N\left(u_{2}\right)$. Claim: For $n>7$ there is a vertex $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $N\left(u_{3}\right) \cap$ $\left\{v_{1}, v_{2}, v_{3}\right\}=\emptyset$. Since $\Delta(G)=3$, we have $d\left(v_{1}\right)+d\left(v_{2}\right)+d\left(v_{3}\right) \leq 9$, so there are at most 5 vertices in $U \backslash\left\{u_{1}, u_{2}\right\}$ which are incident to $\left\{v_{1}, v_{2}, v_{3}\right\}$. Thus, if $|U| \geq 8, u_{3}$ exists. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,4)$. See Figure 7.3b for an illustration.
- If $\Delta(G)=d\left(u_{1}\right) \geq 4$, i.e. we have $\left|N\left(u_{1}\right) \backslash N\left(u_{2}\right)\right| \geq 3$.

Recall that each vertex $u \in U \backslash\left\{u_{1}\right\}$ has at most 1 neighbour in $N\left(u_{1}\right)$. Let $v_{3} \in N\left(u_{1}\right) \cap N\left(u_{2}\right)$. Assume there is a vertex $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $v_{3} \notin N\left(u_{3}\right)$. Since $\left|N\left(u_{3}\right) \cap N\left(u_{1}\right)\right| \leq 1$, there exist two vertices $v_{1}, v_{2} \in\left(N\left(u_{1}\right) \backslash N\left(u_{2}\right)\right) \backslash N\left(u_{3}\right)$, i.e. $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,4)$, a contradiction. See Figure 7.3 for an illustration.

Thus, we have $v_{3} \in N(u)$ for all $u \in U$, i.e. $d\left(v_{3}\right)=n=d\left(u_{1}\right)$ and have $d(u)=$ $d(v)=1$ for $u, v \in U \cup V \backslash\left\{u_{1}, v_{3}\right\}$, i.e. $e=2 n-1$ and $G^{c}=K_{n-1, n-1}$, i.e. $G \in \mathcal{G}_{3}(n)$.

Thus, we can assume that $\left|N\left(u_{1}\right) \cap N\left(u_{2}\right)\right| \geq 2$. Recall that $d\left(u_{1}\right)=\Delta(G)$ and that


Figure 7.3: $\left|N\left(u_{1}\right) \cap N\left(u_{2}\right)\right|=1$
$u_{2} \in U \backslash\left\{u_{1}\right\}$ is such that $\left|N\left(u_{1}\right) \cap N\left(u_{2}\right)\right|$ is maximal and with maximal degree among all such vertices.

Let $V_{1}=N\left(u_{1}\right), V_{2}=N\left(u_{2}\right), V_{1}^{\prime}=V_{1} \backslash V_{2}$ and $V_{2}^{\prime}=V_{2} \backslash V_{1}$. We split the remaining proof into the following 4 cases:

Case 1: $\exists u \in U \backslash\left\{u_{1}, u_{2}\right\}:\left|\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N(u)\right| \geq 2$ and $\left|\left(V_{1} \cap V_{2}\right) \backslash N(u)\right| \geq 1$,
Case 2: $\exists u \in U \backslash\left\{u_{1}, u_{2}\right\}:\left|\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N(u)\right| \geq 3$,
Case 3: $\exists u \in U \backslash\left\{u_{1}, u_{2}\right\}:\left|\left(V_{1} \cap V_{2}\right) \backslash N(u)\right| \geq 3$,
Case 4: $\forall u \in U \backslash\left\{u_{1}, u_{2}\right\}:\left|\left(V_{1} \cup V_{2}\right) \backslash N(u)\right| \leq 2$.

In particular we will show that Case 1 is impossible, in Case 2 we have $G \in \mathcal{G}_{3}$, in Case 3.1 we have $G \in \mathcal{G}_{2}$, and in Cases 3.2 and 4 we have $G \in \mathcal{G}_{4}$.

Case 1: There is $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $\left|\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N\left(u_{3}\right)\right| \geq 2$ and $\left|\left(V_{1} \cap V_{2}\right) \backslash N\left(u_{3}\right)\right| \geq 1$.
Thenlet $v_{1}, v_{2} \in\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N\left(u_{3}\right)$ and $v_{3} \in\left(V_{1} \cap V_{2}\right) \backslash N\left(u_{3}\right)$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,4)$. See Figure 7.4a for an illustration.


Figure 7.4: Cases 1 and 2

Case 2: There is $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $\left|\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N\left(u_{3}\right)\right| \geq 3$.
Since we are not in Case 1, $\left(V_{1} \cap V_{2}\right) \backslash N\left(u_{3}\right)=\emptyset$. Let $v_{1}, v_{2} \in\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right) \backslash N\left(u_{3}\right)$, $v_{3} \in V_{1} \cap V_{2}$. See Figure 7.4b for an illustration.
Assume there is $v_{4} \in V \backslash\left(V_{1} \cup V_{2}\right)$ with $v_{4} u_{3} \notin E(G)$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces (3,4). Assume there is a vertex $v_{4} \in V_{1}^{\prime} \cup V_{2}^{\prime}$ with $v_{4} u_{3} \in E(G)$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{4}\right\}$ induces $(3,4)$. See Figure 7.5 for an illustration.


Figure 7.5: Case 2 continued

Thus, $N\left(u_{3}\right)=V \backslash\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right)$, i.e. $V=V_{1}^{\prime} \dot{\cup} V_{2}^{\prime} \cup \dot{\cup} N\left(u_{3}\right) \cup \dot{V} V_{1} \cap V_{2}$ and any vertex in $V$ is either in exactly one or in all three neighbourhoods $N\left(u_{1}\right), N\left(u_{2}\right), N\left(u_{3}\right)$.

Let $u_{4} \in U \backslash\left\{u_{1}, u_{2}, u_{3}\right\}$. Assume $u_{4}$ has a non-neighbour $v_{3} \in V_{1} \cap V_{2}$. Since we are not in Case 1, $u_{4}$ has at most 1 non-neighbour in $V_{1}^{\prime} \cup V_{2}^{\prime}$. Recall that $\left|V_{1}^{\prime}\right|+\left|V_{2}^{\prime}\right| \geq 3$, i.e. $\left|N\left(u_{4}\right) \cap\left(V_{1}^{\prime} \cup V_{2}^{\prime}\right)\right| \geq 2$. If $\left|N\left(u_{4}\right) \cap V_{1}^{\prime}\right| \geq 2$ or $\left|N\left(u_{4}\right) \cap V_{2}^{\prime}\right| \geq 2$, w.l.o.g. the former, let $v_{1}, v_{2} \in N\left(u_{4}\right) \cap V_{1}^{\prime}$. Then $\left\{u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,4)$. Thus, we have $\left|N\left(u_{4}\right) \cap V_{1}^{\prime}\right|=\left|N\left(u_{4}\right) \cap V_{2}^{\prime}\right|=1$. Since $\left|V_{1}^{\prime} \cup V_{2}^{\prime}\right| \geq 3$, w.l.o.g. there is $v_{1} \in V_{1}^{\prime}$ with $v_{1} u_{4} \notin E(G)$. Let $v_{2} \in N\left(u_{4}\right) \cap V_{2}^{\prime}$. Then $\left\{u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces (3, 4). See Figure 7.6


$\left|N\left(u_{4}\right) \cap V_{1}^{\prime}\right|=\left|N\left(u_{4}\right) \cap V_{2}^{\prime}\right|=1$

Figure 7.6: Case 2 continued
Thus, $V_{1} \cap V_{2} \subseteq N(u)$ for all $u \in U$, and thus, since $V_{1} \cap V_{2} \neq \emptyset$, we have $n=\Delta(G)=$ $d\left(u_{1}\right)$. In particular, we have $V=\left(V_{1} \cap V_{2}\right) \cup V_{1}^{\prime}$, and $G=K_{n, n}-E\left(K_{n-1,\left|V_{1}^{\prime}\right|}\right)$, i.e $G \in \mathcal{G}_{3}(n)$.

Case 3: There is $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$ with $\left|\left(V_{1} \cap V_{2}\right) \backslash N\left(u_{3}\right)\right| \geq 3$.
Since we are not in Case 1, $u_{3}$ is incident to all vertices in $V_{1}^{\prime} \cup V_{2}^{\prime}$.
We partition $V$ into four sets $V=V_{1}^{\prime} \dot{\cup} V_{2}^{\prime} \dot{\cup}\left(V_{1} \cap V_{2}\right) \dot{\cup} V^{\prime}$. Note that $v^{\prime} u_{3} \in E(G)$ for all $v^{\prime} \in V^{\prime}$ : assume not. Then there exists $v^{\prime} \in V^{\prime}$ with $v u_{i} \notin E(G)$ for $i=1,2,3$, and since $u_{3}$ has two non-neighbours $v_{1}, v_{2} \in V_{1} \cap V_{2},\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v^{\prime}\right\}$ induces $(3,4)$.
Claim 0: $\left|V^{\prime}\right| \leq 1$.
Assume there exist $v^{\prime}, v^{\prime \prime} \in V^{\prime}$. Then $u_{3} v^{\prime}, u_{3} v^{\prime \prime} \in E(G)$, i.e. $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v^{\prime}, v^{\prime \prime}\right\}$ induces (3,4) (with $v_{1} \in\left(V_{1} \cap V_{2}\right) \backslash N\left(u_{3}\right)$ ), a contradiction.

Consider the bipartite complement $G^{c}$ of $G$. We will find a ( 3,5 )-graph in $G^{c}$ which corresponds to a $(3,4)$-graph in $G$.

Case 3.1: There is a $C_{4} u_{3} v_{3} u_{4} v_{4} u_{3}$ in $G^{c}$ with $u_{3}, u_{4} \in U \backslash\left\{u_{1}, u_{2}\right\}$ and $v_{3}, v_{4} \in$ $V_{1} \cap V_{2}$.
Claim 1: $\left|V^{\prime}\right|=\emptyset$.
Assume there is $v^{\prime} \in V^{\prime}$. If $u_{3} v^{\prime} \in E\left(G^{c}\right)$ (or $u_{4} v^{\prime}$ ), then $\left\{u_{1}, u_{2}, u_{3}, v^{\prime}, v_{3}, v_{4}\right\}$ induces $(3,5)$ in $G^{c}$. If both $u_{3} v^{\prime}, u_{4} v^{\prime} \notin E\left(G^{c}\right)$, then $\left\{u_{1}, u_{3}, u_{4}, v^{\prime}, u_{3}, u_{4}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.
Claim 2: $\left|V_{1}^{\prime} \cup V_{2}^{\prime}\right| \leq 1$. We have $v u_{3}, v u_{4} \in E\left(G^{c}\right)$ for $v \in V_{1}^{\prime} \cup V_{2}^{\prime}$.
Let $v_{1} \in V_{1}^{\prime} \cup V_{2}^{\prime}$ (w.l.o.g. $v_{1} \in V_{1}^{\prime}$ ). Then $v_{1}$ is incident to at least one of $\left\{u_{3}, u_{4}\right\}$ in $G^{c}$ (else $\left\{u_{2}, u_{3}, u_{4}, v_{1}, v_{3}, v_{4}\right\}$ induces $K_{2} \cup C_{4}$, a $(3,5)$-graph, a contradiction), not incident to only one of $\left\{u_{3}, u_{4}\right\}$ (else $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{3}, v_{4}\right\}$ induces $C_{4}$ with a pendant edge, a $(3,5)$-graph, a contradiction). Thus, $v_{1}$ is incident to both $\left\{u_{3}, u_{4}\right\}$. Assume there is a second vertex $v_{2} \in V_{1}^{\prime} \cup$ $V_{2}^{\prime}$. Then by the same argument it is also incident to both $\left\{u_{2}, u_{3}\right\}$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.
Thus, we have $\left|V_{1} \cap V_{2}\right| \geq n-1$ and $0=d_{G^{c}}\left(u_{1}\right) \leq d_{G^{c}}\left(u_{2}\right) \leq 1$, i.e. $0=\left|V_{2}^{\prime}\right| \leq\left|V_{1}^{\prime}\right| \leq 1$.
Claim 3: $N\left(u_{3}\right)=N\left(u_{4}\right)$.
Assume not. Then w.l.o.g. there is $v_{5} \in V=\left(V_{1} \cap V_{2}\right) \cup V_{1}^{\prime}$, such that $u_{3} v_{5} \in E\left(G^{c}\right)$ and $u_{4} v_{5} \notin E\left(G^{c}\right)$. Then $\left\{u_{1}, u_{3}, u_{4}, v_{3}, v_{4}, v_{5}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.
Let $u_{5} \in U \backslash\left\{u_{1}, u_{2}, u_{3}, u_{4}\right\}$.
Claim 4: If $\left|N_{G^{c}}\left(u_{5}\right) \cap N_{G^{c}}\left(u_{3}\right)\right| \geq 2$, then $N\left(u_{3}\right)=N\left(u_{5}\right)$ :
Assume not, i.e. w.l.o.g. we have $v, v^{\prime}, v^{\prime \prime} \in N_{G^{c}}\left(u_{3}\right)$ such that $u_{5} v, u_{5} v^{\prime} \in$ $E\left(G^{c}\right)$ and $u_{5} v^{\prime \prime} \notin E\left(G^{c}\right)$. Then $\left\{u_{1}, u_{3}, u_{5}, v, v^{\prime}, v^{\prime \prime}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.
If $\left|N_{G^{c}}\left(u_{5}\right) \cap N_{G^{c}}\left(u_{3}\right)\right| \geq 2$, by Claim 4 we have $N\left(u_{3}\right)=N\left(u_{5}\right)$.
If $N_{G^{c}}\left(u_{5}\right) \cap N_{G^{c}}\left(u_{3}\right)=\emptyset$, then $d_{G^{c}}\left(u_{5}\right)=0$ :
Otherwise there exists $v_{5} \in N\left(u_{5}\right) \backslash N\left(u_{3}\right)$, i.e. $\left\{u_{3}, u_{4}, u_{5}, v_{3}, v_{4}, v_{5}\right\}$ induces $K_{2} \cup C_{4}$, i.e. $(3,5)$ in $G^{c}$, a contradiction.
If $\left|N\left(u_{5}\right) \cap N\left(u_{3}\right)\right|=1$, (and hence $\left|N\left(u_{3}\right) \backslash N\left(u_{5}\right)\right| \geq 1$ ), then $V \backslash N\left(u_{3}\right) \subseteq$ $N\left(u_{5}\right)$ :
Otherwise there is $v_{5} \in V \backslash\left(N\left(u_{3}\right) \cup N\left(u_{5}\right)\right)$ and thus, $\left\{u_{3}, u_{4}, u_{5}, v_{3}, v_{4}, v_{5}\right\}$ induces $(3,5)$ in $G^{c}$ (where w.l.o.g. $u_{5} v_{3} \in E\left(G^{c}\right)$ and $u_{5} v_{4} \notin E\left(G^{c}\right)$ ).
Note that we must have $d_{G^{c}}\left(u_{5}\right) \leq 2$, since otherwise there are two vertices $v_{5}, v_{6} \in N\left(u_{5}\right) \backslash N\left(u_{3}\right)$, i.e. $\left\{u_{3}, u_{4}, u_{5}, v_{3}, v_{5}, v_{6}\right\}$ induces $(3,5)$. Thus, we have $\left|N\left(u_{3}\right)\right| \geq|V|-1$. Now assume $d\left(u_{5}\right)=2$. Then since $n \geq 4$, we have $\left|N\left(u_{3}\right)\right| \geq 3$, and thus, there exist $v_{1}, v_{2} \in N\left(u_{3}\right) \backslash N\left(u_{5}\right)$ and $v_{3} \in$ $N\left(u_{5}\right) \backslash N\left(u_{3}\right)$, i.e. $\left\{u_{3}, u_{4}, u_{5}, v_{1}, v_{2}, v_{3}\right\}$ induces $C_{4} \cup K_{2}$, i.e. $(3,5)$. Thus, if
$\left|N\left(u_{5}\right) \cap N\left(u_{3}\right)\right|=1$ for some $u_{5} \in U \backslash\left\{u_{1}, u_{2}, u_{3}, u_{4}\right\}$, then $N\left(u_{3}\right)=V$.
Assume there is a second vertex $u_{6} \in U \backslash\left\{u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right\}$ with $\mid N\left(u_{6}\right) \cap$ $N\left(u_{3}\right) \mid=1$. Then we find a $(3,5)$ with $\left\{u_{3}, u_{5}, u_{6}\right\}$, the neighbour(s) of $u_{5}, u_{6}$ and an arbitrary other vertex in $V=N\left(u_{3}\right)$. Thus, there exists at most one vertex with this property.
In conclusion, if no vertex in $U$ has degree 1 in $N_{G^{c}}\left(u_{3}\right)$, for all vertices $u \in U$ we have $N_{G^{c}}(u) \in\left\{\emptyset, N\left(u_{3}\right)\right\}$. Thus, $G^{c}=K_{a, n}$ for some $a \geq 2$ is a complete bipartite graph, i.e $G \in \mathcal{G}_{3}(n)$. Otherwise, there is exactly one vertex in $U$ with degree 1 in $N_{G^{c}}\left(u_{3}\right)$ we have that $G^{c}=K_{a, n}$ with a pendant edge, i.e. $G=K_{b, n}-\{e\}$ for some $a$ with $2 \leq a \leq n-1$, so $G \in \mathcal{G}_{2}(n)$.
Case 3.2: There is no $C_{4}$ in $G^{c}\left[U \backslash\left\{u_{1}, u_{2}\right\}, V_{1} \cap V_{2}\right]$.
We will show that then there is no $C_{4}$ in $G^{c}$.
There cannot be a $C_{4}$ in $G^{c}$ containing both $u_{1}$ and $u_{2}$, since $u_{1}$ and $u_{2}$ share at most one neighbour (By Claim $0,\left|V^{\prime}\right| \leq 1$ ).
Assume there is a $C_{4}=u_{3} v_{1} u_{4} v_{2}$ in $G^{c}$ with $u_{3}, u_{4} \in U \backslash\left\{u_{1}, u_{2}\right\}$.
Assume $v_{2} \in V_{1} \cap V_{2}$. Then we must have $v_{1} \in V^{\prime} \cup V_{1}^{\prime} \cup V_{2}^{\prime}$. Note that then no vertex $v_{3} \in V_{1} \cap V_{2} \backslash\left\{v_{2}\right\}$ is incident to both $u_{3}, u_{4}$, since otherwise $\left\{u_{3}, u_{4}, v_{2}, v_{3}\right\}$ is a $C_{4}$, a contradiction.
If $v_{1} \in V^{\prime}$, let $v_{3} \in\left(V_{1} \cap V_{2}\right) \backslash\left\{v_{2}\right\}$. If $v_{3}$ is incident to none of $u_{3}, u_{4}$, then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction. Thus, $v_{3}$ is incident to exactly one of $u_{3}, u_{4}$, say $v_{3} u_{3} \in E\left(G^{c}\right)$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.
If $v_{1} \in V_{1}^{\prime} \cup V_{2}^{\prime}$, w.l.o.g. $v_{1} \in V_{1}^{\prime}$ : If there is $v_{3} \in V_{1} \cap V_{2}$ incident to none of $u_{2}, u_{3}$, then $\left\{u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces (3,5). Otherwise, there is $v_{3} \in V_{1} \cap V_{2}$ incident to exactly one of $\left\{u_{3}, u_{4}\right\}$, say $u_{3} v_{3} \in E\left(G^{c}\right)$, then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$ in $G^{c}$, a contradiction.

So assume $v_{1}, v_{2} \in V_{1}^{\prime} \cup V_{2}^{\prime} \cup V^{\prime}$, and there is no $v \in V_{1} \cap V_{2}$ which is incident to both $u_{3}$ and $u_{4}$. If there is $v_{3} \in V_{1} \cap V_{2}$ incident to none of $u_{3}, u_{4}$, then w.l.o.g. $u_{1}$ has exactly one neighbour in $v_{1}, v_{2}$, so $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$. Otherwise all $v \in V_{1} \cap V_{2}$ are incident to exactly one of $u_{3}, u_{4}$, pick $v_{3}, v_{4} \in V_{1} \cap V_{2}$. Then w.l.o.g. $u_{1}$ is incident to $v_{1}$, so $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces ( 3,5 ), a contradiction.
Thus, if there is a $C_{4}$ in $G^{c}$, it contains exactly one of $u_{1}, u_{2}$, so it consists w.l.o.g. of $u_{1}, u_{3} \in U$ and $v_{1}, v_{2} \in V_{2}^{\prime} \cup V^{\prime}$.

Assume that $v_{1} \in V^{\prime}$ and $v_{2} \in V_{2}^{\prime}$. Then $u_{3}$ is incident to every vertex in $V_{1} \cap V_{2}$ in $G^{c}$ (otherwise there is $v_{3} \in V_{1} \cap V_{2} \backslash N_{G^{c}}\left(u_{3}\right)$, i.e. $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces (3,5)in $G^{c}$ ). Since $\left|V_{1} \cap V_{2}\right| \geq 2$, there are $v_{3}, v_{4} \in V_{1} \cap V_{2}$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces $(3,5)$.

Thus, both $v_{1}, v_{2} \in V_{2}^{\prime}$. Then $N_{G^{c}}\left(u_{3}\right) \cap\left(V_{1} \cap V_{2}\right)=\emptyset$ : otherwise there exists $v_{3} \in N_{G^{c}}\left(u_{3}\right) \cap\left(V_{1} \cap V_{2}\right)$, i.e. $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces (3,5).
Let $u_{4} \in U \backslash\left\{u_{1}, u_{2}, u_{3}\right\}$. Then $u_{4}$ has at most 1 neighbour in $\left\{v_{1}, v_{2}\right\}$ (else we have a $C_{4}$ on $\left\{u_{3}, u_{4}, v_{1}, v_{2}\right\}$, a contradiction). Assume $u_{4}$ has exactly one neighbour in $\left\{v_{1}, v_{2}\right\}$, say $v_{1}$. If it has a non-neighbour $v_{3}$ in $V_{1} \cap V_{2}$, then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,5)$, i.e. $v_{3}$ is incident to all vertices in $V_{1} \cap V_{2}$. Let $v_{3}, v_{4} \in V_{1} \cap V_{2}$. Then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{3}, v_{4}\right\}$ induces (3,5). So assume $u_{4}$ has no neighbour in $\left\{v_{1}, v_{2}\right\}$. If it has at least one neighbour in $v_{3} \in V_{1} \cap V_{2}$, then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces (3,5) in $G^{c}$. Thus, no vertex $u \in U$ has any neighbours in $V_{1} \cap V_{2}$, so $\delta\left(G^{c}\right)=0$. This is a contradiction to $\delta\left(G^{c}\right)=d\left(u_{1}\right) \geq 2$.
Thus, there is no $C_{4}$ in $G^{c}$, so by Lemma 7.9, we have $G \in \mathcal{G}_{4}(n)$.
Case 4: For all $u \in U \backslash\left\{u_{1}, u_{2}\right\}$ we have $\left|\left(V_{1} \cup V_{2}\right) \backslash N(u)\right| \leq 2$.
That means in particular, that $d\left(u_{1}\right) \geq d(u) \geq d\left(u_{1}\right)-2$ for all $u \in U$.
Thus, there are at least $d\left(u_{1}\right) n-2(n-1)$ edges between $U$ and $V_{1}$, i.e. the maximum degree in $V_{1}$ is at least $n-\frac{2(n-1)}{d\left(u_{1}\right)}$. Since $d\left(u_{1}\right)=\Delta(G)$, we must have $n-\frac{2(n-1)}{d\left(u_{1}\right)} \leq$ $d\left(u_{1}\right)$, i.e.

$$
d\left(u_{1}\right)^{2}-n d\left(u_{1}\right) \geq-2 n+2 \quad \Leftrightarrow \quad\left(d\left(u_{1}\right)-\frac{n}{2}\right)^{2} \geq\left(\frac{n}{2}\right)^{2}-2 n+2=\left(\frac{n}{2}-2\right)^{2}-2
$$

and in particular, we either have

$$
d\left(u_{1}\right) \geq \frac{n}{2}+\sqrt{((n / 2)-2)^{2}-2}>\frac{n}{2}+\sqrt{((n / 2)-3)^{2}}=n-3(\text { for } n>7)
$$

or

$$
d\left(u_{1}\right) \leq \frac{n}{2}-\sqrt{((n / 2)-2)^{2}-2}<\frac{n}{2}-\frac{n}{2}+3=3 .
$$

In the second case, we have $\Delta(G)=d\left(u_{1}\right)=2$, and $u_{1}, u_{2}, v_{1}, v_{2}$ induce a $C_{4}$ disjoint from the remaining graph. Since $\left|U \backslash\left\{u_{1}, u_{2}\right\}\right| \geq 3$, there must be $u_{3} \in$ $U \backslash\left\{u_{1}, u_{2}\right\}$ and $v_{3} \in V \backslash\left\{v_{1}, v_{2}\right\}$ with $u v \notin E(G)$. But then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces $(3,4)$, a contradiction. Thus, we have $d\left(u_{1}\right) \in\{n-2, n-1, n\}$.

Case 4.1: $d\left(u_{1}\right)=n$.
Then $G$ has at least $n+(n-1)(n-2)=n^{2}-2 n+2$ edges. In particular we have $0=d_{G^{c}}\left(u_{1}\right) \leq d_{G^{c}}\left(u_{2}\right) \leq d_{G^{c}}(u) \leq 2$. Assume there is a $C_{4} u_{3} v_{3} u_{4} v_{4}$ in $G^{c}$. Then any vertex $u \in U$ has $N(u) \in\left\{\emptyset,\left\{v_{3}, v_{4}\right\}\right\}$, since otherwise there is $(3,5)$, i.e. $G^{c}=K_{2, a}$ for some $a \in[n-1]$, i.e. $G \in \mathcal{G}_{3}(n)$.
If there is no $C_{4}$ in $G^{c}$, by Lemma 7.9 we have $G \in \mathcal{G}_{4}(n)$.

Case 4.2: $d\left(u_{1}\right)=n-1$.
We consider the complement $G^{c}$. Then $d\left(u_{1}\right)=1$ and $d(u) \in\{1,2,3\}$ for $u \in U$. Assume there is a $C_{4}=u_{2} v_{2} u_{3} v_{3}$ in $G^{c}$.
If $N\left(u_{1}\right) \cap\left\{v_{2}, v_{3}\right\} \neq \emptyset$, then $\left\{u_{1}, u_{2}, u_{3}, v_{2}, v_{3}\right\}$ and any vertex in $V \backslash\left(N\left(u_{2}\right) \cup\right.$ $N\left(u_{3}\right)$ ) (which exists, since $|V| \geq 5$ ) induce $C_{4}$ with a pendant edge, i.e. a $(3,5)$-graph, a contradiction.
If $\left(N\left(u_{2}\right) \cup N\left(u_{3}\right)\right) \cap N\left(u_{1}\right)=\emptyset$, then $\left\{u_{1}, u_{2}, u_{3}, v_{2}, v_{3}\right\} \cup N\left(u_{1}\right)$ induces $K_{2} \cup C_{4}$, i.e. a (3,5)-graph, a contradiction.
Let $v_{1}$ be the neighbour of $u_{1}$. Then w.l.o.g. $u_{2} v_{1} \in E$ and $u_{3} v_{1} \notin E$.
Now let $u_{4} \in U \backslash\left\{u_{1}, u_{2}, u_{3}\right\}$.
If $u_{4}$ has no neighbour in $\left\{v_{1}, v_{2}, v_{3}\right\}$, then $\left\{u_{2}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induced $C_{4}$ and a pendant edge, i.e. a (3,5)-graph, a contradiction.
So $u_{4}$ has at least one neighbour in $\left\{v_{1}, v_{2}, v_{3}\right\}$. Note that since $d_{G^{c}}(u) \leq 3$ for all $u \in U$ and $n>7$, there must exist a vertex $v_{4} \in V \backslash\left(\underset{i \in\{1,2,3,4\}}{\bigcup} N\left(u_{i}\right)\right)$
Assume $u_{4}$ has exactly one neighbour in $\left\{v_{1}, v_{2}, v_{3}\right\}$. If $u_{4} v_{1} \in E\left(G^{c}\right)$, then $\left\{u_{1}, u_{2}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces (3, 5), and if w.l.o.g. $u_{4} v_{2} \in E\left(G^{c}\right)$, then $\left\{u_{2}, u_{3}, u_{4}, v_{2}, v_{3}, v_{4}\right\}$ induces (3, 5), a contradiction.

Thus, $u_{4}$ has at least 2 neighbours in $\left\{v_{1}, v_{2}, v_{3}\right\}$.
If $\left\{v_{1}, v_{2}\right\} \subseteq N\left(u_{4}\right)$, then $\left\{u_{1}, u_{2}, u_{4}, v_{1}, v_{2}, v_{4}\right\}$ induces (3,5). If $\left\{v_{1}, v_{3}\right\} \subseteq$ $N\left(u_{4}\right)$, then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces $(3,5)$. So $N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}, v_{3}\right\}=$ $\left\{v_{2}, v_{3}\right\}$. Then $\left\{u_{1}, u_{3}, u_{4}, v_{1}, v_{2}, v_{3}\right\}$ induces $K_{2} \cup C_{4}, \mathrm{a}(3,5)$-graph. Thus, in either case we have a contradiction.

Thus, $G^{c}$ does not contain $C_{4}$, so by Lemma 7.9 we have $G \in \mathcal{G}_{4}(n)$.
Case 4.3: $d\left(u_{1}\right)=n-2$.
Consider the bipartite complement $G^{c}$. Let $v_{1}, v_{2}$ be the neighbours of $u_{1}$ in $G^{c}$. Note that in $G^{c}$ every vertex in $U$ has degree $\in\{2,3,4\}$, while in $V$ every vertex has degree $\geq 2$. Then since $\delta\left(G^{c}\right)=2$, both $v_{1}$ and $v_{2}$ have at least one more neighbour. Assume $v_{1}, v_{2}$ have a common neighbour, say $u_{2} \in U \backslash\left\{u_{1}\right\}$, choose $u_{2}$ of maximum degree with that property.

- $d_{G^{c}}\left(u_{2}\right)=2:$ Let $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$.

Assume $N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}\right\}=\emptyset$. Since $d\left(u_{3}\right) \geq 2$, there exists $v_{3} \in N\left(u_{3}\right)$, i.e. $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces (3,5). Assume $\left|N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}\right\}\right|=1$, say $v_{2} \in N\left(u_{3}\right)$. Then there exists $v_{3} \in V \backslash\left\{v_{1}, v_{2}\right\}$ with $u_{3} v_{3} \notin E\left(G^{c}\right)$, since $d\left(u_{3}\right) \leq 4$ and $\left.|V| \geq 6\right)$, so $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{4}\right\}$ induces $(3,5)$. Thus, $\left\{v_{1}, v_{2}\right\} \subseteq N(u)$ for all $u \in U$ and $d\left(u_{2}\right) \geq d(u)$, so we have $N(u)=\left\{v_{1}, v_{2}\right\}$ for all $u \in U$, and hence $d(v)=0$ for all $v \in V \backslash\left\{v_{1}, v_{2}\right\}$, a contradiction to $\delta\left(G^{c}\right) \geq 2$.

- $\underline{d_{G^{c}}\left(u_{2}\right)=3:}$ Let $N\left(u_{2}\right)=\left\{v_{1}, v_{2}, v_{3}\right\}$. Assume there exists $u_{3} \in U \backslash$ $\left\{u_{1}, u_{2}\right\}$ with $v_{3} \in N\left(u_{3}\right)$.
If $\left|N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}\right\}\right|=0$, then let $v_{4} \in N\left(u_{3}\right) \backslash\left\{v_{3}\right\}$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{4}\right\}$ induces (3, 5). If $\left|N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}\right\}\right| \geq 1$, w.l.o.g. $v_{2} \in N\left(u_{3}\right)$, then let $v_{4} \in$ $V \backslash\left(N\left(u_{2}\right) \cup N\left(u_{3}\right)\right)$, which exists for $n \geq 6$. Then $\left\{u_{1}, u_{2}, u_{3}, v_{2}, v_{3}, v_{4}\right\}$ induces $(3,5)$.
Thus, for all vertices $u \in U \backslash\left\{u_{2}\right\}$ we have $u v_{3} \notin E\left(G^{c}\right)$, i.e. $d_{G^{c}}\left(v_{3}\right)=1$, a contradiction to $\delta\left(G^{c}\right) \geq 2$.
- $d_{G^{c}}\left(u_{2}\right)=4$ : Let $N\left(u_{2}\right)=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ and let $u_{3} \in U \backslash\left\{u_{1}, u_{2}\right\}$. If $\left|N\left(u_{3}\right) \cap N\left(u_{2}\right)\right| \leq 1$, w.l.o.g. $v_{2}, v_{3} \notin N\left(u_{3}\right)$. If $v_{1} \in N\left(u_{3}\right)$, then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces (3, 5), otherwise $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{3}\right\}$ induces (3, 5). If $\left|N\left(u_{3}\right) \cap N\left(u_{2}\right)\right| \geq 3$, w.l.o.g. we have $v_{2} u_{3}, v_{3} u_{3} \in E\left(G^{c}\right)$, so for $v_{4} \in V \backslash\left(N\left(u_{3}\right) \cup N\left(u_{2}\right)\right)$, the set $\left\{u_{1}, u_{2}, u_{3}, v_{2}, v_{3}, v_{4}\right\}$ induces $(3,5)$.
Thus, we have $\left|N\left(u_{3}\right) \cap N\left(u_{2}\right)\right|=2$. If $N\left(u_{3}\right) \cap N\left(u_{2}\right)=\left\{v_{1}, v_{2}\right\}$, then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces (3,5). If $\left|N\left(u_{3}\right) \cap\left\{v_{1}, v_{2}\right\}\right|=1=\mid N\left(u_{3}\right) \cap$ $\left\{v_{3}, v_{4}\right\}$, say $\left\{v_{1}, v_{4}\right\} \in N\left(u_{3}\right)$, then let $v_{5} \in V \backslash\left(N\left(u_{3}\right) \cup N\left(u_{2}\right)\right)$, so $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{2}, v_{5}\right\}$ induces $(3,5)$.
Thus, all vertices $u \in U \backslash\left\{u_{1}, u_{2}\right\}$ satisfy $N(u) \cap N\left(u_{2}\right)=\left\{v_{3}, v_{4}\right\}$. But then for $u_{3}, u_{4} \in U \backslash\left\{u_{1}, u_{2}\right\}$, the set $\left\{u_{1}, v_{1}, u_{3}, u_{4}, v_{3}, v_{4}\right\}$ induces $(3,5)$. Thus, there is no vertex $u \in U \backslash\left\{u_{1}\right\}$ with $\left\{v_{1}, v_{2}\right\} \in N(u)$. Pick vertices $u_{2}, u_{3} \in U$ with $v_{1} u_{2}, v_{2} u_{3} \in E\left(G^{c}\right)$.
Assume there is a $C_{4}$ in $G^{c}$ with vertex set $C=\left\{u_{2}, u_{3}, v_{3}, v_{4}\right\}$. Then $u_{1} \notin C$ and $\left|\left\{v_{1}, v_{2}\right\} \cap\left\{v_{3}, v_{4}\right\}\right| \leq 1$. If $\left\{v_{1}, v_{2}\right\} \cap\left\{v_{3}, v_{4}\right\}=\emptyset$, then $\left\{u_{1}, u_{2}, u_{3}, v_{1}, v_{3}, v_{4}\right\}$ induces (3,5). If $\left\{v_{1}, v_{2}\right\} \cap\left\{v_{3}, v_{4}\right\} \neq \emptyset$, say $v_{2}=$ $v_{3}$, then let $v_{5} \in V \backslash\left\{N\left(u_{1}\right) \cup N\left(u_{2}\right) \cup N\left(u_{3}\right)\right\}(\neq \emptyset$ for $n \geq 8)$, then $\left\{u_{1}, u_{2}, u_{3}, v_{3}, v_{4}, v_{5}\right\}$ induces (3,5). Thus, $G^{c}$ is $C_{4}$-free, so we can apply Lemma 7.9, and in particular, $G \in \mathcal{G}_{4}(n)$.


### 7.5 Density observations in the bipartite setting

Consider the class of $(n \times n)$ bipartite graphs which are the vertex-disjoint union of bicliques and isolated vertices, i.e. $\mathcal{M}_{n}=\left\{\bigcup K_{a_{i}, b_{i}}: a_{i}, b_{i} \in[n], \sum a_{i} \leq n, \sum b_{i} \leq n\right\}$. Then the set of sizes of graphs in $\mathcal{M}_{n}$ is given by

$$
T(n)=\left\{|E(G)|: G \in \mathcal{M}_{n}\right\}=\left\{\sum a_{i} b_{i}: a_{i}, b_{i} \in[n], \sum a_{i} \leq n, \sum b_{i} \leq n\right\} .
$$

Lemma 7.10. For any $c \in[0,1)$, there exists an $n \geq n_{0}$ such that $T(n) \geq c n^{2}$.

Proof. We will show that for any $e$ with $0 \leq e \leq c n^{2}$ there exists a graph in $\mathcal{M}_{n}$ with exactly $e$ edges.

Let $e \leq c n^{2}$ and let $x$ be an integer such that $x^{2} \leq e<(x+1)^{2}$.
We want to realise the pair $(n, e)$ as a union $K \cup K^{\prime} \cup K_{1, \ell}$ and isolated vertices, with $K \in\left\{K_{x, x}, K_{x,(x+1)}\right\}$ and $K^{\prime}=K_{y, y}$ for some suitable $y \leq\lfloor\sqrt{x}\rfloor$ and $\ell \leq 2 y+1$.

If $e<x(x+1)$, let $K=K_{x, x}$. Otherwise, let $K=K_{x, x+1}$. Then $e-|E(K)| \leq x$, so we need to show that for any $f$ with $0 \leq f \leq x$ we can find a graph in $\mathcal{M}_{n-x-1}$ with exactly $f$ edges. Fix some $f$ with $0 \leq f \leq x$.

Let $y=\lfloor\sqrt{f}\rfloor$, let $K^{\prime}=K_{y, y}$ and let $\ell:=e-E(K)-E\left(K^{\prime}\right)=f-y^{2}$. Recall that $\{y\}$ denotes the fractional part of $y$. Thus, we have

$$
\ell=f-(\sqrt{f}-\{\sqrt{f}\})^{2}=2 \sqrt{f} \underbrace{\{\sqrt{f}\}}_{\in(0,1)}-\underbrace{\{\sqrt{f}\}}_{\in(0,1)}{ }^{2}<2 \sqrt{f} \leq 2 \sqrt{x} .
$$

Thus, if we can show that $2 \sqrt{x} \leq n-x-1-y$, we can realise the remaining $\ell \leq 2 \sqrt{x}$ edges as $K_{1, \ell}$. Equivalently, we need to show that $n \geq x+2 \sqrt{x}+y+1$. We have

$$
x+2 \sqrt{x}+y+1 \leq x+3 \sqrt{x}+1 \leq e^{\frac{1}{2}}+3 e^{\frac{1}{4}}+1 \leq c^{\frac{1}{2}} n+3 c^{\frac{1}{4}} \sqrt{n}+1 .
$$

Note that depending on $c$, there exists $n_{0}$ such that $c^{\frac{1}{2}} n+3 c^{\frac{1}{4}} \sqrt{n}+1 \leq n$ for all $n \geq n_{0}$.
Thus, for $n \geq n_{0}$, we can realise all pairs ( $n, e$ ) with $0 \leq e \leq c n^{2}$ as $K \cup K^{\prime} \cup K_{1, \ell} \in \mathcal{M}_{n}$ with $K, K^{\prime}, \ell$ defined as above.

Lemma 7.11. If for some bipartite pair $(m, f)$ we have $G \stackrel{\text { bip }}{\nrightarrow}(m, f)$ for all $G \in \mathcal{M}_{n}$, then $\sigma_{\text {bip }}(m, f)=0$.

Proof. Assume we have $G \stackrel{\text { bip }}{\nrightarrow}(m, f)$ for all $G \in \mathcal{M}_{n}$. Then by the definition of the bipartite forcing density, we obtain for all $c \in[0,1)$ :

$$
\begin{aligned}
\sigma_{b i p}(m, f) & =\limsup _{n \rightarrow \infty} \frac{|\{e:(n, e) \xrightarrow{\text { bip }}(m, f)\}|}{n^{2}}=\limsup _{n \rightarrow \infty} \frac{n^{2}-|\{e:(n, e) \xrightarrow{\text { bip }}(m, f)\}|}{n^{2}} \\
& \leq 1-\limsup _{n \rightarrow \infty} \frac{\left|\mathcal{M}_{n}\right|}{n^{2}}=1-\limsup _{n \rightarrow \infty} \frac{T(n)}{n^{2}} \leq 1-c,
\end{aligned}
$$

where the last inequality follows from Lemma 7.10. Thus, we obtain $\sigma_{b i p}(m, f)=0$.
Observation 7.12. Any bipartite pair $(m, f)$ which cannot be realised as $H$ with $H \in \mathcal{M}_{m}$ satisfies $\sigma_{b i p}(m, f)=0$.

Proof. Any induced subgraph of a component of a graph in $\mathcal{M}_{n}$ is a biclique. Thus, any induced $(m, f)$-subgraph $H$ of a graph in $\mathcal{M}_{n}$ is the vertex-disjoint union of bicliques and isolated vertices, and thus, $H \in \mathcal{M}_{m}$.

Lemma 7.13. There are infinitely many bipartite pairs $(m, f)$ which satisfy $\sigma_{\text {bip }}(m, f)=0$. In particular, for any $m \geq 4$ and $f$ with $(m-1)^{2}+1<f<m(m-1)$ we have $\sigma_{\text {bip }}(m, f)=0$.

Proof. Let $m \geq 4$ and $f$ with $(m-1)^{2}+1<f<m(m-1)$. Note that for $m \geq 4$, $\left[(m-1)^{2}+2, m(m-1)-1\right] \neq \emptyset$. Let $H$ be a bipartite $(m, f)$ graph.

Assume $H$ is disconnected and has two components $H^{\prime}$ and $H^{\prime \prime}$, both containing at least one edge. But then $f \leq\left|E\left(H^{\prime}\right)\right|+\left|E\left(H^{\prime \prime}\right)\right| \leq\left|E\left(K_{m-1, m-1}\right)\right|+\left|E\left(K_{2}\right)\right|=$ $(m-1)^{2}+1$, a contradiction. Thus, $H$ is either connected or $H=H^{\prime}+\{v\}$ and $H^{\prime}$ is connected.

Now assume $H$ is connected. Then it cannot be a complete bipartite graph, since $f<m^{2}=E\left(\left|K_{m, m}\right|\right)$. So assume $H=H^{\prime} \cup\{v\}$. Then $H^{\prime}$ is not complete bipartite since $f \leq m(m-1)=\left|K_{m, m-1}\right|$.

Thus, $H \notin \mathcal{M}_{m}$, and thus, by Observation 7.12, $\sigma_{b i p}(m, f)=0$.
Lemma 7.14. For any $m \geq 2$ and $f$ with $m(m-1)<f<m^{2}$ we have $\sigma_{b i p}(m, f)=0$.

Proof. Let $m \geq 2$ and $f$ with $m(m-1)<f<m^{2}$. Note that for $m \geq 2,[m(m-1)+$ $\left.1, m^{2}-1\right] \neq \emptyset$. Let $H$ be a bipartite $(m, f)$ graph.

Assume that $H$ is disconnected. Then $|E(H)| \leq\left|E\left(K_{m, m-1}\right)\right|=m(m-1)$, a contradiction. So $H$ is connected, and $H$ is also not complete bipartite, since $E(H)<$ $m^{2}=\left|E\left(K_{m, m}\right)\right|$.

Thus, $H \notin \mathcal{M}_{m}$, and thus, by Observation 7.12, $\sigma_{b i p}(m, f)=0$.

This shows that there are infinitely many pairs which have forcing density 0 . On the other hand, we can show, using the results from the previous sections, that there also exist pairs with positive forcing density:

Lemma 7.15. Let $m \in \mathbb{N}$. We have $\sigma_{\text {bip }}(m, a m)=1$, for any $a \in[m]$.

Proof. By Proposition 7.2, we have $(n, e) \xrightarrow{\text { bip }}(m, a m)$ for any $n$ sufficiently large and $e \in\left[n^{2-\frac{1}{q}}, n^{2}-n^{2-\frac{1}{q}}\right]$ for some $q$ depending only on $m$. Thus, by definition of the
bipartite forcing density, we obtain

$$
\begin{aligned}
\sigma_{b i p}(m, a m) & =\limsup _{n \rightarrow \infty} \frac{\mid\{e:(n, e) \xrightarrow{b i p}(m, a m)\}}{n^{2}} \geq \limsup _{n \rightarrow \infty} \frac{n^{2}-2 n^{2-\frac{1}{q}}}{n^{2}} \\
& =1-\limsup _{n \rightarrow \infty} \frac{2}{n^{\frac{1}{q}}}=1 .
\end{aligned}
$$

In the previous section, we have characterised the bipartite graphs that bipartite arrow (3,4). Note that $4 \neq 3 \cdot a$ for any $a \in[3]$, so we cannot apply Lemma 7.15 to ( 3,4 ), so the following lemma shows that not all pairs of bipartite forcing density 0 are of the form ( $m, a m$ ).

Lemma 7.16. We have $\sigma_{b i p}(3,4)=1$.

Proof. By Lemma 7.8 we know that $G \xrightarrow{\text { bip }}(3,4)$ if and only if $G \notin \bigcup_{i=1}^{4} \mathcal{G}_{i}(n)$, for the families $\mathcal{G}_{i}(n)$ given in Section 7.4. Let $E_{i}(n)=\left\{|E(G)|: G \in \mathcal{G}_{i}(n)\right\}$. In particular we have

1. Any graph in $\mathcal{G}_{1}(n)$ is a vertex-disjoint union of stars, i.e. a graph with at most $n$ edges. In particular, $\left|E_{1}(n)\right| \in O(n)$.
2. Any graph in $\mathcal{G}_{2}(n)$ is of the form $K_{a, n} \backslash\{e\}$. Since there are at most $n$ choices for $a$, we obtain $\left|E_{2}(n)\right| \in O(n)$.
3. Any graph in $\mathcal{G}_{3}(n)$ is $K_{n, n}-E\left(K_{a, b}\right)$ for some $0 \leq a, b \leq n$. Thus, $\left|E_{3}(n)\right|=$ $\{a b: 0 \leq a, b \leq n\}$. This set was considered by Erdős [54], who proved that $\left|E_{3}(n)\right| \in o\left(n^{2}\right)$. For the correct asymptotics of the cardinality of this set see also Ford [67,68].
4. There at most $2 n$ edges in the complement of any graph in $\mathcal{G}_{4}(n)$, and thus, $\left|E_{4}(n)\right| \in O(n)$.

By the definition of the forcing density, we obtain

$$
\begin{aligned}
\sigma_{\text {bip }}(3,4) & =\limsup _{n \rightarrow \infty} \frac{\mid\{e:(n, e) \xrightarrow{\text { bip }}(3,4)\}}{n^{2}}=\limsup _{n \rightarrow \infty} \frac{n^{2}-\left|\bigcup_{i=1}^{4} E_{i}(n)\right|}{n^{2}} \\
& \geq 1-\limsup _{n \rightarrow \infty} \frac{1}{n^{2}}\left(\sum_{i=1}^{4}\left|E_{i}(n)\right|\right) \geq 1-\limsup _{n \rightarrow \infty} \frac{o\left(n^{2}\right)}{n^{2}}=1 .
\end{aligned}
$$

Now Proposition 7.3 follows immediately from Lemma 7.14, Lemma 7.15 and Lemma 7.16.

### 7.6 Concluding remarks

We have shown that there exist infinitely many bipartite pairs with forcing density 0 , but we were not able to extend our results on absolutely avoidable pairs to the bipartite setting. This leaves the following open problem:

Open Problem 7.17. Are there any absolutely avoidable pairs $(m, f)$ in the bipartite setting?

Clearly good candidates for absolutely avoidable pairs are those for which we already know that the bipartite forcing density is 0 . Lemma 7.11 and Observation 7.12 tells us, that we might want to look at pairs which are not realisable as the vertex disjoint union of bicliques and isolated vertices, i.e not as graphs in $\mathcal{M}_{m}$. Pairs ( $m, f$ ) with $m(m-1)<f<m^{2}$ are not absolutely bipartite avoidable, since $\left(n, n^{2}-\left(m^{2}-f\right)\right) \xrightarrow{\text { bip }}$ $(m, f)$, but it might be interesting to look at the pairs identified in Lemma 7.14.

While finding infinitely many pairs $(m, a m)$ and the additional pair $(3,4)$ with bipartite forcing density 1 , we also did not find any pair of non-trivial density, i.e. not 0 or 1 . This leaves the second open question for this chapter:

Open Problem 7.18. Are there any bipartite pairs $(m, f)$ with $\sigma_{\text {bip }}(m, f) \in(0,1)$ ?

## Chapter 8 Order-size pairs in hypergraphs: absolute avoidABILITY AND FORCING DENSITIES

### 8.1 Introduction

This chapter is concerned with order-size pairs in $r$-graphs with $r \geq 3$. We will look at questions about avoidability and forcing densities.

Recall that in Chapter 6 we investigated the existence of so-called absolutely avoidable pairs $(m, f)$ for which we not only have $\sigma_{2}(m, f)=0$, but the stronger property $\{e:(n, e) \rightarrow(m, f)\}=\emptyset$ for all sufficiently large $n$. We showed that for $r=2$ there are infinitely many absolutely avoidable pairs and amongst others constructed an infinite family of absolutely avoidable pairs of the form $\left(m,\binom{m}{2} / 2\right)$ and showed that for any sufficiently large $m$, there exists an $f$ such that $(m, f)$ is absolutely avoidable. Here, we extend this result to higher uniformities:

Theorem 8.1. Let $r \geq 3$. Then there exists $m_{0}$ such that that for any $m \geq m_{0}$ either ( $\left.m,\left\lfloor\binom{ m}{r} / 2\right\rfloor\right)$ or $\left(m,\left\lfloor\binom{ m}{r} / 2\right\rfloor-m-1\right)$ is absolutely $r$-avoidable.

Recall that the forcing density of a pair $(m, f)$ is defined as

$$
\sigma_{r}(m, f)=\limsup _{n \rightarrow \infty} \frac{\left|\left\{e:(n, e) \rightarrow_{r}(m, f)\right\}\right|}{\binom{n}{r}}
$$

Erdős, Füredi, Rothschild and Sós [56] claimed for $r=2$ that "almost all pairs" have forcing density $\sigma_{2}(m, f)=0$. Here we prove the following for higher uniformities:

Proposition 8.2. For $r, m \in \mathbb{N}, r, m \geq 3$, all but $O\left(m^{\frac{r}{r-1}}\right)$ of all possible $\binom{m}{r}$ pairs $(m, f)$ satisfy $\sigma_{r}(m, f)=0$.

As seen in Theorem 0.4 , for $r=2$ there exist pairs with $\sigma_{2}(m, f)=1$. This changes for $r \geq 3$, as seen in Proposition 8.4 below, for which we need some additional definitions and notation. Recall that $T_{r}(n, l)$ denotes the complete $l$-partite $r$-graph on $n$ vertices and part sizes $n_{1}, \ldots, n_{l} \in\left\{\left\lfloor\frac{n}{l}\right\rfloor,\left\lceil\frac{n}{l}\right\rceil\right\}$. Note that for $l<r, T_{r}(l, n)$ is empty, and for $r=2$ this is just the Turán graph. The number of edges in $T_{r}(n, l)$ is denoted by $t_{r}(n, l)$ and for $l \geq r$ we have

$$
t_{r}(n, l)=\sum_{S \in\binom{[l]}{r}} \prod_{i \in S} n_{i}=\frac{(l)_{r}}{l^{r}}\binom{n}{r}+o\left(n^{r}\right)
$$

where $(l)_{r}=\prod_{i=0}^{r-1}(l-i)=l(l-1) \cdots(l-r+1)$. Note that for $r \geq 2, \frac{(l)_{r}}{l^{r}}=\frac{(l-1)_{r}}{(l-1)^{r}}(1-$ $\left.\frac{1}{l}\right)^{r} \frac{l}{l-r}$, and by Bernoulli's inequality we have $\left(1-\frac{1}{l}\right)^{r}>1-\frac{r}{l}$, i.e. $\frac{(l)_{r}}{l}>\frac{(l-1)_{r}}{(l-1)^{r}}$, so $\frac{(l)_{r}}{l^{r}}$ is strictly increasing in $l$, and $\lim _{l \rightarrow \infty} \frac{(l)_{r}}{l^{r}}=1$. Also note that we have $\frac{(r)_{r}}{r^{r}}=\frac{r!}{r^{r}} \leq \frac{1}{r}$.

Let $l_{m, r}$ be the largest $l \in \mathbb{N}$ for which $t_{r}(m, l)<\frac{1}{2}\binom{m}{r}$. Note that this is well-defined by the previous observation, in particular, $l_{m, r} \geq r$ and $l_{m, r}$ is increasing in $m$. In particular, for fixed $r$ there exists some $m_{0}$ such that $l_{m, r}=l_{m_{0}, r}$ for all $m \geq m_{0}$. One can verify that the following holds for $r=3$ :

Observation 8.3. We have $l_{m, 3}= \begin{cases}3, & 4 \leq m \leq 11, \\ 4, & 12 \leq m \leq 72, \\ 5, & m \geq 73 .\end{cases}$
Proposition 8.4. Let $m>r \geq 3,0 \leq f \leq\binom{ m}{r}$. Then $\sigma_{r}(m, f)<1$.
In particular, we can give the following upper bounds on $\sigma_{r}$ for any $l \in \mathbb{N}$ satisfying $l \leq l_{m, r}$ :
(a) We have $\sigma_{r}(m, f) \leq 1-\frac{(l)_{r}}{l^{r}}$.
(b) If $t_{r}(m, l)<f<\binom{m}{r}-t_{r}(m, l)$ for some $l$, then $\sigma_{r}(m, f)<1-2 \frac{(l)_{r}}{l^{r}}$.

Note that He, Ma and Zhao [88] mentioned in their conclusion without proof, that for pairs $(m, f)$ with $m>r \geq 3,0 \leq f \leq\binom{ m}{r}$, the bound $\sigma_{r}(m, f) \leq 1-\frac{r!}{r^{r}}$ holds.

This chapter is organised as follows. In Section 8.2 of this chapter we will build on one of the proof ideas used in [16] for 2-graphs, and extend these methods to higher uniformities in order to prove Theorem 8.1. In Section 8.3 we will make some observations on the forcing density $\sigma_{r}$ and prove Proposition 8.2 and Proposition 8.4.

### 8.2 EXistence of absolutely avoidable pairs

We will call an $r$-graph $G m$-sparse if every subset of $m$ vertices in $G$ induces at most $m$ edges. We call an $r$-graph with at most $m$ edges an $\leq m$-edge ("at most m-edge") $r$-graph.

In order to prove results in the 2-uniform case, the following fact is used in [16,56]: Let $m>0$ be given. Then for any $v$ large enough there exists a graph of girth at least $m$ on $v$ vertices with $v^{1+\frac{1}{2 m}}$ edges. For a probabilistic proof of this fact see for example Bollobás [26] and for an explicit construction see Lazebnik et al. [102].

Our first lemma is inspired by this: A 2-graph of girth $\geq m$ is an ( $m-1$ )-sparse graph. The proof of the lemma follows a standard probabilistic argument:

Lemma 8.5. Let $m>0, r \geq 2$ be given. Then for any $n$ large enough there exists an $n$-vertex $r$-graph with $\Omega\left(n^{r-1+\frac{1}{m+1}}\right)$ edges which is $m$-sparse.

Proof. Let $c_{m, f, r}=\left(\frac{m}{e}\right)^{\frac{m}{f}} \frac{r!f}{m^{r} e 2^{1 / f}}$. Consider a random $r$-graph $G \in G_{r}(n, p)$, for $p<$ $c_{m, r, f} n^{-m / f}$. Then the probability that some $m$-subset contains at least $f$ edges is less than

$$
\binom{n}{m}\binom{\binom{m}{r}}{f} p^{f} \leq\left(\frac{n e}{m}\right)^{m}\left(\frac{m^{r} e p}{r!f}\right)^{f}<\frac{1}{2}
$$

Now let $X$ be the number of edges in $G$. Using the the standard bound $\binom{n}{r} \geq\left(\frac{n}{r}\right)^{r}$, we have

$$
\mathbb{E}[X]=\binom{n}{r} p \geq c_{m, f, r} \frac{n^{r-m / f}}{r^{r}}
$$

Using Chernoff's bound for $\operatorname{Bin}(n, p)$ distributed random variables ( [90], see Lemma 2.9), we obtain that for $\delta \in(0,1)$ the probability that $G$ has fewer than a $(1-\delta)$-fraction of the expected number of edges is

$$
\mathbb{P}(X \leq(1-\delta) \mathbb{E}(X)) \leq \exp \left(-\frac{\delta^{2}}{2} \mathbb{E}[X]\right) \leq \exp \left(-c_{m, f, r} \frac{\delta^{2} n^{r-\frac{m}{f}}}{2 r^{r}}\right)<\frac{1}{2}
$$

where the last inequality holds for $\frac{m}{f} \leq r$ and $n$ sufficiently large. Together with ( $\star$ ) that gives there exists an $r$-graph on $n$ vertices with at least $(1-\delta)\binom{n}{r} p$ edges in which each $m$-element subset spans at most $f-1$ edges.

Note that, by choosing $f=m+1$, we obtain the existence of an $r$-graph with $c_{r, f, m}^{\prime} n^{r-1+\frac{1}{m+1}}$ hyperedges and no $m$-subset which spans more than $m$ hyperedges, i.e. an $m$-sparse graph.

The next two lemmata show that for many possible order-size pairs $(n, e)$ we can find an $r$-graph which realises this pair and has a "nice", i.e. easy to analyse, structure. We will use them repeatedly throughout this chapter.

Lemma 8.6. Let $m, r \in \mathbb{N}, m, r \geq 2$, and $c$ be a constant, $0 \leq c<1$. Then for $n \in \mathbb{N}$ sufficiently large and any $e \in\left[c\binom{n}{r}\right]$, there exists a non-negative integer $k$ and an r-graph on $n$ vertices and e edges which is the vertex-disjoint union of a $K_{k}^{(r)}$ and an m-sparse $r$-graph on $n-k$ vertices.

Proof. Let $m, r>0$ be given and let $n$ be a given sufficiently large integer. Let $e \in\left[c\binom{n}{r}\right]$. Let $k$ be the non-negative integer such that $\binom{k}{r} \leq e \leq\binom{ k+1}{r}-1$. Note that since $e \leq c\binom{n}{r}$, $\binom{k}{r} \leq c\binom{n}{r}$, and thus, $k \leq \sqrt[r]{c} n+1 \leq c^{\prime} n$, where $c^{\prime}$ is a constant with $c^{\prime}<1$. We claim
that the pair $(n, e)$ could be represented as the vertex-disjoint union of a $K_{k}^{(r)}$ and an $m$-sparse $r$-graph.

Let $G^{\prime}$ be a $m$-sparse graph on $n-k$ vertices with exactly $e-\binom{k}{r}$ edges. Lemma 9.13 guarantees the existence of such a graph, since

$$
e-\binom{k}{r}<\binom{k+1}{r}-\binom{k}{r}=\binom{k}{r-1}^{k \leq c^{\prime} n} \leq(n-k)^{r-1+\frac{1}{m+1}} .
$$

Now let $G$ be the vertex-disjoint union of $K_{k}^{(r)}$ and $G$.
Lemma 8.7. Let $m, r \in \mathbb{N}, m, r \geq 2$, and $c$ be a constant, $0<c \leq 1$. Then for $n \in \mathbb{N}$ sufficiently large and any integer e with $\binom{n}{r} \leq e \leq\binom{ n}{r}$, there exists a non-negative integer $k \leq n$ and an $r$-graph on $k$ vertices and e edges which is the complement of an $m$-sparse $r$-graph.

Proof. Note that adding isolated vertices to the complement of an $m$-sparse graph results in the complement of the vertex-disjoint union of a clique and an $m$-sparse graph. Thus, the statement immediately follows from Lemma 8.6 by taking complements.

Lemma 8.8. If for some integers $m, r, f$ with $m \geq r \geq 2$ and $0 \leq f \leq\binom{ m}{r}$ neither ( $m, f$ ) nor $\left(m,\binom{m}{r}-f\right)$ can be realised as an $r$-graph which is the vertex-disjoint union of a complete $r$-graph and an $\leq m$-edge $r$-graph, then the pair $(m, f)$ is absolutely avoidable.

Proof. Assume we can realise neither $(m, f)$ nor $\left(m,\binom{m}{r}-f\right)$ as the vertex-disjoint union of a complete $r$-graph and an $\leq m$-edge $r$-graph.

By the previous lemma, for $n$ sufficiently large and any $e \leq\left\lceil\binom{ n}{r} / 2\right\rceil$, there exists an $r$-graph $G$ with $e$ hyperedges which is the vertex-disjoint union of a clique and an $r$ graph which is $m$-sparse. In particular, for every $e \in\left\{0,1, \ldots,\binom{n}{r}\right\}$, there is an $r$-graph $G$ on $n$ vertices with $e$ edges, such that either $G$ or its complement is the vertex-disjoint union of a clique and an $m$-sparse $r$-graph.

If $G$ is the union of a clique and an $m$-sparse $r$-graph, then clearly $G \not \not_{r}(m, f)$, since $(m, f)$ cannot be realised as the union of a clique and an $\leq m$-edge $r$-graph.

If $\bar{G}$ is the union of a clique and an $m$-sparse $r$-graph, then any induced $r$-graph on $m$ vertices is the complement of the vertex-disjoint union of a clique and an $\leq m$-edge $r$-graph. Since $\left(m,\binom{m}{r}-f\right)$ cannot be realised as the union of a clique and an $\leq m$-edge $r$-graph, the pair $(m, f)=\left(m,\binom{m}{r}-\left(\binom{m}{r}-f\right)\right)$ cannot be realised by a graph whose complement is the union of a clique and an $\leq m$-edge $r$-graph. Thus, $G \not \nrightarrow r_{r}(m, f)$.

In the 2-uniform case we used a slightly stronger statement (i.e. no $m$-subset spans more than $m-1$ edges), to find absolutely avoidable pairs. For $r>2$, it suffices to find pairs $(m, f)$, which cannot be realised as the vertex-disjoint union of a clique $K_{x}^{(r)}$ and an $\leq m$-edge $r$-graph.

Good candidates for such pairs $(m, f)$ are again, as in the 2-uniform case, pairs which look roughly like $\left(m,\binom{m}{r} / 2+o(1)\right)$.

We will use the following lemmata several times:
Lemma 8.9. Let $r \geq 2, m, f$ be integers with $m \geq r, 0 \leq f \leq\binom{ m}{r}$. If for some $k \in \mathbb{N}$, $\binom{k}{r}+m<f<\binom{k+1}{r}$, then the pair $(m, f)$ cannot be realised as an $r$-graph which is the vertex disjoint union of a clique and an $\leq m$-edge r-graph.

Proof. Assume $(m, f)$ is realised as $K_{l}^{(r)}+H$, where $l \geq 0$ and $H$ is an $\leq m$-edge $r$-graph. Then from the lower bound on $f$, we have that $l>k$, and from the upper bound on $f$, we see that $l<k+1$. Thus, no such $l$ exists.

Lemma 8.10. Let $r \geq 2, m, f$ be integers with $m \geq r, 0 \leq f \leq\binom{ m}{r}$. If for some $k \in \mathbb{N}$, $\binom{k-1}{r}<f<\binom{k}{r}-m$, then the pair $(m, f)$ cannot be realised as an $r$-graph which is the union of the complement of an $\leq m$-edge hypergraph and some isolated vertices.

Proof. Assume $(m, f)$ is realised as $K_{l}^{(r)}-H$, where $l \geq 0$ and $H$ is an $\leq m$-edge $r$-graph, and some isolated vertices. Then from the upper bound on $f$, we have that $l<k$, and from the lower bound on $f$, we see that $l>k-1$. Thus, no such $l$ exists.

Proof of Theorem 8.1. Let $r \geq 3, m \geq m_{0}$ and let $f_{0}=\left\lfloor\binom{ m}{r} / 2\right\rfloor$.
Using Lemma 8.8, we need to show that either $\left(m, f_{0}\right)$ or both $\left(m, f_{0}-(m+1)\right)$ and $\left(m,\binom{m}{r}-f_{0}+(m+1)\right)$ are not realisable as the vertex-disjoint union of a clique and an $\leq m$-edge $r$-graph. To this end we will show that the condition of Lemma 8.9 is satisfied.
Let $x$ be an integer such that $\binom{x}{r} \leq\left\lfloor\binom{ m}{r} / 2\right\rfloor<\binom{x+1}{r}$. By standard bounds we observe the following:

$$
\frac{1}{2}\left(\frac{m}{r}\right)^{r} \leq\left\lfloor\frac{1}{2}\binom{m}{r}\right\rfloor<\binom{x+1}{r}<\left(\frac{(x+1) e}{r}\right)^{r}
$$

and thus,

$$
x+1>\frac{1}{2^{1 / r} e} m
$$

Thus, by choosing $m_{0}$ sufficiently large, we have for $m \geq m_{0}$ that $x-1>\frac{m}{4}$, since for $r \geq 3 \sqrt[r]{2} e \geq \sqrt[3]{2} e>4$, and

$$
\begin{equation*}
\binom{x-1}{r-1} \geq\left(\frac{x-1}{r-1}\right)^{r-1} \geq\left(\frac{m}{4(r-1)}\right)^{r-1}>2 m+2 \tag{*}
\end{equation*}
$$

Let $f_{-}=\left\lfloor\binom{ m}{r} / 2\right\rfloor-(m+1)$ and $f_{+}=\left\lceil\binom{ m}{r} / 2\right\rceil+(m+1)$.
Case 1: $\binom{x}{r}+m<f_{0}$. Then by Lemma 8.9, $\left(m, f_{0}\right)$ cannot be realised by $K_{k}^{(r)}+H$, where $k \in \mathbb{N}$ and $H$ has at most $m$ edges. If $\left\lceil\binom{ m}{r} / 2\right\rceil<\binom{x+1}{r}$, then again by Lemma 8.9, ( $m,\binom{m}{r}-f_{0}$ ) cannot be realised as the disjoint union of a clique and an $\leq m$-edge $r$ graph, i.e. by Lemma $8.8,\left(m, f_{0}\right)$ is absolutely avoidable.
Otherwise, we have $\left\lceil\binom{ m}{r} / 2\right\rceil=\binom{x+1}{r}=\left\lfloor\binom{ m}{r} / 2\right\rfloor+1$. We clearly have $f_{-}<\binom{x+1}{r}$ and $f_{+}>\binom{x+1}{r}+m$, so it remains to show that $f_{-}>\binom{x}{r}+m$ and $f_{+}<\binom{x+2}{r}$. Indeed, we have

$$
f_{-}-\binom{x}{r}=\binom{x+1}{r}-m-1-\binom{x}{r}=\binom{x}{r-1}-(m+1) \stackrel{(*)}{>} 2 m+1-m-1=m
$$

i.e. $f_{-}>\binom{x}{r}+m$, and also

$$
f_{+}=\binom{x+1}{r}+m+1<\binom{x+1}{r}+2 m+1 \stackrel{(*)}{<}\binom{x+1}{r}+\binom{x-1}{r-1}<\binom{x+2}{r},
$$

and thus, $f_{+}<\binom{x+2}{r}$.
Case 2: $\binom{x}{r} \leq\left\lfloor\binom{ m}{r} / 2\right\rfloor \leq\binom{ x}{r}+m$.
It remains to check that neither ( $m, f_{-}$) nor ( $m, f_{+}$) can be realised as the vertexdisjoint union of a clique and an $\leq m$-edge $r$-graph. On the one hand we have $f_{-} \leq$ $\binom{x}{r}+m-(m+1)<\binom{x}{r}$. Thus, in order to use Lemma 8.9, it remains to verify that we also have $f_{-}>\binom{x-1}{r}+m$. Indeed, we have

$$
\begin{aligned}
f_{-}-\binom{x-1}{r} & \geq\binom{ x}{r}-(m+1)-\left(\binom{x}{r}-\binom{x-1}{r-1}\right)=\binom{x-1}{r-1}-(m+1) \\
& \stackrel{(x)}{>} 2 m+1-m-1=m
\end{aligned}
$$

for $m \geq m_{0}$, i.e. we have $\binom{x-1}{r}+m<f_{-}<\binom{x}{r}$, so by Lemma $8.9,\left(m, f_{-}\right)$cannot be realised as the vertex-disjoint union of a clique and an $\leq m$-edge $r$-graph.

On the other hand, we clearly have $f_{+}>\binom{x}{r}+m$, and also,

$$
f_{+} \leq\binom{ x}{r}+m+1+(m+1) \stackrel{(*)}{<}\binom{x}{r}+\binom{x-1}{r-1}<\binom{x}{r}+\binom{x}{r-1}=\binom{x+1}{r},
$$

so by Lemma $8.9,\left(m, f_{+}\right)$cannot be realised as $K_{k}^{(r)}+H$, where $k \in \mathbb{N}$ and $H$ is an $\leq m$-edge $r$-graph.

Thus, by Lemma 8.8 the pair $\left(m, f_{-}\right)$is absolutely avoidable.

### 8.3 DENSITY OBSERVATIONS

Let $r \geq 3, m, f \leq\binom{ m}{r}$. Recall from the Introduction to Part II that the forcing density is defined as

$$
\sigma_{r}(m, f)=\limsup _{n \rightarrow \infty} \frac{|\{e:(n, e) \rightarrow(m, f)\}|}{\binom{n}{r}}
$$

It immediately follows that $\sigma_{r}(m, f)=\sigma_{r}\left(m,\binom{m}{r}-f\right)$ by considering complementary pairs. Recall that for a family of $r$-graphs $\mathcal{G}, \operatorname{ex}_{r}(n, \mathcal{G})$ denotes the extremal number, and for an $r$-graph $H, \pi_{r}(H)$ denotes the Turán density.

Note that for $f=0, \sigma_{r}$ can be expressed in terms of the Turán density, i.e. $\sigma_{r}(m, 0)=$ $\sigma_{r}\left(m,\binom{m}{r}\right)=1-\pi_{r}\left(K_{m}^{(r)}\right)$, where the currently best known general bounds on the Turán density are

$$
1-\left(\frac{r-1}{m-1}\right)^{r-1} \leq \pi\left(K_{m}^{r}\right) \leq 1-\binom{m-1}{r-1}^{-1}
$$

due to Sidorenko [118] and de Caen [51]. Also note that $\sigma_{r}(r, 1)=\sigma_{r}(r, 0)=1$. Thus, the only non-trivial cases are $m>r$, which are dealt with in Proposition 8.2 and Proposition 8.4.

Before we prove Proposition 8.2, we show the following auxiliary lemma:
Lemma 8.11. Let $m, r, f \in \mathbb{N}$ with $m \geq r \geq 3$ and $0 \leq f \leq\binom{ m}{r}$.
(a) If $(m, f)$ cannot be realised as the disjoint union of a clique and an $\leq m$-edge $r$-graph, then $\sigma_{r}(m, f)=0$. In particular, if there is no $x \in[m]$, such that $0 \leq f-\binom{x}{r}<m$, then $\sigma_{r}(m, f)=0$.
(b) If $(m, f)$ cannot be realised as the complement of an $\leq m$-edge $r$-graph and some isolated vertices, then $\sigma_{r}(m, f)=0$. In particular, if there is no $x \in[m]$, such that $0 \leq\binom{ x}{r}-f<$ $m$, then $\sigma_{r}(m, f)=0$.
(c) If $\sigma_{r}(m, f)>0$, then there exist $x, \bar{x} \in[m]$ such that $0 \leq f-\binom{x}{r}<m$ and $0 \leq\left(\binom{m}{r}-f\right)-\binom{\bar{x}}{r}<m$.
(d) If for some $l \in \mathbb{N}$ we have $\binom{l}{r-1}>2 m$, then for $f>\binom{l}{r}$ and $f \neq\binom{ x}{r}$ for $x \in[m]$ we have $\sigma_{r}(m, f)=0$.

Proof. (a) By Lemma 8.6, for any $0<c^{\prime}<1, n$ sufficiently large, and $e \in \mathcal{E}_{n}:=\left[c^{\prime}\binom{n}{r}\right]$ there exists an $r$-graph $G$ on $n$ vertices with $e$ edges which is the vertex-disjoint union of a clique and an $m$-sparse $r$-graph.
Note that any induced subgraph on $m$ vertices of $G$ is the union of a clique and an $r$-graph with at most $m$ edges. Thus, by definition of $\sigma_{r}$, if a pair $(m, f)$ cannot be realised by a clique and an $\leq m$-edge $r$-graph, we have

$$
\sigma_{r}(m, f)=\limsup _{n \rightarrow \infty} \frac{|\{e:(n, e) \rightarrow(m, f)\}|}{\binom{n}{r}} \leq \limsup _{n \rightarrow \infty} \frac{\left|\binom{[n]}{r}-\mathcal{E}_{n}\right|}{\binom{n}{r}}=1-c^{\prime}
$$

Since this holds for any $c^{\prime} \in(0,1), \sigma_{r}(m, f)=0$.
If there is no $x \in[m]$, such that $0 \leq f-\binom{x}{r} \leq\binom{ m}{r}$, then the pair $(m, f)$ cannot be realised as the union of a clique and an $\leq m$-edge $r$-graph. Thus, in this case we have $\sigma_{r}(m, f)=0$.
(b) By Lemma 8.7, for any $0<c^{\prime}<1, n$ sufficiently large, and $\left.e \in \mathcal{\mathcal { E } _ { n }}:=\left[\begin{array}{l}n \\ r\end{array}\right)\right]-\left[c^{\prime}\binom{n}{r}\right]$ there exists an $r$-graph $G$ on $n$ vertices with $e$ edges which is the complement of an $m$-sparse $r$-graph and some isolated vertices.
Note that any induced subgraph on $m$ vertices of $G$ is the union of a clique with at most $m$ edges removed and an empty graph. Thus, by definition of $\sigma_{r}$, if a pair ( $m, f$ ) cannot be realised as the complement of an $\leq m$-edge $r$-graph and some isolated vertices, we have

$$
\sigma_{r}(m, f)=\limsup _{n \rightarrow \infty} \frac{|\{e:(n, e) \rightarrow(m, f)\}|}{\binom{n}{r}} \leq \limsup _{n \rightarrow \infty} \frac{\left|\binom{[n]}{r}-\mathcal{E}_{n}\right|}{\binom{n}{r}}=c^{\prime} .
$$

Since this holds for all $c^{\prime} \in(0,1)$, we have $\sigma_{r}(m, f)=0$.
The "in particular" part follows similarly as in part (a).
(c) The first part is the contrapositive of the "in particular" statement in part (a). The second statement follows trivially using $\sigma_{r}(m, f)=\sigma_{r}\left(m,\binom{m}{r}-f\right)$.
(d) Let $f>\binom{l}{r}, f \neq\binom{ x}{r}$ for $x \in[m]$, and let $t$ be the unique integer satisfying $\binom{t}{r}<$ $f<\binom{t+1}{r}$. Since $\binom{l}{r-1}>2 m$, it implies that $\binom{t+1}{r}-\binom{t}{r}=\binom{t}{r-1} \geq\binom{ l}{r-1}>2 m$. Thus, we either have $f>\binom{t}{r}+m$ or $\binom{t+1}{r}-m>f$. In particular, by part (a) or (b), we have $\sigma_{r}(m, f)=0$.

Note: The results by Axenovich, Balogh, Clemen and the author in [10] imply that the condition $f>\binom{l}{r}$ might not be needed. It is shown there for $r=3$.

Proof of Proposition 8.2. Let $m$ be fixed and $f \leq\binom{ m}{r}$; write $f$ uniquely as $f=\binom{l}{r}+l^{\prime}$,
where $l \in[m]$ and $0 \leq l^{\prime}<\binom{l}{r-1}$. By Lemma 8.11(d) it follows that we have $\sigma_{r}(m, f)=0$ if $\binom{l}{r}>2 m$ and $l^{\prime}>0$. In particular, any pair $(m, f)$ with $\sigma_{r}(m, f)>0$ must satisfy either $l^{\prime}=0$ or $\binom{l}{r} \leq 2 m$. In the first case, there are exactly $m+1$ possible choices for $f$ (i.e. $f=\binom{x}{r}$ for some $x \in\{0, \ldots, m\}$ ). In the second case, we obtain that $\left(\frac{l}{r}\right)^{r-1} \leq\binom{ l}{r-1} \leq 2 m$, i.e. $l \leq(2 m)^{1 / r-1} r$, i.e. $f \leq\binom{ l}{r} \leq\left(\frac{e l}{r}\right)^{r} \leq e^{r}(2 m)^{r / r-1}$. Thus, at $\operatorname{most}(m+1)+e^{r}(2 m)^{r / r-1} \in O\left(m^{\frac{r}{r-1}}\right)$ of all possible pairs $(m, f)$ satisfy $\sigma_{r}(m, f)>0$. Note that for $r \geq 3$, we have $m^{\frac{r}{r-1}} \in o\left(\binom{m}{r}\right)$.

Proof of Proposition 8.4. Note that $t_{r}(n, l)$ is the maximum number of edges an $l$-partite $r$-graph can have.
Let $m>r \geq 2,0 \leq f \leq\binom{ m}{r}$.
Let $l \in \mathbb{N}$, such that $t_{r}(m, l)<\frac{1}{2}\binom{m}{r}$. Note that for $r \geq 3$, such an $l$ always exists, since we have $t_{r}(m, r)<\frac{1}{2}\binom{m}{r}$, so we can always choose $l=r$.
Thus, in particular, we are in one of two cases: Either we have $f \geq \frac{1}{2}\binom{m}{r}>t_{r}(m, l)$, or we have $f \leq \frac{1}{2}\binom{m}{r}$, i.e. $f-\binom{m}{r} \geq \frac{1}{2}\binom{m}{r}>t_{r}(m, l)$.
Case 1: $f>t_{r}(m, l)$. Then any $r$-graph that realises the pair $(m, f)$ is not $l$-partite. If $e \leq t_{r}(n, l)$, we have $(n, e) \nrightarrow(m, f)$, since taking any subgraph of $T_{r}(n, l)$ with $e$ edges yields an l-partite $(n, e)$-graph, which cannot contain any $(m, f)$-graph. In particular, this implies that

$$
\sigma_{r}(m, f) \leq \lim _{n \rightarrow \infty} \frac{\binom{n}{r}-t_{r}(n, l)}{\binom{n}{r}}<1
$$

Case 2: $\binom{m}{r}-f>t_{r}(m, l)$. Then any graph that realises $\left(m,\binom{m}{r}-f\right)$ is not $l$-partite. Then any $r$-graph $G$ with $G \rightarrow_{r}\left(m,\binom{m}{r}-f\right)$ cannot be $l$-partite, i.e. $|E(G)|>t_{r}(n, l)$. Thus, for each $e \leq t_{r}(n, l),(n, e) \not \nrightarrow r_{r}\left(m,\binom{m}{r}-f\right)$, and thus, by using complementation, for each $e \geq\binom{ n}{r}-t_{r}(n, l),(n, e) \not \nrightarrow r_{r}(m, f)$. In particular, we have

$$
\sigma_{r}(m, f) \leq \lim _{n \rightarrow \infty} \frac{\binom{n}{r}-t_{r}(n, l)}{\binom{n}{r}}<1
$$

Thus, in either case we have

$$
\sigma_{r}(m, f) \leq 1-\limsup _{n \rightarrow \infty} \frac{t_{r}(n, l)}{\binom{n}{r}}=1-\frac{(l)_{r}}{l^{r}}<1
$$

This proves part (a).
To obtain part (b), assume that for some $l \in \mathbb{N}$ we have $t_{r}(m, l)<f<\binom{m}{r}-t_{r}(m, l)$. Then by Cases 1 and 2, we see that $(n, e) \rightarrow_{r}(m, f)$ requires $t_{r}(n, l)<e<\binom{n}{r}-t_{r}(n, l)$.

Thus, we obtain that

$$
\sigma_{r}(m, f) \leq 1-2 \limsup _{n \rightarrow \infty} \frac{t_{r}(n, l)}{\binom{n}{r}}=1-2 \frac{(l)_{r}}{l^{r}}
$$

which completes the proof.
Remark 8.12. For the proof of Proposition 8.4(a) one can also use the following extension of Turán's theorem to hypergraphs by Mubayi [108]. This is also the proof that appeared in the paper [126] containing the result. For fixed $l, r \geq 2$ let $\mathcal{F}_{l}^{(r)}$ be the family of r-graphs with at most $\binom{l}{2}$ edges, that contain a core $S$ of $l$ vertices, such that every pair of vertices in $S$ is contained in an edge.

Theorem 8.13 (Mubayi [108]). Let $r, l, n \geq 2$. Then

$$
\operatorname{ex}\left(n, \mathcal{F}_{l+1}^{(r)}\right)=t_{r}(n, l)
$$

and the unique r-graph on $n$ vertices containing no copy of any member of $\mathcal{F}_{l+1}^{(r)}$ for which equality holds is $T_{r}(n, l)$, the complete balanced l-partite $r$-graph on $n$ vertices.

Alternative proof of Proposition 8.4. Now let $m>r \geq 2,0 \leq f \leq\binom{ m}{r}$.
Let $l \in \mathbb{N}$, such that $t_{r}(m, l)<\frac{1}{2}\binom{m}{r}$. Note that for $r \geq 3$, such an $l$ always exists, since we have $t_{r}(m, r)<\frac{1}{2}\binom{m}{r}$, so we can always choose $l=r$.
Thus, in particular, we are in one of two cases: Either we have $f \geq \frac{1}{2}\binom{m}{r}>t_{r}(m, l)$, or we have $f \leq \frac{1}{2}\binom{m}{r}$, i.e. $f-\binom{m}{r} \geq \frac{1}{2}\binom{m}{r}>t_{r}(m, l)$.
Case 1: $f>t_{r}(m, l)$. Then by Theorem 8.13, any $r$-graph that realises the pair $(m, f)$ contains a member of $\mathcal{F}_{l+1}^{(r)}$. If $e \leq t_{r}(n, l)$, we have $(n, e) \nrightarrow(m, f)$, since taking any subgraph of $T_{r}(n, l)$ with $e$ edges yields an $(n, e)$ graph not containing any member of $\mathcal{F}_{l+1}^{(r)}$, and thus, a graph not containing induced $(m, f)$. In particular, this implies that

$$
\sigma_{r}(m, f) \leq \lim _{n \rightarrow \infty} \frac{\binom{n}{r}-t_{r}(n, l)}{\binom{n}{r}}<1
$$

Case 2: $\binom{m}{r}-f>t_{r}(m, l)$. Then by Theorem 8.13 any graph that realises $\left(m,\binom{m}{r}-f\right)$ contains a member of $K_{l+1}^{(r)}$. Then any graph $G$ with $G \rightarrow_{r}\left(m,\binom{m}{r}-f\right)$ must contain a member of $\mathcal{F}_{l+1}^{(r)}$, i.e. $|E(G)|>t_{r}(n, l)$. Thus, for each $e \leq t_{r}(n, l),(n, e) \not \not_{r}\left(m,\binom{m}{r}-f\right)$, and thus, by considering the complement, for each $e \geq\binom{ n}{r}-t_{r}(n, l),(n, e) \not \not_{r}(m, f)$. In particular, we have

$$
\sigma_{r}(m, f) \leq \lim _{n \rightarrow \infty} \frac{\binom{n}{r}-t_{r}(n, l)}{\binom{n}{r}}<1
$$

Thus, in either case we have

$$
\sigma_{r}(m, f) \leq 1-\limsup _{n \rightarrow \infty} \frac{t_{r}(n, l)}{\binom{n}{r}}=1-\frac{(l)_{r}}{l^{r}}<1 .
$$

Corollary 8.14. For an integer $m$ with $m>3$ and any integer $f$ with $0<f<\binom{m}{3}$, we have:

1. $\sigma_{3}(m, f) \leq \frac{7}{9}$.
2. If $t_{3}(m, 3)<f<\binom{m}{r}-t_{3}(m, 3)$, then $\sigma_{3}(m, f) \leq \frac{5}{9}$.
3. If $m \geq 12$, then $\sigma_{3}(m, f) \leq \frac{5}{8}$.
4. If $m \geq 73$, then $\sigma_{3}(m, f) \leq \frac{13}{25}$.

For an integer $m$ with $m>4$ and any integer $f$ with $0<f<\binom{m}{4}$, we have:

1. $\sigma_{4}(m, f) \leq \frac{29}{32}$,
2. There is $m_{0}$, such that for all $m \geq m_{0}$ we have $\sigma_{4}(m, f) \leq \frac{131}{243} \approx 0.54$.

Proof. Recall that Proposition 8.4(a) says that for a pair ( $m, f$ ) and any $l$ satisfying $l \leq l_{m, r}$, we have $\sigma_{r}(m, f) \leq 1-\frac{(l)_{r}}{l^{r}}$. Recall that $l_{m, r}$ is the largest integer $l$ for which $t_{r}(m, l)<\frac{1}{2}\binom{m}{r}$. Note again that $l_{m, r}$ is increasing in $m$ and that for fixed $r$ there exists some $m_{0}$ such that $l_{m, r}=l_{m_{0}, r}$ for all $m \geq m_{0}$.

We start with $r=3$. In order to obtain our bounds, we can compute the fraction $\frac{(l)_{3}}{l^{3}}$ for different $l \geq 3$. We have that

$$
\frac{(3)_{3}}{3^{3}}=\frac{2}{9}, \quad \frac{(4)_{3}}{4^{3}}=\frac{3}{8}, \quad \frac{(5)_{3}}{5^{3}}=\frac{12}{25}, \quad \frac{(6)_{3}}{6^{3}}=\frac{5}{9} .
$$

Note that $\frac{(6)_{3}}{6^{3}}>\frac{1}{2}$, so for $r=3$, the best possible upper bound on $\sigma_{3}(m, f)$ one can achieve for any pair $(m, f)$ using Proposition 8.4 will use $l=5$.
Now (1) and (2) immediately follow from Proposition 8.4, by setting $l=r=3$ and observing that for $r \geq 3$, we always have $t_{r}(m, r)<\frac{1}{2}\binom{m}{r}$. Then by Proposition 8.4(a) we have

$$
\sigma_{3}(m, f) \leq 1-\frac{3!}{3^{3}}=\frac{7}{9}
$$

and for all $f$ with $t_{3}(m, 3)<f<\binom{m}{r}-t_{3}(m, 3)$, by Proposition $8.4(\mathrm{~b})$ we have

$$
\sigma_{3}(m, f)<1-2 \frac{(3)_{3}}{3^{3}}=\frac{5}{9} .
$$

Now for (3), by Observation 8.3 we know that for $m \geq 12$ we have $l_{m, 3} \geq 4$, i.e. $t_{3}(m, 4)<\frac{1}{2}\binom{m}{3}$ for all $m \geq 12$, and thus, by Proposition 8.4(a), for all pairs $(m, f)$ with $m \geq 12$ we have

$$
\sigma_{3}(m, f) \leq 1-\left(\frac{(4)_{3}}{4^{3}}\right)=1-\frac{6}{16}=\frac{5}{8} .
$$

For (4), by Observation 8.3 we know that for $m \geq 73$ we have $l_{m, 3}=5$, i.e. $t_{3}(m, 5)<$ $\frac{1}{2}\binom{m}{3}$ for all $m \geq 73$, so by Proposition 8.4(a), for all pairs ( $m, f$ ) with $m \geq 73$ we have

$$
\sigma_{3}(m, f) \leq 1-\frac{(5)_{3}}{5^{3}}=1-\frac{12}{25}=\frac{13}{25} .
$$

For the case $r=4$, we obtain the first part by computing $\frac{(4)_{4}}{4^{4}}=\frac{3}{32}$. As before, since $t_{4}(m, 4)<\frac{1}{2}\binom{m}{4}$ for all $m$, by Proposition 8.4(a) we have

$$
\sigma_{4}(m, f) \leq 1-\frac{4!}{4^{4}}=1-\frac{3}{32}=\frac{29}{32} .
$$

The second part is obtained by computing $\frac{(9)_{4}}{9^{4}}=\frac{112}{243}<\frac{1}{2}$ and $\frac{(10)_{4}}{10^{4}}=\frac{63}{125}>\frac{1}{2}$. This implies, that for $r=4$ there exists some $m_{0}$, such that $l_{m, 4}=9$ for all $m \geq m_{0}$. In particular, we then have $t_{4}(m, 9)<\frac{1}{2}\binom{m}{4}$ for all $m \geq m_{0}$ and thus, by Proposition 8.4(a), we have

$$
\sigma_{4}(m, f) \leq 1-\frac{\left(9_{4}\right)}{9^{4}}=1-\frac{112}{243}=\frac{131}{243}
$$

for $m \geq m_{0}$.

### 8.4 Concluding remarks

We have shown that for $r \geq 3$ and $m$ sufficiently large there always exists an $f$ such that $(m, f)$ is absolutely $r$-avoidable; however, in the cases considered $f$ is always roughly $\binom{m}{r} / 2$. This inspires the following interesting question:
Open Problem 8.15. Are there absolutely avoidable pairs where $f /\binom{m}{r}$ is bounded away from $\frac{1}{2}$ in the limit?

We have proven that for $m>r \geq 3$ and $f$ with $0 \leq f \leq\binom{ m}{r}$, we always have $\sigma_{r}(m, f)<1$. We have also shown that for fixed $r$, most pairs $(m, f)$ satisfy $\sigma_{r}(m, f)=0$. On the other hand, for $r \geq 3$ we have not identified any pair $(m, f)$ with $0<f<\binom{m}{r}$ for which we could show that $\sigma_{r}(m, f)>0$. We will now use Lemma 8.11 to identify candidate pairs $(m, f)$ for $r=3, m \leq 15$ which might satisfy $\sigma_{3}(m, f)>0$ :
Lemma 8.16. Let $r=3,4 \leq m \leq 15$ and $0<f<\binom{m}{r}$. If $(m, f) \neq(6,10)$, then $\sigma_{3}(m, f)=0$.

Proof. Let $(m, f)$ be a pair with $4 \leq m \leq 15,0<f<\binom{m}{r}$ with $\sigma_{3}(m, f)>0$. One can verify that for $4 \leq m \leq 15$, we have $2\binom{m-3}{3}+4 \leq\binom{ m}{3}$, i.e. $\binom{m-3}{3}+2 \leq\binom{ m}{3}-\binom{m-3}{3}-2$. Thus, for any $f \leq\binom{ m}{3}$, we either have $f \geq\binom{ m-3}{3}+2$ or $\binom{m}{3}-f \geq\binom{ m-3}{3}+2$, assume w.l.o.g. that we have $f \geq\binom{ m-3}{3}+2$. Let $x$ be the unique value with $\binom{x}{3} \leq f<\binom{x+1}{3}$ and write $f=\binom{x}{3}+x^{\prime}, 0 \leq x^{\prime}<\binom{x}{2}$. Then by assumption we have $x \in\{m-3, m-2, m-1\}$.

By Lemma 8.11(a) we know that if we cannot realise the pair $(m, f)$ as the vertexdisjoint union of a clique and an $\leq m$-edge 3 -graph, then we have $\sigma_{3}(m, f)=0$. Thus, we can assume that the pair $(m, f)$ can be realised as the vertex-disjoint union of a clique and an $\leq m$-edge 3 -graph. By Lemma 8.9 , it follows that $(m, f)$ can be realised as the disjoint union of $K_{x}^{(3)}$ and an $\leq m$-edge 3 -graph.

Assume we have $x=m-3$. Since by assumption $f \geq\binom{ x}{3}+2$, clearly the pair $(m, f)$ cannot be realised as the vertex-disjoint union of $K_{x}^{(3)}$ and a graph with at most 1 edge. Since $m-x=3$, it also cannot be realised as the vertex-disjoint union of $K_{x}^{(3)}$ and a graph with 2 edges, a contradiction. Thus, for $x=m-3$ we have $\sigma_{3}(m, f)=0$.

So assume $x \in\{m-2, m-1\}$. Note that since $m-x \leq 2$, the pair $(m, f)$ cannot be realised as the vertex-disjoint union of a clique on $x$ vertices and a graph with at least 1 edge. Thus, the only pairs $(m, f)$ which might satisfy $\sigma_{3}(m, f)>0$ have $x^{\prime}=0$, i.e. $f \in$ $\left\{\binom{m-2}{3},\binom{m-1}{3}\right\}$. Then $(m, f) \in \mathcal{A}_{1} \cup \mathcal{A}_{2} \cup\{(6,10),(10,84),(13,165),(15,169),(15,91)\}$ with

$$
\begin{aligned}
& \mathcal{A}_{1}=\{(5,4),(7,20),(8,35),(9,56),(11,120),(12,165),(13,220),(14,286)\} \\
& \mathcal{A}_{2}=\{(5,1),(6,4),(7,10),(8,20),(9,35),(10,56),(11,84),(12,120),(14,220)\}
\end{aligned}
$$

Now let $(m, f) \in \mathcal{A}_{1} \cup \mathcal{A}_{2}$. Let $\bar{f}=\binom{m}{3}-f$ and let $y \in[m]$ such that $\binom{y}{3} \leq \bar{f}<\binom{y+1}{3}$, i.e. $\bar{f}=\binom{y}{3}+y^{\prime}$ for some $y^{\prime} \leq\binom{ y}{2}$. Then it is easy to verify that we are in one of three cases:

- $y \in\{m-1, m-2\}$ and $y^{\prime}>0$,
- $y=m-3$ and $y^{\prime}>1$,
- $y \leq m-4$ and $y^{\prime}>m$.

In each case, by Lemma $8.9(m, \bar{f})$ cannot be realised as the disjoint union of a clique and an $\leq m$-edge 3 -graph, and thus, by Lemma 8.11(a), $\sigma_{3}(m, f)=\sigma_{3}(m, \bar{f})=0$.

The pair $(6,10)$ is self-complementary with $10=\binom{5}{3}=\binom{6}{3} / 2$.

For the pair $(10,84)$ we have $\binom{10}{3}-84=36=\binom{7}{3}+1=\binom{10}{3}-\binom{9}{3}$. Note that for $m=10$, we have $2 m<\binom{7}{2}$, i.e. by Proposition $8.2, \sigma_{3}(10,36)=0$.

For the pair $(13,165)$ we have $\binom{13}{3}-165=121=\binom{10}{3}+1=\binom{13}{3}-\binom{11}{3}$. Note that for $m=13$, we have $2 m<\binom{10}{2}$, i.e. by Proposition $8.2, \sigma_{3}(13,121)=0$.

For the pair $(15,91)$ we have $91=\binom{15}{3}-\binom{14}{3}=\binom{9}{3}+7$, and for the pair $(15,169)$ we have $169=\binom{15}{3}-\binom{13}{3}=\binom{11}{3}+4$. Note that for $m=15$, we have $2 m<\binom{9}{2}<\binom{11}{2}$, i.e. by Proposition $8.2, \sigma_{3}(15,91)=\sigma_{3}(15,169)=0$.

Lemma 8.16 implies that for $r=3$, the smallest value of $m$ for which we might have $\sigma_{3}(m, f)>0$ for some $f$ is $m=6$. In this case, $f=10$ is the only possible value for which we might have $\sigma_{3}(6, f)>0$. We will show in Chapter 9 that indeed $\sigma_{3}(6,10)>0$. This is based on the work by Axenovich, Balogh, Clemen and the author [10], where both upper and lower bounds on $\sigma_{3}(6,10)$ are provided.

It would be interesting to further investigate this problem, as currently there is no other known non-trivial pair $(m, f)$ for $r \geq 3$ which satisfies $\sigma_{r}(m, f)>0$. Here the results from Chapter 9 also provide some further insight.

## Chapter 9 ORDER-SIZE PAIR IN HYPERGRAPHS: POSITIVE FORCING DENSITY

### 9.1 Introduction

Recall that the Turán function or extremal number $\mathrm{ex}_{r}(n, H)$ is the maximum number of edges in an $H$-free $n$-vertex $r$-graph, and the Turán density of $H$ is defined as $\pi(H)=$ $\lim _{n \rightarrow \infty} \frac{\operatorname{ex}(n, H)}{\binom{n}{r}}$.

Determining the Turán function for graphs and hypergraphs is a central topic in extremal graph theory with many challenging open problems, trying to identify what graph density forces the occurrence of a specific subgraph. Here, we are concerned with conditions on the graph density that forces the occurrence of an induced subgraph on a given number of vertices and a given number of edges, i.e. a given order-size pair.

As seen in Chapter 8, there are many pairs ( $m, f$ ) for which $\sigma_{r}(m, f)=0$, but not a single (non-trivial) pair with positive forcing density was known for $r$-graphs when $r \geq 3$. Note that $\sigma_{r}(r, 1)=\sigma_{r}(r, 0)=1$ and for $f=0, \sigma_{r}$ corresponds to the Turán density, i.e. $\sigma_{r}(m, 0)=\sigma_{r}\left(m,\binom{m}{r}\right)=\pi\left(K_{m}^{(r)}\right)$, where the best currently known general bounds on the Turán density are

$$
1-\left(\frac{r-1}{m-1}\right)^{r-1} \leq \pi\left(K_{m}^{(r)}\right) \leq 1-\binom{m-1}{r-1}^{-1}
$$

due to Sidorenko [118] and de Caen [51]. In the previous chapter we asked whether for $m>r \geq 3$, there is any $f$ with $0<f<\binom{n}{r}$ such that $\sigma_{r}(m, f)>0$ and suggested the pair $(6,10)$ as a candidate. We answer this question in the affirmative and prove $\sigma_{3}(6,10)>0$.

Given families of $r$-graphs $\mathcal{F}, \mathcal{G}$, we denote by $\operatorname{ex}(n$, ind $\mathcal{F}, \mathcal{G})$ the maximum number of edges in an $n$-vertex $r$-graph not containing any $F \in \mathcal{F}$ as an induced copy and also not any $G \in \mathcal{G}$ as a copy. Further, denote by $\pi($ ind $\mathcal{F}, \mathcal{G})$ the limit

$$
\pi(\mathrm{ind} \mathcal{F}, \mathcal{G})=\limsup _{n \rightarrow \infty} \frac{\operatorname{ex}(n, \text { ind } \mathcal{F}, \mathcal{G})}{\binom{n}{r}}
$$

We mostly consider 3-graphs in this chapter. When clear from context, we shall write $a b c$ for the set $\{a, b, c\}$ corresponding to an edge in a 3-graph. The 3 -graph on vertex set [4] with edge set $\{123,124,124\}$ is denoted by $K_{4}^{3-}$. Let $\mathcal{F}_{6}^{10}$ be the family of 6 -vertex 3 -graphs containing exactly 10 edges.

Theorem 9.1. We have that $\sigma_{3}(6,10)=1-2 \pi\left(\operatorname{ind} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$. Moreover, $0.42622 \leq$ $\sigma_{3}(6,10) \leq 0.47106$.

We do not know whether other pairs $(m, f)$ with $m>3,0<f<\binom{m}{3}$ exist, such that $\sigma_{3}(m, f)>0$. We conjecture that for $r=3$ there are indeed no other pairs with positive forcing density. The following result provides evidence for this conjecture to be true.

Theorem 9.2. Let $m$ and $f$ be positive integers, $0<f<\binom{m}{3}$. If $\sigma_{3}(m, f)>0$, then there exist $x_{1}, x_{2}, x_{3} \in[m-1]$ such that

$$
\begin{equation*}
f=\binom{x_{1}}{3}=\binom{m}{3}-\binom{x_{2}}{3}=\binom{x_{3}}{3}+\binom{x_{3}}{2}\left(m-x_{3}\right) . \tag{9.1}
\end{equation*}
$$

Thus, in particular if there are no other non-trivial solutions except for $m=6$, $x_{1}=5, x_{2}=5, x_{3}=3$, to the above Diophantine equation, then Conjecture 9.19 is true. A computer search for suitable solutions of (9.1) did not give a result for $m \leq 10^{6}$.

The main results of this chapter are joint work with Axenovich, Balogh and Clemen [10].
This chapter is organised as follows. In Section 9.2 we prove Theorem 9.1. In Section 9.3 we prove Theorem 9.2. Finally, in Section 9.4 we make concluding remarks and state open problems.

### 9.2 Proof of Theorem 9.1

We say a 3-graph $G$ induces $(6,10)$ if $G$ contains an induced copy of some $F \in \mathcal{F}_{6}^{10}$. If $G$ does not contain any $F \in \mathcal{F}_{6}^{10}$ as an induced copy, we say $G$ is $(6,10)$-free, i.e. a 3-graph is $(6,10)$-free if no 6 -vertex set induces exactly 10 edges.

### 9.2.1 Proof idea

Before proving Theorem 9.1, we give a short sketch of the proof. We shall show that for every $\epsilon>0$ there is $n_{0}$ such that for every $n>n_{0}$ if $G$ is an $n$-vertex 3 -graph satisfying

$$
\begin{equation*}
\frac{e(G)}{\binom{n}{3}} \in\left[\pi\left(\operatorname{ind} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)+\varepsilon, 1-\pi\left(\mathrm{ind} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)-\varepsilon\right], \tag{9.2}
\end{equation*}
$$

then $G$ induces $(6,10)$. Then we first use a standard Ramsey type argument to partition most of the vertices of $G$ into many large homogeneous sets. First, we rule out the case
that there is a large clique and a large independent set that are disjoint. Thus, most of the vertex set of $G$ or its complement $\bar{G}$ can be partitioned into large independent sets. Due to the symmetry of the problem, if we find a $(6,10)$-set in $\bar{G}$, we also find a ( 6,10 )-set in $G$. Thus, without loss of generality, we can assume that most of the vertices of $G$ can be partitioned into many large independent sets. Using a classical supersaturation result and the density assumption on $G$, we find many copies of $K_{4}^{3-}$ in $G$ and thus, in particular, four large independent sets spanning many transversal copies of $K_{4}^{3-}$. Using a final cleaning argument, we find a $(6,10)$-set in this substructure.

On the other hand, we fix an arbitrary 3-graph $G$ on $\operatorname{ex}\left(n\right.$, ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$ edges that is $(6,10)$-free and $K_{4}^{3-}$-free. Then every set of 6 vertices spans at most 9 edges, so there is a graph on $n$ vertices and $e$ edges, for any $e \leq \operatorname{ex}\left(n\right.$, ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$, that is $(6,10)$-free. By taking complements, there also is a graph on $n$ vertices and $e$ edges for every $e \geq\binom{ n}{3}-\operatorname{ex}\left(n\right.$, ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$, that is (6,10)-free.

### 9.2.2 Definitions, notations, and construction

Let $G$ be a 3-graph and let $X, Y, Z \subseteq V(G)$, not necessarily disjoint from each other. Then, let $E_{G}(X, Y, Z)=\{(x, y, z) \in E(G): x \in X, y \in Y, z \in Z, x, y, z$ pairwise distinct $\}$. We say $E_{G}(X, Y, Z)$ is complete if $E_{G}(X, Y, Z)=\{(x, y, z): x \in X, y \in Y, z \in$ $Z, x, y, z$ pairwise distinct $\}$, and $E_{G}(X, Y, Z)$ is empty if $E_{G}(X, Y, Z)=\emptyset$. If the 3-graph $G$ is clear from the context, we might omit the index and simply write $E(X, Y, Z)$.

Let $H$ be an $r$-graph and $t \in \mathbb{N}$. The $t$-blow-up of $H$, denoted by $H(t)$, is the $r$ graph with its vertex set partitioned in $|V(H)|$ sets $V_{1}, V_{2}, \ldots, V_{|V(H)|}$, each of size $t$ and edge set $\left\{\left\{a_{1}, \ldots, a_{r}\right\}: a_{j} \in V_{i_{j}}, j=1, \ldots, r,\left\{i_{1}, \ldots, i_{r}\right\} \in E(H)\right\}$. Informally, $H(t)$ is obtained from $H$ by replacing each vertex $i$ with an independent set $V_{i}$ and each hyperedge $e$ of $H$ with a complete $r$-partite hypergraph with parts corresponding to the vertices of $e$.

We say that a 3-graph $G$ is a weak $t$-blow-up of $H$, which we also call weak $H(t)$, if the vertex set of $G$ can be partitioned into $|V(H)|$ sets $V_{1}, V_{2}, \ldots, V_{|V(H)|}$ each of size $t$ such that if $i j k \in E(H)$ then for every $a \in V_{i}, b \in V_{j}, c \in V_{k}$ we have $a b c \in E(G)$, and if $i j k \notin E(H)$ then for every $a \in V_{i}, b \in V_{j}, c \in V_{k}$ we have $a b c \notin E(G)$. Moreover, $V_{i}$ is an independent set for $i=1, \ldots,|V(H)|$. Note that we do not impose any condition on 3-tuples of vertices with exactly two vertices in some part $V_{i}$.

Recall that $R_{r}(t, t)$ denotes the Ramsey number of $K_{t}^{(r)}$ versus $K_{t}^{(r)}$. Erdős, Hajnal and Rado [61] showed that there exists a constant $c>0$ such that $R_{3}(t, t)<2^{2 c t}$.

Next, we shall provide a construction of a $(6,10)$-free graph that we shall use to provide an upper bound in Theorem 9.1.

## Construction of the 3-graph $H_{n}^{\mathrm{it}}$

Let $H$ be the 3 -graph with vertex set $[6]$ and edges $123,124,345,346,561,562,135,146$, and 236 . Note that adding the edge 245 to $H$ results in a 5 -regular 3 -graph on 6 vertices, which is $K_{4}^{3-}$-free and the basis for the construction for the lower bound on $\pi\left(K_{4}^{3-}\right)$ by Frankl and Füredi [74].

We define the following iterated unbalanced blow-up of this graph. Denote by $H_{n}$ the 3 -graph on $n$ vertices where the vertex set is partitioned into six sets $A_{1}, A_{2}, A_{3}, A_{4}, A_{5}$ and $A_{6}$, where

$$
\begin{aligned}
& \left|A_{2}\right|=\left|A_{4}\right|=\left|A_{5}\right|=\left[\frac{n}{3 \sqrt{3}}\right], \\
& \left|A_{1}\right|=\left|A_{3}\right|=\left[n\left(\frac{1}{3}-\frac{1}{3 \sqrt{3}}\right)\right] \text { and } \\
& \left|A_{6}\right|=n\left(\frac{1}{3}-\frac{1}{3 \sqrt{3}}\right)+O(1) .
\end{aligned}
$$

The 3-graph $H_{n}$ consists of all triples $x y z$, where $x \in A_{i}, y \in A_{j}$ and $z \in A_{k}$ and $i j k \in E(H)$. Now, let $H_{n}^{\text {it }}$ be the 3-graph constructed from $H_{n}$ by iteratively adding a copy of $H_{\left|A_{i}\right|}$ with vertex set $A_{i}$ for all $i \in[6]$ if $\left|A_{i}\right|$ is sufficiently large.
Lemma 9.3. The graph $H_{n}^{\text {it }}$ is an n-vertex 3-graph with $\frac{4}{3+7 \sqrt{3}}\binom{n}{3}+o\left(n^{3}\right)$ edges such that every 6 vertices in $H_{n}^{\mathrm{it}}$ induce at most 9 edges. In particular, $H_{n}^{\mathrm{it}}$ is $(6,10)$-free.

Proof. We have

$$
\begin{aligned}
\left|E\left(H_{n}\right)\right| & =3\left(\frac{n}{3 \sqrt{3}}\right)^{2}\left(\frac{1}{3}-\frac{1}{3 \sqrt{3}}\right) n+6\left(\frac{n}{3 \sqrt{3}}\right)\left(\frac{1}{3}-\frac{1}{3 \sqrt{3}}\right)^{2} n^{2}+o\left(n^{3}\right) \\
& =\frac{2 \sqrt{3}}{81} n^{3}+o\left(n^{3}\right) .
\end{aligned}
$$

Since $H_{n}^{\text {it }}$ is an $n$-vertex 3 -graph, it has at most $\binom{n}{3} \leq n^{3} / 6$ edges. Let $\left|E\left(H_{n}^{\mathrm{it}}\right)\right|=$ $d n^{3}+o\left(n^{3}\right)$ for some $d \in\left[0, \frac{1}{6}\right]$. We have

$$
\begin{aligned}
\left|E\left(H_{n}^{\mathrm{it}}\right)\right| & =\frac{2 \sqrt{3}}{81} n^{3}+3 d\left(\frac{n}{3 \sqrt{3}}\right)^{3}+3 d\left(\frac{1}{3}-\frac{1}{3 \sqrt{3}}\right)^{3} n^{3}+o\left(n^{3}\right) \\
& =\left(\frac{2 \sqrt{3}}{81}+\frac{d}{9}(2-\sqrt{3})\right) n^{3}+o\left(n^{3}\right)
\end{aligned}
$$

Comparing the two expressions for $\left|E\left(H_{n}^{\mathrm{it}}\right)\right|$, we get $d=2 /(9+21 \sqrt{3})$. In particular,

$$
\frac{\left|E\left(H_{n}^{\mathrm{it}}\right)\right|}{\binom{n}{3}}=\frac{4}{3+7 \sqrt{3}}+o(1) \approx 0.26447+o(1)
$$

Next we show that every set of six vertices in $H_{n}^{\mathrm{it}}$ spans at most 9 edges. Recall that $H_{n}^{\mathrm{it}}$ is obtained as an iterated blow-up construction with a "seed" graph $H$, where $H$ is the 3 -graph with vertex set [6] and edges $123,124,345,346,561,562,135,146$, and 236. At the first iteration, the vertices $1, \ldots, 6$ or $H$ correspond to parts $A_{1}, \ldots, A_{6}$. We have that $H$ has three vertices of degree 4 and three vertices of degree 5 , and $H$ is $K_{4}^{3-}$-free, so every subset of four vertices spans at most two edges. Moreover, the link graph of any vertex of $H$ is a subgraph of a 5 -cycle. Here, the link graph of a vertex $x$ is a 2 -graph which has contains an edge $y z$ if and only if $x y z$ is an edge of $H$.

Let $X$ be an arbitrary set of six vertices of $H_{n}^{\text {it }}$.

Case 1: $X$ contains vertices from six distinct parts $A_{1}, \ldots A_{6}$.
Then $|X|$ induces a copy of $H$, i.e. exactly 9 edges.
Case 2: $X$ contains vertices from five distinct parts, say $A_{i_{1}}, A_{i_{2}}, A_{i_{3}}, A_{i_{4}}$, and $A_{i_{5}}$.
Assume we have two vertices in $A_{i_{1}}$, and one vertex in each of $A_{i_{2}}, A_{i_{3}}, A_{i_{4}}$, and $A_{i_{5}}$.
Note that $A_{i_{1}}, A_{i_{2}}, A_{i_{3}}, A_{i_{4}}$, and $A_{i_{5}}$ correspond to the vertices $i_{1}, \ldots, i_{5} \in V(H)$. Let $H^{\prime}=H\left[\left\{i_{1}, i_{2}, i_{3}, i_{4}, i_{5}\right\}\right]$. Since the link graph of any vertex in $H$ is a subgraph of $C_{5}$, the link graph of any vertex in $H^{\prime}$ has at most three edges, so the maximum degree of $H^{\prime}$ is at most three. This implies that the total number of edges in $H^{\prime}$ is at most $3 \cdot 5 / 3=5$. Since the subgraph of $H_{n}^{\text {it }}$ induced by $X$ corresponds to $H^{\prime}$ with an added copy of $i_{1}$ which contributes at most three edges, $X$ induces at most $5+3=8$ edges.

Case 3: $X$ contains vertices from four distinct parts: $A_{i_{1}}, A_{i_{2}}, A_{i_{3}}$, and $A_{i_{4}}$.
Case 3.1: $X$ contains 3 vertices from $A_{i_{1}}$ and one vertex from each of $A_{i_{2}}, A_{i_{3}}, A_{i_{4}}$. Then $H\left[\left\{i_{1}, i_{2}, i_{3}, i_{4}\right\}\right]$ contains at most two edges, so $X$ induces at most $2 \cdot 3$ edges between the parts and at most one additional edge inside $A_{i_{1}}$, so in total at most 7 edges.

Case 3.2: $X$ contains two vertices from each of $A_{i_{1}}, A_{i_{2}}$ and one vertex in each of $A_{i_{3}}, A_{i_{4}}$. Again, since $H\left[\left\{i_{1}, i_{2}, i_{3}, i_{4}\right\}\right]$ contains at most two edges, $X$ induces at most $2 \cdot 4=8$ edges.

Case 4: $X$ contains vertices from three distinct parts: $A_{i_{1}}, A_{i_{2}}$, and $A_{i_{3}}$.
If we have two vertices in each of the three parts, they induce at most $2 \cdot 2 \cdot 2=8$
edges. If there are exactly three vertices in one of the parts, then there is a part with two vertices and a part with one vertex, i.e. there are at most $3 \cdot 2 \cdot 1=6$ edges between the parts, and at most one additional edge inside the first part, giving at most 7 edges. If there are four vertices in one part, then there are at most $4 \cdot 1 \cdot 1$ edges between the parts, and at most $\binom{4}{3}=4$ additional edges inside the first part, i.e. at most 8 edges in total.

Case 5: $X$ contains vertices from only one or two distinct parts.
Then there are no edges between these parts, and all possible edges induced by the six vertices are inside the $A_{i}$ 's. Since the construction is iterative, we can use the previous cases to conclude that $X$ induces at most 9 edges.

### 9.2.3 Lemmata

The following lemma shows that every sufficiently large 3-graph can be partitioned into many large homogeneous sets.

Lemma 9.4. Let $t>0$. Then there exists $n_{0}=n_{0}(t)$ such that for every $n \geq n_{0}$, if $G$ is an $n$-vertex 3-graph, then $G$ or $\bar{G}$ contains at least $n / t-\sqrt{n}$ pairwise disjoint homogeneous sets of size $t$.

Proof. Let $t>0$ be fixed. Set $n_{0}=\left(\left\lceil 2^{2^{c t}}\right\rceil\right)^{2}$ and let $n \geq n_{0}$. Let $G=G_{0}$ be an $n$-vertex 3 -graph. Since $n \geq R_{3}(t, t)$, there exists a homogeneous set of size $t$ in $G$. Call it $D_{0}$ and define $G_{1}=G_{0} \backslash D_{0}$. We iteratively repeat this process. Define $G_{i+1}:=G_{i} \backslash D_{i}$, where $D_{i}$ is a homogeneous set of size $t$ in $G_{i}$. We can proceed as long as $\left|V\left(G_{i}\right)\right|>R_{3}(t, t)$. Since $R_{3}(t, t) \leq\left\lceil 2^{2^{c t}}\right\rceil \leq \sqrt{n_{0}} \leq \sqrt{n}$, we have found at least $(n-\sqrt{n}) / t \geq n / t-\sqrt{n}$ pairwise disjoint homogeneous sets of size $t$ each.

The following lemma analyses the structure "between" two large vertex sets. This is partly motivated by a result by Fox and Sudakov [73] for 2-graphs.

Lemma 9.5. Let $t \geq 0$. Then there exists $n_{0}$ such that for all $n \geq n_{0}$ the following holds. Let $G$ be a 3-graph with vertex set $V(G)=A \cup B$ with $A \cap B=\emptyset,|A|=|B|=n$. Then there exist sets $A^{\prime} \subseteq A, B^{\prime} \subseteq B$ with $\left|A^{\prime}\right|=\left|B^{\prime}\right|=t$ such that each of the edge sets $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ and $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ is either empty or complete.

Proof. Let $m=\underbrace{4^{4^{.^{t}}}}_{2 t}$, let $n_{0}=\underbrace{4^{4^{4^{2 t-1}}}}_{m}$. Let $A$ and $B$ be sets of size $n \geq n_{0}$. For $a \in A, X \subseteq B$ we define an auxiliary 2-graph $G_{a}^{X}=\left(X,\binom{X}{2}\right)$ and an edge-colouring
$c_{a}^{X}: E\left(G_{a}^{X}\right) \rightarrow\{r, b\}$ with $c_{a}^{X}\left(\left\{b_{1}, b_{2}\right\}\right)= \begin{cases}r, & \left\{a, b_{1}, b_{2}\right\} \in E(G), \\ b, & \text { else } .\end{cases}$
Note that by the standard bound on the diagonal Ramsey number $r_{2}(s, s) \leq 4^{s}$, each 2 -coloured 2-clique on $k$ vertices contains a monochromatic clique of size $\log _{4}(k)$.

Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$, let $B_{1} \subseteq B$ be the vertex set of a monochromatic clique in $G_{a_{1}}^{B}$ of size $\log _{4}(|B|)$. Now assume $B_{i}, i \geq 1$, has been chosen. Let $B_{i+1} \subseteq B_{i}$ be a monochromatic clique in $G_{a_{i+1}}^{B_{i}}$ of size $\log _{4}\left(\left|B_{i}\right|\right)$. Thus, after $m$ iterations we obtain a set $B_{m}$ of size $\left|B_{m}\right|=\underbrace{\log _{4} \cdots \log _{4}}_{m}(n) \geq 2 t-1$, such that for each $a_{i}, i \in[m]$, the set $E\left(\left\{a_{i}\right\}, B_{m}, B_{m}\right)$ is either empty or complete. Thus, there exists a subset $A^{\prime \prime} \subset A,\left|A^{\prime \prime}\right|=$ $\left\lceil\frac{m}{2}\right\rceil \geq \underbrace{4^{4^{\cdots \omega^{4}}}}_{2 t-1}$ such that the set $E\left(A^{\prime \prime}, B_{m}, B_{m}\right)$ is either empty or complete.

Now we repeat this process with vertices in $B^{\prime \prime}=B_{m}$, to obtain a subset $A^{\prime} \subseteq A^{\prime \prime}$, $\left|A^{\prime}\right|=\underbrace{\log _{4} \cdots \log _{4}}_{\left|B^{\prime \prime}\right|}\left(\left|A^{\prime \prime}\right|\right) \geq t$, such that for each vertex $b \in B^{\prime \prime}$, the set $E\left(A^{\prime}, A^{\prime},\{b\}\right)$ is either empty or complete. Thus, there exists a subset $B^{\prime} \subseteq B^{\prime \prime},\left|B^{\prime}\right| \geq\left\lceil\frac{\left|B^{\prime \prime}\right|}{2}\right\rceil=t$ such that the set $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ is either empty or complete. The sets $A^{\prime}, B^{\prime}$ satisfy the conditions of the lemma, completing the proof.

The next lemma shows that in a (6,10)-free 3-graph there cannot be a large independent set and a large clique that are disjoint.

Lemma 9.6. There exists $t_{0}>0$ such that for all $t \geq t_{0}$ the following holds. Let $G$ be a $2 t$-vertex 3-graph with vertex set $V(G)=A \cup B$ where $A \cap B=\emptyset,|A|=|B|=t, G[A]$ is a clique and $G[B]$ is an independent set. Then $G$ induces $(6,10)$.

Proof. By Lemma 9.5, for sufficiently large $t$, we can we find subsets $A^{\prime} \subseteq A, B^{\prime} \subseteq B$ with $\left|A^{\prime}\right|=\left|B^{\prime}\right|=5$ such that the two sets $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ and $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ are either empty or complete.

If $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ is complete, then any vertex from $A^{\prime}$ together with the 5 vertices from $B^{\prime}$ induces $(6,10)$. If $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ is empty, then any vertex from $B^{\prime}$ together with the five vertices from $A^{\prime}$ induces $(6,10)$. Hence, we may assume that $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ is empty and $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ is complete. But then three arbitrary vertices from $A^{\prime}$ together with three arbitrary vertices from $B^{\prime}$ induce $(6,10)$.

Lemma 9.4 together with Lemma 9.6 immediately implies the following lemma.

Lemma 9.7. There exists $t_{0}$ such for all $t \geq t_{0}$ the following holds. There exists $n_{0}=n_{0}(t)$ such that for all $n \geq n_{0}$, if $G$ is a $(6,10)$-free $n$-vertex 3 -graph, then either $G$ or $\bar{G}$ contains at least $n / t-\sqrt{n}$ pairwise disjoint independent sets of size $t$.

Lemma 9.8. Let $t^{\prime}>0$. Then there exists $t_{0}>0$ such that for all $t \geq t_{0}$ the following holds. Let $G$ be a $(6,10)$-free $2 t$-vertex 3 -graph with vertex set $V(G)=A \cup B$ where $|A|=|B|=t$, $A \cap B=\emptyset, G[A]$ and $G[B]$ are independent sets. Then there exists $A^{\prime} \subseteq A, B^{\prime} \subseteq B$ of sizes $\left|A^{\prime}\right|=\left|B^{\prime}\right|=t^{\prime}$ such that the two sets $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ and $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ are empty.

Proof. We apply Lemma 9.5 for $t^{\prime}$. Then there exists $t_{0}$ such that for $t \geq t_{0}$, we find $A^{\prime} \subseteq A, B^{\prime} \subseteq B$, such that the two sets $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ and $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$ are either empty or complete. Assume the set $E\left(A^{\prime}, A^{\prime}, B^{\prime}\right)$ is complete. Then we find induced $(6,10)$ by taking any 5 vertices from $A^{\prime}$ and 1 vertex from $B$. By symmetry the same holds for the set $E\left(A^{\prime}, B^{\prime}, B^{\prime}\right)$, so in particular, $G\left[A^{\prime} \cup B^{\prime}\right]$ is the empty graph.

Lemma 9.9. There exists $t_{0}>0$ such that for all $t \geq t_{0}$ a weak $K_{4}^{(3)}(t)$ and also a weak $K_{4}^{3-}(t)$ induces $(6,10)$.

Proof. Let $G$ be a weak $K_{4}^{3-}(t)$ with independent sets $V_{1}, V_{2}, V_{3}, V_{4}$. By iteratively applying Lemma 9.8 to all of the tuples $\left(V_{i}, V_{j}\right), 1 \leq i<j \leq 4$, we obtain an induced copy $H \subseteq G$ of $K_{4}^{3-}(2)$ with sets $X_{1}, X_{2}, X_{3}, X_{4}, X_{i} \subset V_{i}, i \in[4]$, i.e. $H\left[X_{i} \cup X_{j}\right]$ is empty for all $i \neq j$, the sets $E\left(X_{i}, X_{j}, X_{k}\right)$ are complete for $\{i, j, k\} \in\binom{[4]}{3}$ except for $E\left(X_{2}, X_{3}, X_{4}\right)$, which is empty. Let $x_{1}, x_{1}^{\prime} \in X_{1}, x_{2}, x_{2}^{\prime} \in X_{2}, x_{3} \in X_{3}$ and $x_{4} \in X_{4}$. Then $\left\{x_{1}, x_{1}^{\prime}, x_{2}, x_{2}^{\prime}, x_{3}, x_{4}\right\}$ induces $(6,10)$.

Now assume there is a weak $K_{4}^{3}(t)$ called $G$ with independent sets $V_{1}, V_{2}, V_{3}, V_{4}$. By iteratively applying Lemma 9.8 to all of the tuples $\left(V_{i}, V_{j}\right), 1 \leq i<j \leq 4$, we obtain an induced copy $H \subseteq G$ of $K_{4}^{3}(3)$ with sets $X_{1}, X_{2}, X_{3}, X_{4}, X_{i} \subset V_{i}, i \in[4]$, i.e. $H\left[X_{i} \cup X_{j}\right]$ is empty for all $i \neq j$ and the sets $E\left(X_{i}, X_{j}, X_{k}\right)$ are complete for all $\{i, j, k\} \in\binom{[4]}{3}$. Let $x_{2} \in X_{2}, x_{3} \in X_{3}, x_{4} \in X_{4}$. Then $H\left[X_{1} \cup\left\{x_{2}, x_{3}, x_{4}\right\}\right]$ is a 6 -vertex 3 -graph spanning exactly 10 edges.

Lemma 9.10. Let $t>0$ be an integer and $\delta>0$. Then there exists $m_{0}=m_{0}(t, \delta)$ such that for all $m \geq m_{0}$ the following holds. Let $G$ be a 3 -graph on $4 m$ vertices such that the vertex set of $G$ can be partitioned into four independent sets $V_{1}, V_{2}, V_{3}, V_{4}$ of size $m$ each and the number of copies of $K_{4}^{3-}$ with one endpoint from each of the $V_{i}^{\prime} s$ is at least $\delta m^{4}$. Then $G$ contains an induced copy of a weak $K_{4}^{3}(t)$ or a weak $K_{4}^{3-}(t)$.

Proof. Define the auxiliary 4-graph $H$ on $4 m$ vertices where a 4 -set spans an edge iff the corresponding four vertices in $G$ form a copy of $K_{4}^{3-}$. We 5 -colour the edges of $H$
in the following way: An edge $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ of $H$ with $v_{i} \in V_{i}$ for $i \in[4]$ is coloured with $j \in[4]$ if $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\} \backslash\left\{v_{j}\right\}$ is not an edge in $G$, and it is coloured with colour 5 if $\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ induces a $K_{4}^{3}$ in $G$.

By the pigeonhole principle, there exists $(\delta / 5) m^{4}$ edges of the same colour. Erdős [55] proved that $\pi\left(K_{4}^{4}(t)\right)=0$ and thus, there exists a monochromatic copy of $K_{4}^{4}(t)$ in $H$. Denote by $T$ the vertex set of this monochromatic copy. The 3 -graph $G[T]$ is a weak $K_{4}^{3}(t)$ or weak $K_{4}^{3-}(t)$.

We will use a supersaturation result discovered by Erdôs and Simonovits [64]. The proof presented below follows a proof given by Keevash (Lemma 2.1. in [92]).

Lemma 9.11. For $\varepsilon>0$ and families $\mathcal{F}, \mathcal{G}$ of $r$-graphs, there exists constants $\delta>0$ and $n_{0}>0$ so that if $G$ is an $r$-graph on $n>n_{0}$ vertices with $e(G)>(\pi($ ind $\mathcal{F}, \mathcal{G})+\varepsilon)\binom{n}{r}$, then $G$ contains at least $\delta\binom{n}{|V(H)|}$ copies of $H$ for some $H \in \mathcal{G}$, or at least $\delta\binom{n}{|V(H)|}$ induced copies of $H$ for some $H \in \mathcal{F}$.

Proof. Let $G$ be an $r$-graph on sufficiently many vertices $n$ with $e(G)>(\pi($ ind $\mathcal{F}, \mathcal{G})+$ $\varepsilon)\binom{n}{r}$. Fix an integer $k \geq r, k \geq|V(H)|$ for all $H \in \mathcal{F} \cup \mathcal{G}$ so that $\operatorname{ex}(k$, ind $\mathcal{F}, \mathcal{G}) \leq$ $\left(\pi(\right.$ ind $\left.\mathcal{F}, \mathcal{G})+\frac{\varepsilon}{2}\right)\binom{k}{r}$. There are at least $\frac{\varepsilon}{2}\binom{n}{k} k$-sets $K \subseteq V(G)$ with $e(G[K])>(\pi($ ind $\mathcal{F}, \mathcal{G})+$ $\left.\frac{\varepsilon}{2}\right)\binom{k}{r}$. Otherwise, we would have

$$
\begin{aligned}
\sum_{\substack{K \subseteq V(G) \\
|K|=k}} e(G[K]) & \leq\binom{ n}{k}\left(\pi(\text { ind } \mathcal{F}, \mathcal{G})+\frac{\varepsilon}{2}\right)\binom{k}{r}+\frac{\varepsilon}{2}\binom{n}{k}\binom{k}{r} \\
& =(\pi(\text { ind } \mathcal{F}, \mathcal{G})+\varepsilon)\binom{n}{k}\binom{k}{r},
\end{aligned}
$$

but we also have

$$
\begin{aligned}
\sum_{\substack{K \subseteq V(G) \\
|\bar{K}|=k}} e(G[K]) & =\binom{n-r}{k-r} e(G)>\binom{n-r}{k-r}(\pi(\mathrm{ind} \mathcal{F}, \mathcal{G})+\varepsilon)\binom{n}{r} \\
& =(\pi(\mathrm{ind} \mathcal{F}, \mathcal{G})+\varepsilon)\binom{n}{k}\binom{k}{r},
\end{aligned}
$$

a contradiction. By the choice of $k$, each of these $k$-sets $K$ contains an induced copy of some $H \in \mathcal{F}$ or a copy of some $H \in \mathcal{G}$. By the pigeonhole principle, there exists $H_{1} \in \mathcal{F}$ such that at least $\frac{\varepsilon}{2(|\mathcal{F}|+|\mathcal{G}|)}\binom{n}{k}$ of these $k$-sets $K$ contain an induced copy of $H_{1}$, or there exists $H_{2} \in \mathcal{G}$ such that at least $\frac{\varepsilon}{2(|\mathcal{F}|+|\mathcal{G}|)}\binom{n}{k}$ of these $k$-sets $K$ contain a copy of
$H_{2}$. Thus, in the first case, the number of induced copies of $H_{1}$ is at least

$$
\frac{\left.\frac{\varepsilon}{2(|\mathcal{F}|+|\mathcal{G}|( }\right)\binom{n}{k}}{\binom{n-\left|V\left(H_{1}\right)\right|}{k-\left|V\left(H_{1}\right)\right|}}=\delta\binom{n}{\left|V\left(H_{1}\right)\right|}, \quad \text { for } \quad \delta=\frac{\varepsilon}{2(|\mathcal{F}|+|\mathcal{G}|)\binom{k}{\left|V\left(H_{1}\right)\right|}} .
$$

Similarly, in the second case, the number of copies of $H_{2}$ is at least

$$
\delta\binom{n}{\left|V\left(H_{2}\right)\right|} \quad \text { for } \quad \delta=\frac{\varepsilon}{2(|\mathcal{F}|+|\mathcal{G}|)\left(\begin{array}{c}
k \\
\left.\mid H_{2}\right) \mid
\end{array}\right.} .
$$

### 9.2.4 Proof of Theorem 9.1.

Proof of Theorem 9.1. Let $\varepsilon>0$. Fix an integer $t$ whose existence is guaranteed by Lemma 9.9, such that every weak $K_{4}^{(3)}(t)$ and also every weak $K_{4}^{3-}(t)$ induces $(6,10)$, see the paragraph before Lemma 9.9 for the definition of a weak blow-up. Fix $\delta>0$ and $n_{1} \in \mathbb{N}$, given by Lemma 9.10, such that every ( 6,10 )-free 3 -graph $G$ on $n \geq n_{1}$ vertices satisfying $e(G) \geq\left(\pi\left(\right.\right.$ ind $\left.\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)+\varepsilon\right)\binom{n}{3}$ contains at least $2 \delta\binom{n}{4}$ copies of $K_{4}^{3-}$. Let $m_{0}=m_{0}(t, \delta)$ be given by Lemma 9.10. Fix integers $m_{1}$ and $n_{2}$ whose existence is guaranteed by Lemma 9.7, such that $m_{1} \geq m_{0}$ and for all $n \geq n_{2}$, if $G$ is ( 6,10 )-free $n$-vertex 3 -graph, then either $G$ or $\bar{G}$ contains at least $n / m_{1}-\sqrt{n}$ pairwise disjoint independent sets of size $m_{1}$. Choose $n_{0}:=\max \left\{n_{1}, n_{2}, m_{1}^{2},\left\lceil 40000 \delta^{-2}\right\rceil\right\}$ and let $n \geq n_{0}$.

Let $G$ be a $(6,10)$-free $n$-vertex 3 -graph satisfying the density assumption (9.2):

$$
\frac{e(G)}{\binom{n}{3}} \in\left[\pi\left(\mathrm{ind} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)+\varepsilon, 1-\pi\left(\text { ind } \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)-\varepsilon\right] .
$$

By Lemma 9.7 either $G$ or $\bar{G}$ contains at least $n^{\prime}:=n / m_{1}-\sqrt{n}$ pairwise disjoint independent sets, each of size $m_{1}$. Since the density assumption is symmetric, and since $G$ induces $(6,10)$ if and only if $\bar{G}$ induces $(6,10)$, we can assume, without loss of generality, that $G$ contains at least $n^{\prime}$ pairwise disjoint independent sets $V_{1}, V_{2}, \ldots, V_{n^{\prime}}$ of size $m_{1}$ each.

By Lemma 9.11, $G$ contains at least $2 \delta\binom{n}{4}$ (not necessarily induced) copies of $K_{4}^{3-}$. We call a 4 -set transversal in $G$ if each of the four vertices is in a different $V_{i}$. A copy of $K_{4}^{3-}$ in $G$ is called transversal if the vertex set of the copy is transversal in $G$. The number of 4 -sets which are not transversal in $G$ is at most

$$
\sqrt{n} n^{3}+n^{\prime}\binom{m_{1}}{2} n^{2} \leq n^{\frac{7}{2}}+m_{1} n^{3} \leq 2 n^{\frac{7}{2}}
$$

for $n \geq m_{1}^{2}$. The number of transversal copies of $K_{4}^{3-}$ in $G$ is at least $\frac{3}{2} \delta\binom{n}{4}$, since

$$
2 \delta\binom{n}{4}-\frac{3}{2} \delta\binom{n}{4}=\frac{\delta}{2}\binom{n}{4} \geq \frac{\delta}{2} \frac{n^{4}}{2 \cdot 4!}=\frac{\delta}{96} n^{4}>2 n^{7 / 2}
$$

where the last inequality holds for $n \geq 40000 \delta^{-2}$. By pigeonhole principle there exist $1 \leq i_{1}<i_{2}<i_{3}<i_{4} \leq n^{\prime}$, such that the number of copies of $K_{4}^{3-}$ with one endpoint in each of $V_{i_{1}}, V_{i_{2}}, V_{i_{3}}, V_{i_{4}}$ is at least

$$
\frac{\frac{3}{2} \delta\binom{n}{4}}{\binom{n^{\prime}}{4}} \geq \frac{\delta \frac{n^{4}}{4!}}{\frac{\left(\frac{n}{m_{1}}\right)^{4}}{4!}}=\delta m_{1}^{4}
$$

By Lemma 9.10, the 3-graph $G\left[V_{i_{1}} \cup V_{i_{2}} \cup V_{i_{3}} \cup V_{i_{4}}\right]$ contains a weak $K_{4}^{3-}(t)$ or a weak $K_{4}^{(3)}(t)$ as an induced subhypergraph. This contradicts Lemma 9.9.

We conclude $\sigma_{3}(6,10) \geq 1-2 \pi\left(\right.$ ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$. In fact, we have $\sigma_{3}(6,10)=$ $1-2 \pi\left(\right.$ ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$ holds by the following argument: Let $G$ be an $n$-vertex $K_{4}^{3-}$ free and $(6,10)$-free 3 -graph with exactly $\operatorname{ex}\left(n,{ }_{\text {ind }} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)$ many edges. Since $G$ is $K_{4}^{3-}$-free, every four vertices span at most 2 edges, so using double counting, we see that every 6 vertices span at most $\binom{6}{4} \cdot 2 / 3=10$ edges. Since $G$ is also $(6,10)$-free, every 6 vertices span only at most 9 edges. We conclude that every subgraph $G^{\prime} \subseteq G$ is $(6,10)$-free. Further, by symmetry, also the complement 3 -graph of any $G^{\prime} \subseteq G$ is $(6,10)$-free. This proves the first part of the theorem.

To get specific numerical bounds on the forcing density, recall again that if

$$
\frac{e(G)}{\binom{n}{3}} \in\left[\pi\left({ }_{\mathrm{ind}} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)+\varepsilon, 1-\pi\left(\mathrm{ind} \mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right)-\varepsilon\right]
$$

then $G$ induces $(6,10)$. In particular, if $\frac{e(G)}{\binom{n}{3}} \in\left[\pi\left(K_{4}^{3-}\right)+\varepsilon, 1-\pi\left(K_{4}^{3-}\right)-\varepsilon\right]$, then $G$ induces $(6,10)$. The Turán density of $K_{4}^{3-}$ is not known precisely. The best currently known bounds on the Turán density of $K_{4}^{3-}$ are $0.28571 \approx \frac{2}{7} \leq \pi\left(K_{4}^{3-}\right) \leq 0.28689$, where the lower bound construction was given by Frankl and Füredi [74]. The upper bound was proved by Vaughan [123] who applied the flag algebra method, see also the webpage of Lidický [103]. Thus, $\sigma_{3}(6,10) \geq 1-2 \cdot 0.28689=0.42622$. However, from Lemma 9.3, we have that there is a 3-graph on $n$ vertices and $\frac{4}{3+7 \sqrt{3}}\binom{n}{3}(1+o(1))$ hyperedges, such that each of its subgraphs is $(6,10)$-free. Moreover, the complement of this 3-graph has $\left(1-\frac{4}{3+7 \sqrt{3}}\binom{n}{3}\right)(1+o(1))$ hyperedges and each of its supergraphs is $(6,10)$-free. Thus, $\sigma_{3}(6,10) \leq 1-2 \frac{4}{3+7 \sqrt{3}}=0.47105$.

### 9.3 Proof of Theorem 9.2

### 9.3.1 Constructions and notations

We shall first construct a special class of 3-graphs.
Let $n, k \in \mathbb{N}, k \leq n$ and $S \subseteq[2]$. Let $G(S, n, k)$ be the 3 -graph with vertex set $A \cup B$, $|A|=k,|B|=n-k$, where $A$ and $B$ are disjoint such that $A$ induces a clique, $B$ induces an independent set, called base set, and we have the additional edges $\bigcup_{i \in S} E_{i}$, where $E_{i}=\left\{A^{\prime} \cup B^{\prime}: A^{\prime} \in\binom{A}{i}, B^{\prime} \in\binom{B}{3-i}\right\}$. Thus, $G_{\emptyset}(n, k)$ is just a clique on $k$ vertices and $n-k$ isolated vertices, and $G_{[2]}(n, k)$ is the complete graph on $n$ vertices with a clique of size $n-k$ removed. For an illustration of $G(\{2\}, n, k)$ see Figure 9.1.


Figure 9.1: Illustration of $G(\{2\}, n, k)$.

Note that the complement of $G(S, n, k)$ is $G([2]-S, n, n-k)$. Let $f(S, n, k)=$ $|E(G(S, n, k))|$. We call a 3 -graph $G$ m-sparse if every subset of $m$ vertices in $G$ induces at most $m$ edges. We say that a 3 -graph $G$ is canonical plus with parameters ( $S, n, k$ ), or simply canonical plus if $G$ is a 3 -graph obtained as a union of $G(S, n, k)$ and an $m$-sparse graph whose vertex set is the base independent set of $G(S, n, k)$. A 3 -graph $G$ is canonical minus with parameters ( $S, n, k$ ), or simply canonical minus, if $G$ is the complement of a canonical plus graph with parameters ([2] - S, $n, n-k$ ). Note that a canonical minus graph with parameters ( $S, n, k$ ) is obtained from the graph $G(S, n, k)$ by removing edges of a copy of an $m$-sparse graph from the clique $A$. We see that (letting $\binom{y}{x}=0$ for $y<x)$, that

$$
f(S, n, k)=\binom{k}{3}+\sum_{i \in S}\binom{k}{i}\binom{n-k}{3-i}
$$

Moreover, $|f(S, n, x)-f(S, n, x-1)| \in O\left(n^{2}\right)$. Note that any induced subgraph of a canonical plus 3 -graph with parameters $(S, n, k)$ is a canonical plus 3 -graph with parameters ( $S, n^{\prime}, k^{\prime}$ ), for some $n^{\prime}$ and $k^{\prime}$. A similar statement holds for canonical minus graphs. Thus, these two classes of graphs are hereditary. We see that if an $m$-vertex 3 -graph is canonical plus with parameters $(S, m, x)$, then the number of
edges in such a graph is in the interval $[f(S, m, x), f(S, m, x)+m]$. Similarly, the number of edges in a canonical minus graph with parameters ( $S, m, x$ ) is in the interval [ $f(S, m, x)-m, f(S, m, x)]$. Thus, if $f$ is the number of edges of a graph that could be represented as both a canonical plus and a canonical minus graph with first parameter $S$ and $m$ vertices, then $f \in F(S, m)$, where

$$
\begin{aligned}
F(S, m) & =\bigcup_{x=0}^{m-1}[f(S, m, x), f(S, m, x)+m] \cap \bigcup_{x=1}^{m}[f(S, m, x)-m, f(S, m, x)] \\
& \subseteq\left\{0,1, \ldots,\binom{m}{3}\right\} .
\end{aligned}
$$

### 9.3.2 Proof idea

We are using the following general principle:
Proposition 9.12. Let $\mathcal{C}_{1}, \ldots, \mathcal{C}_{k}$ be hereditary classes of r-graphs such that for any $c, 0<c<$ $1 / 2$, any sufficiently large $n$, and any e with $c\binom{n}{r} \leq e \leq(1-c)\binom{n}{r}$, there is a graph $G_{i} \in \mathcal{C}_{i}$ on $n$ vertices and e edges for all $i=1, \ldots, k$. If for any sufficiently large $n$ and some $i \in[k]$, each $n$-vertex graph in $\mathcal{C}_{i}$ is $(m, f)$-free, then $\sigma_{r}(m, f)=0$.

Here, we use two classes $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ of 3-graphs that are canonical plus and canonical minus with the same first parameter $S$. Specifically, the main idea of the proof of Theorem 9.2 is that for any sufficiently large $n$, any $S \subseteq[2]$, and any $e$ in the interval $\left[c\binom{n}{3},(1-c)\binom{n}{3}\right]$ for $0<c<1 / 2$, there is a canonical plus 3-graph $G_{c, S}^{+}$and a canonical minus 3-graph $G_{c, S}^{-}$with first parameter $S$, on $n$ vertices and $e$ edges. If, for a pair $(m, f), f \notin F(S, m)$ for some $S \subseteq[2]$, then the pair $(m, f)$ is not representable as a canonical plus or canonical minus graph with first parameter $S$. Then in particular, $G_{c, S}^{+}$and $G_{c, S}^{-}$are $(m, f)$-free and $(n, e) \nrightarrow(m, f)$. Letting $c$ be arbitrarily small, we conclude that $\sigma_{3}(m, f)=0$ for such a pair ( $m, f$ ). Finally, we derive number theoretic conditions for a pair ( $m, f$ ) not being representable by a canonical plus or a canonical minus graph.

### 9.3.3 Lemmata

In the following lemmata, $n, m, f, e$ are non-negative integers with $m>3,0<f<\binom{m}{3}$. In [126] it was shown that for any $m \leq 15$ and for any $0<f<\binom{m}{3}$ such that $(m, f) \neq$ $(6,10), \sigma_{3}(m, f)=0$. Thus, we can assume that $m \geq 16$. The following folklore result can be obtained by a standard probabilistic argument.

Lemma 9.13. Let $m>0$. Then for any sufficiently large $n$ there exists an $n$-vertex 3 -graph with $\Omega\left(n^{2+\frac{1}{m+1}}\right)$ edges which is $m$-sparse.

For a proof of Lemma 9.13 see e.g. [126]. The next lemma is a generalization of a similar statement proven in [56] for graphs.

Lemma 9.14. Let $S \subseteq[2]$ and $c$ be a constant, $0<c<1 / 2$. For $n \in \mathbb{N}$ sufficiently large and any e where $c<e<(1-c)\binom{n}{3}$, there exist 3 -graphs $G_{1}(n, e)$ and $G_{2}(n, e)$ on $n$ vertices and $e$ edges that are canonical plus and canonical minus respectively, with first parameter $S$.

Proof. Let $n$ be a given sufficiently large integer. Let $k$ be a non-negative integer such that either $f(S, n, k) \leq e \leq f(S, n, k+1)$ or $f(S, n, k) \leq e \leq f(S, n, k-1)$ holds. Without loss of generality assume that $f(S, n, k) \leq e \leq f(S, n, k+1)$. Let $c_{1}=1-c$. Note that since $e \leq c_{1}\binom{n}{3},\binom{k}{3} \leq c_{1}\binom{n}{3}$, we have $k \leq \sqrt[3]{c_{1}} n+1 \leq c^{\prime} n$, where $c^{\prime}<1$ is a constant.

Let $G^{\prime}$ be an $m$-sparse 3 -graph on $n-k$ vertices with $\left|E\left(G^{\prime}\right)\right| \geq(n-k)^{2+\frac{1}{m+1}}$. The existence of $G^{\prime}$ is guaranteed by Lemma 9.13. Define $G^{\prime \prime}$ to be the 3-graph obtained as a union of $G(S, n, k)$ and a copy of $G^{\prime}$ on the vertex set that is the base independent set of $G(S, n, k)$. Then $\left|E\left(G^{\prime \prime}\right)\right| \geq f(S, n, k)+(n-k)^{2+\frac{1}{m+1}} \geq f(S, n, k+1) \geq e$. Here, the second inequality holds since $f(S, n, k+1)-f(S, n, k)=O\left(n^{2}\right)$. Finally, let $G_{1}(n, e)$ be a subgraph of $G^{\prime \prime}$ with $e$ edges, obtained from $G^{\prime \prime}$ by removing some edges of $G^{\prime}$.

For the second part of the lemma, take $G_{2}(n, e)$ to be the complement of $G_{1}\left(n,\binom{n}{3}-e\right)$ with first parameter $[2]-S$, guaranteed by the first part of the lemma.

Lemma 9.15. Let $S \subseteq[2]$. If $f \notin F(S, m)$, then $\sigma_{3}(m, f)=0$.

Proof. Assume we have integers $m, f$ as above, some $S \subseteq[2]$ and $f \notin F(S, m)$. Let $c$ be a constant, $0<c<1 / 10, n \geq n_{0}$, and $e$ be any integer satisfying $c\binom{n}{3} \leq$ $e \leq(1-c)\binom{n}{3}$. Define graphs $G_{1}=G_{1}(n, e)$ and $G_{2}=G_{2}(n, e)$ whose existence is guaranteed by Lemma 9.14. Any induced subgraph of $G_{1}$ on $m$ vertices is canonical plus with parameters $(S, m, x)$ for some $x$ and thus, its number of edges is in $\bigcup_{x=0}^{m-1}[f(S, m, x), f(S, m, x)+m]$. Any induced subgraph of $G_{2}$ on $m$ vertices is canonical minus with parameters $(S, m, x)$ for some $x$ and thus, its number of edges is in $\bigcup_{x=1}^{m}[f(S, m, x)-m, f(S, m, x)]$. Since $f \notin F(S, m)$, we get that $G_{1}$ and $G_{2}$ are $(m, f)$ -


In the following lemmata we shall use the set $S=\emptyset, S=\{1\}$, or $S=\{2\}$, to claim that for many pairs $(m, f), \sigma_{3}(m, f)=0$.

Lemma 9.16. Let $m \geq 7$ and $0<f<\binom{m-1}{2}$. Then $\sigma_{3}(m, f)=0$.

Proof. Let $S=\{1\}$. By Lemma 9.15, it is sufficient to verify that $f \notin F(\{1\}, m)$. For that it is sufficient to check that $F(\{1\}, m) \cap\left[1,\binom{m-1}{2}-1\right]=\emptyset$. Recall that

$$
F(\{1\}, m)=\bigcup_{x=0}^{m-1}[f(\{1\}, m, x), f(\{1\}, m, x)+m] \cap \bigcup_{x=1}^{m}[f(\{1\}, m, x)-m, f(\{1\}, m, x)] .
$$

Note that $f(\{1\}, m, 0)=0, f(\{1\}, m, 1)=\binom{m-1}{2}$, and $f(\{1\}, m, x) \geq\binom{ m-1}{2}$, for $x>1$. Thus, we have

$$
\begin{aligned}
F(\{1\}, m) \cap\left[1,\binom{m-1}{2}-1\right] & =\bigcup_{x=0}^{m-1}[f(\{1\}, m, x), f(\{1\}, m, x)+m] \cap\left[1,\binom{m-1}{2}-1\right] \\
& =[f(\{1\}, m, 0), f(\{1\}, m, 0)+m] \cap\left[1,\binom{m-1}{2}-1\right]=[1, m],
\end{aligned}
$$

and

$$
\begin{aligned}
\bigcup_{x=1}^{m}[f(\{1\}, m, x)-m, f(\{1\}, m, x)] \cap\left[1,\binom{m-1}{2}-1\right] & =[f(\{1\}, m, 1)-m, f(\{1\}, m, 1)-1] \\
& =\left[\binom{m-1}{2}-m,\binom{m-1}{2}-1\right] .
\end{aligned}
$$

In particular, we have

$$
F(\{1\}, m) \cap\left[1,\binom{m-1}{2}-1\right]=[0, m] \cap\left[\binom{m-1}{2}-m,\binom{m-1}{2}-1\right]=\emptyset,
$$

where in the last step we used that $\binom{m-1}{2}>2 m$. Thus, $\sigma_{3}(m, f)=0$.
Lemma 9.17. Let $f$ be an integer such that $\binom{m-1}{2} \leq f<\binom{m}{3}$ and for any $x \in[m], f \neq\binom{ x}{3}$. Then $\sigma_{3}(m, f)=0$.

Proof. Define $f$ as given in the statement of the lemma and $S=\emptyset$. By Lemma 9.15, it is sufficient to prove that $f \notin F(\emptyset, m)$ and in particular it is sufficient to show that $F(\emptyset, m) \cap\left[\binom{m-1}{2},\binom{m}{3}-1\right] \subseteq\left\{\binom{x}{3}: x \in[m]\right\}$. Since $f(\emptyset, n, x)=\binom{x}{3}$, we have

$$
\left.F(\emptyset, m)=\bigcup_{x=0}^{m-1}\left[\begin{array}{l}
x \\
3
\end{array}\right),\binom{x}{3}+m\right] \cap \bigcup_{x=1}^{m}\left[\binom{x}{3}-m,\binom{x}{3}\right],
$$

see Figure 9.2 for an illustration of the set $F(\emptyset, m)$. Note that $\binom{x}{3} \geq\binom{ c-1}{2}$ implies
$\binom{x}{2}>2 m$, which is equivalent to $\binom{x+1}{3}-m>\binom{x}{3}+m$. In particular, in this case the interval $\left[\binom{x}{3},\binom{x+1}{3}\right]$ is long enough that we have $\left[\binom{x}{3},\binom{x}{3}+m\right] \cap\left[\binom{x^{\prime}}{3}-m,\binom{x^{\prime}}{3}\right]=\emptyset$ for $x \neq x^{\prime}$ and $\binom{x}{3},\binom{x^{\prime}}{3} \geq\binom{ m-1}{2}$. Thus,

$$
F(\emptyset, m) \cap\left[\binom{m-1}{2},\binom{m}{3}\right] \subseteq\left\{\binom{x}{3}: x \in[m]\right\}
$$



Figure 9.2: This figure displays the set $\bigcup_{x=0}^{m-1}\left[\binom{x}{3},\binom{x}{3}+m\right]$ in red and the set $\bigcup_{x=1}^{m}\left[\binom{x}{3}-m,\binom{x}{3}\right]$ in blue on the number line. Here, $x_{0}$ is the smallest integer $x$ such that $\binom{x+1}{3}-m>$ $\binom{x}{3}+m$.

Lemma 9.18. Let $m \geq 13$ and $f$ be an integer, such that $\binom{m-1}{2} \leq f \leq\binom{ m}{3}-\binom{m-1}{2}$ and for any $x \in[m], f \neq\binom{ x}{3}+\binom{x}{2}(m-x)$. Then $\sigma_{3}(m, f)=0$.

Proof. Consider $m$ and $f$ as given in the statement of the lemma and let $S=\{2\}$. By Lemma 9.15, it is sufficient to prove that $f \notin F(S, m)$ and in particular, it is sufficient to show that

$$
F(\{2\}, m) \cap\left[\binom{m-1}{2},\binom{m}{3}-\binom{m-1}{2}\right] \subseteq\left\{\binom{x}{3}+\binom{x}{2}(m-x): x \in[m]\right\}
$$

Recall that

$$
F(\{2\}, m)=\bigcup_{x=0}^{m-1}[f(\{2\}, m, x), f(\{2\}, m, x)+m] \cap \bigcup_{x=1}^{m}[f(\{2\}, m, x)-m, f(\{2\}, m, x)]
$$

From the definition of $f$, we have that $f(\{2\}, m, x)=\binom{x}{3}+\binom{x}{2}(m-x)$. Note that for $x<4$ we have $f(\{2\}, m, x)+m<\binom{m-1}{2}$ and for $x>m-4, f(\{2\}, m, x)-m>\binom{m}{3}-\binom{m-1}{2}$. Therefore it is sufficient to consider only

$$
\bigcup_{x=4}^{m-4}[f(\{2\}, m, x), f(\{2\}, m, x)+m] \cap \bigcup_{x=4}^{m-4}[f(\{2\}, m, x)-m, f(\{2\}, m, x)]
$$

One can verify, that for $m \geq 13$ and $4 \leq x \leq m-4, f(\{2\}, m, x)-f(\{2\}, m, x-1)>2 m$. Thus,

$$
\left.\begin{array}{rl}
\bigcup_{x=4}^{m-4}[f(\{2\}, m, x), f(\{2\}, m, x)+m] \cap & \bigcup_{x=4}^{m-4}
\end{array} f(\{2\}, m, x)-m, f(\{2\}, m, x)\right] .
$$

In particular, we have

$$
F(\{2\}, m) \cap\left[\binom{m-1}{2},\binom{m}{3}-\binom{m-1}{2}\right] \subseteq\left\{\binom{x}{3}+\binom{x}{2}(m-x): 4 \leq x \leq m-4\right\} .
$$

### 9.3.4 Proof of Theorem 9.2

Proof. For $m \leq 15$ it was already shown in [126], that the only possible pair $(m, f)$ with $0<f<\binom{m}{3}$ and $\sigma_{3}(m, f)>0$ is (6, 10), where $10=\binom{5}{3}=\binom{6}{3}-\binom{5}{3}=\binom{3}{3}+\binom{3}{2}(6-3)$. Now let $m>15$, and assume that for some $f$ we have $\sigma_{3}(m, f)>0$. Then applying Lemma 9.16 to $(m, f)$ and $\left(m,\binom{m}{3}-f\right)$, we obtain that $\binom{m-1}{2} \leq f \leq\binom{ m}{3}-\binom{m-1}{2}$. Applying Lemma 9.17 to $(m, f)$ gives us that $f=\binom{x_{1}}{3}$, for some $x_{1}$; applying it again to $\left(m,\binom{m}{3}-f\right)$ gives us that $f=\binom{m}{3}-\binom{x_{2}}{3}$, for some $x_{2}$. Lemma 9.18 shows the existence of some $x_{3}$, for which we have $f=\binom{x_{3}}{3}+\binom{x_{3}}{2}\left(m-x_{3}\right)$. This completes the proof.

### 9.4 Concluding remarks

In this chapter we have investigated 3 -uniform hypergraphs and forcing densities $\sigma_{3}(m, f)$. We have shown that $\sigma_{3}(6,10)>0$ and provided more specific bounds. Apart from the pairs $(m, 0),\left(m,\binom{m}{3}\right)$, the pair $(6,10)$ is the only known non-trivial pair for which the forcing density is positive. We conjecture that $(6,10)$ is the unique pair $(m, f)$ with $0<f<\binom{m}{3}$ for which $\sigma_{3}(m, f)>0$ :

Conjecture 9.19. Let $m$ and $f$ be positive integers, $0<f<\binom{m}{3}$. If $\sigma_{3}(m, f)>0$, then $(m, f)=(6,10)$.

Theorem 9.2 implies that if there is no $m \neq 6$ for which there is a solution $\left(x_{1}, x_{2}, x_{3}\right)$, $x_{i} \in[m-1]$, of the system of Diophantine equations

$$
\begin{equation*}
\binom{x_{1}}{3}=\binom{m}{3}-\binom{x_{2}}{3}=\binom{x_{3}}{3}+\binom{x_{3}}{2}\left(m-x_{3}\right), \tag{9.3}
\end{equation*}
$$

then Conjecture 9.19 is true. However, we do not know much about solutions ( $x_{1}, x_{2}, x_{3}$ ) to the above system of equations. A computer search for suitable solutions of (9.3) for any given $m \leq 10^{6}$ did not give a result. Considering only the equation $\binom{x_{1}}{3}=\binom{m}{3}-\binom{x_{2}}{3}$, Sierpiński [119] found an infinite class of solutions.

It might be possible to find stronger necessary conditions for a pair to have positive forcing density using different constructions than the ones used in the proof of Theorem 9.2. In particular, the reader might wonder why Lemma 9.15 and the corresponding
constructions in Lemma 9.14 were not used when $S=\{1\}$. The reason for this is that the respective function $f(\{1\}, m, x)=\binom{x}{3}+x\binom{m-x}{2}$ is not monotone, making it difficult to capture the structure of the set $F(\{1\}, m)$. However, this construction could very well be used to conclude that certain pairs ( $m, f$ ) have forcing density zero.

Determining the exact value of $\sigma_{3}(6,10)$ remains open. We believe that the upper bound from Theorem 9.1, coming from the iterated construction $H_{n}^{\mathrm{it}}$ in Lemma 9.3, is tight.

Conjecture 9.20. We have $\sigma_{3}(6,10)=1-2 \frac{12}{9+21 \sqrt{3}} \approx 0.47105$.

We remark that a standard flag algebra calculation yields that $\pi\left(\right.$ ind $\left.\mathcal{F}_{6}^{10},\left\{K_{4}^{3-}\right\}\right) \leq$ $0.275<2 / 7$. Using the first part of Theorem 9.1, this gives $\sigma_{3}(6,10) \geq 0.45$ which improves the lower bound on $\sigma_{3}(6,10)$ given in the second part of Theorem 9.1.

## Index

( $m, f$ )-graph, 11, 97
$C_{n}, 5$
$H$-free, 5
$K_{n}, 5$
$K_{n}^{(r)}, 5$
$K_{4}^{3-}, 149$
$K_{m, n}, 6$
$P_{n}, 5$
$T_{r}(n, l), 7,135$
$\Delta, 5$
$\delta, 5$
$\mathcal{H}$-free, 5
$\xrightarrow{\text { bip }}, 116$
$\rightarrow, 96$
$\rightarrow_{r}, 98$
$\sigma(m, f), 96$
$\sigma_{r}(m, f), 98,135$
$\sigma_{\text {bip }}(m, f), 116$
$k$-partite, 6
m-sparse, 136, 160
$\leq m$-edge $r$-graph, 136
absolutely $r$-avoidable, 98
absolutely avoidable, 3, 97, 99
absolutely bipartite avoidable, 116
acyclic, 5
adjacent, 5
arrow, 96
balanceability, 119

Bernoulli's inequality, 27
biclique, 6, 116, 117
bihole, 6, 21, 116
bipartite, 6
bipartite arrows, 116
bipartite complement, 6
bipartite forcing density, 97, 116
bipartite Ramsey number, 24
bipartite realisable, 116
blow-up, 10, 92, 151
canonical decomposition, 18
canonical minus, 160
canonical plus, 160
canonically indecomposable, 18
Cartesian product, 4
Chernoff, 28, 137
chromatic number, 6
clique number, 5
co-biclique, 6
co-graph, 43
colouring, 6
configuration model, 31
connected, 5
cycle of length $n, 5$
degree, 5
Diophantine equation, 150

EH-property, 9

Erdős-Hajnal conjecture, 9
extremal number, 7, 141
forcing density, 96
forest, 5
fractional part, 4, 100, 131
Gallai colouring, 42, 51
girth, 97, 101
homogeneous set, 5, 6
independence number, 5
induced bipartite graph respecting sides, 6
induced subgraph, 98
isolated vertex, 5
isomorphic, 4
leaf, 5
monochromatic, 7
neighbourhood, 5
non-edge, 4
odd girth, 5
order, 4
order-size pair, 11, 96, 149
ordered bipartite graph, 14
path of length $n, 5$
Pell's equation, 102
rainbow colouring, 51
Ramsey number, 7
random graph, 6
realisable, 98, 100
size, 4
strongly acyclic, 12
totally decomposable, 18
tree, 5
Turán density, 7, 141, 149
Turán graph, 7, 96, 135
u.d. $\bmod 1,100$
unavoidable subgraph, 119
uniformity, 4
weak $t$-blow-up, 151
Zarankiewicz, 7, 24, 119
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