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Abstract

Machine learning systems are often hard to investigate and intransparent in their
decision making . Explainable Artificial Intelligence (XAI) tries to make these
systems more transparent. However, most work in the field focuses on technical
aspects like maximizing metrics. The human aspects of explainability are often
neglected. In this work, we present personalized explanations, which instead
focus on the user. Personalized explanations can be adapted to individual users
to be as useful and relevant as possible. They can be interacted with to give
users the ability to engage in an explanatory dialog with the system. Finally,
they should also protect user data to increase the trust in the explanation system.

1 Introduction

Artificial intelligence and machine learning have become extremely popular
technologies that are widely used because of their many advantages. However,
learned models like neural networks also have some major disadvantages, espe-
cially their lack in transparency. During training, the models learn correlations
from the training data that enable them to make predictions on unseen data
and take decisions. What exactly a model learned, what they pay attention
to and how they make decisions is however hard to comprehend. The field
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of explainable artificial intelligence (XAI) tackles this problem and tries to
make learning systems more transparent. The goal is to create explanations for
systems that help users or operators to better understand the models and their
inner workings[2].

However, much of the research in the field is very technical, neglects the
human aspect of explainability and only relies on researchers intuitions. Many
works concentrate on technical aspects and try to maximize metrics that are not
validated by user studies or grounded in psychology. Papers focused on users
are mostly focused on user interfaces and not on the underlying algorithms[12,
10, 1].

In this work we present ideas for XAI methods that are better adapted to users
to make them more useful and relevant. The first aspect is that methods should
be individualized to the user to make them more helpful. Users should have the
ability to customize an explanation in order to adapt it to their needs. Existing
methods of interaction and individualization are presented in Section 2. A new
approach for individualized and interactive explanations will be discussed in
Section 3. Section 3.1 explains the approach and focuses on the individualization.
However, users have to be able to interact with the system to get explanations
they understand and are relevant for them. Methods of interaction with the new
approach are shown in Section 3.2. Individualized explanations do however
require personal data of the user in order to personalize the explanations. In order
to build trust with the system, the user data has to be protected. Explanations
can also help users to understand what kind of data is needed for a system to
function properly. Concepts for data protection and data minimization will be
shown in Section 4.

2 Background

There are different existing approaches in the literature to interact with XAI
systems. The first one is to give the user the option to generate multiple
explanations[15]. By generating multiple explanations the user gets different
view points and has a better chance of understanding them. This can be
done by generating multiple explanations of the same type or explanations of

2



Personalized Explanations

different types. The user can also get the option to change input data[5]. By
changing the instances that are explained by the system the user can get a better
overview over the feature space and the behavior of the system. Other works
evaluate the interaction with graphical representations or user interfaces[6]. They
investigate how different visualizations or interfaces help users to understand
the explanations. Another way to interact with an explanation system is through
an interface using natural language processing[4]. This way the user can use
natural language to interact with the system which makes it much more suited
for end users with little technical knowledge. All these approaches leave the
explanation system itself untouched and only build different user experiences
around them. By interacting with an explanation system, the explanations will
also be individualized on a basic level. However, explanations can also be
individualized explicitly. DiCE[14] can generate counterfactual explanations
that are diverse, meaning that different explanation instances are different from
each other. The method can also be used to set feature constraints that are used to
ensure feasibility of the explanations but can also be used to adapt explanations
to individual users.

3 Individualized Explanations

Individualized explanations should be adaptable to the use case as well as the
individual user. The explanations can be adapted by an admin or professional
user or the end user of the system itself. Different aspects can be considered when
adapting explanations. One aspect is general knowledge or world knowledge
as well as knowledge about the use case in which a system is deployed. In a
medical use case for example, other aspects are relevant compared to a financial
use case. Different features are important in different contexts and different
applications so the explanations have to reflect that. Explanations should also
be adapted to the user group. Different user groups have different abilities and
knowledge levels in machine learning and the application domain. Machine
learning experts, domain experts and end users have different capabilities and
require different explanations. However, the explanations should not only be
adapted to the user group but also to the individual user itself. To achieve this,
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different sources of background knowledge can be used (see Section 3.1) or
the user can be given the ability to customize the explanations by herself (see
Section 3.2).

3.1 Personalized Counterfactuals

Counterfactual explanations are a form of explanation for machine learning
systems. A counterfactual describes an alternative state in which some changes
were made that lead to a different outcome. In machine learning, the factual is an
instance whose prediction from a model should be explained. The counterfactual
is an instance with small changes that lead to a different classification. For
example, if a credit application is rejected a counterfactual explanation could tell
that the application would have been accepted if the credit amount was lowered
by a certain amount[13].

Counterfactuals are a local explanation method, which means that they explain a
single data point or decision of a model in contrast to global explanations which
explain the behavior of the whole model. They are calculated by searching
for the closest instance from the one that should be explained that changes the
prediction of the classifier. This can be done by random sampling[3], using a
gradient[9], formulating the problem as an optimization problem[16] or with
genetic algorithms[14]. Counterfactuals originate from counterfactual thinking
which people engage in regularly[12]. Thus people are already used to the
concept which makes these explanations especially user friendly and suited for
non technical end users.

It is however not obvious how different features with different value ranges
and units should be treated when comparing counterfactual explanations. It
is for example not possible to objectively compare what change in the credit
amount equals to what change in the credit length. The idea behind personalized
counterfactuals is to have a weighted distance metric to calculate the distance
between a factual and different counterfactuals. The weights can be chosen by
the user to represent her preferences. If for example the weight for the credit
duration is low and the weight for the credit amount is high, a change in the
credit amount will be penalized more and a change in the credit duration will be
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preferred. This means that by changing the weights of the distance function the
users can adapt the counterfactual explanations to their needs or preferences.

Besides the weighting of features, users have some more ways to personalize
the explanations. Some features are unchangeable like a persons place of birth.
Users can tell the system to ignore such features in the explanations. Other
options would be to restrict the value range in which a feature can be changed or
make it only changeable in one direction, like an age which can only get larger.
If it is a multi-class classification problem the user can also specify the class the
counterfactuals should be classified as.

In addition to options for single features, users also have the option to set global
metrics to diversify the different counterfactual explanations shown to the user.
These global metrics evaluate a set of different counterfactuals. By changing
them, the user can get multiple similar explanations or more different ones.
Users can also adjust a weight that measures in how many columns changes
were made. With these global metrics, the user can configure the overall set of
different counterfactual explanations

All these settings can be adjusted by an administrator to represent world
knowledge or adapt the explanations to a specific use case. The administrator
will set these options once for a specific application. In a second step, the end
user can adjust all settings or a smaller subset in the application itself. This is
done to personalize the explanations to the specific user.

After all the weights and metrics are set, the search for personalized counterfactu-
als is done with an evolutionary algorithm. Features of the original instance are
randomly changed, excluding the ignored features. The new instances generated
in this way are passed to the model to check if they are counterfactuals or if they
are classified as the wanted class. Then, the distance from the original instance
is measured by a weighted Euclidean distance using the previously specified
weights. The set of instances is also evaluated by the global metrics. The best
instances are chosen and changed again. This process is iterated until the rating
by the metrics does not change anymore. This approach is completely model
agnostic because it uses no internal information about the model that should be
explained, like gradients. Only predictions of the model are used to check if
instances are counterfactuals or if they are classified as the wanted class.
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3.2 Interactive Explanations

An important aspect to adapt explanations to users is to enable users to interact
with the system. This way, users can influence explanations and customize
them to their needs, be it their knowledge level in a certain domain or their
technical expertise. Explanations between humans are also often given in a
form of dialog. The explainee can ask about things she does not understand
or for details on the given explanation. The explainer can then give additional
information, reformulate the given explanation or come up with a new one.
Interaction and individualization go hand in hand because users are only able
to individualize their explanations if they are able to interact with the system
and users that can interact with an explanation system will try to get a better
understanding by adapting the explanations to their needs. The personalized
counterfactual explanations can also be interacted with in several ways. The
first way is to change the weights for different features. This influences how
much a feature is changed in the generated counterfactuals. Users can also
exclude features from the search by marking them as unchangeable. This helps
to only generate satisfiable explanations and not ones that are impossible or
unrealistic by for example demanding to change a persons race. The next way to
interact with the system is to adjust the global metrics that compare the set of
generated counterfactuals. With these metrics, the users can get more or less
diverse explanations and influence how sparse the explanations are, meaning
how many features are changed. The final way is by changing the target class.
With this setting, users can tell the system to generate explanations for a specific
target class. By looking for counterfactuals with a specific target class, the user
can see what changes to an instance are needed to reach the desired class.

4 Protection of Personal Data

The previous Sections showed how explanations can be personalized and
interacted with to better meet the user’s needs. However, personalization also
has a drawback: it requires personal data from the users. Without some form
of data about the user of an explanation system it is not possible to adapt
explanations to the user. Personal data underlies the European Union’s General
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Data Protection Regulation (GDPR)[8] as well as the Artificial Intelligence
Act[7]. These regulations demand the protection of personal data. One way to
protect user data in any application is by the use of trusted computing methods.
An approach to this is shown in section 4.1. Explanations can also be used to
show users what influence sharing or not sharing some data has on a system.
Users can see how system behavior changes with their decision and find a
configuration that works for them. With such explanations users can make
informed decisions on what data they want to share with a system and what data
they want to keep private. This way users are able to minimize the data they
have to share with a system. The idea for using XAI to explain the effect of
sharing data is shown in Section 4.2.

4.1 Explainable AI and Trusted Computing

Users may be uncomfortable with sharing their data with a system that they do
not understand and cannot trust. XAI can explain a systems behavior to a user
but to get relevant explanations users often have to share their data first in order
to get explanations that are relevant to their situation. In order to keep personal
data safe and contribute to increasing the trust in the system trusted computing
methods can be used. Two trusted computing technologies that are useful for
this are Trusted Platform Modules (TPMs) or Trusted Execution Environments
(TEEs). TPMs are trusted hardware modules that can verify the state of a system.
TEEs are a separate part of the processor that enables secure data processing and
is not accessible even by the operating system. These methods can be used to
secure an explanation system and make it more trustworthy either by verifying
that the system is in a trustworthy state with TPMs or by executing code on
TEEs. The combination of these technologies can create trust in the system
through trusted computing methods and trust in the underlying machine learning
model through XAI.

4.2 Explainable AI for Data Minimization

Some applications require different kinds of data from users. For example, a
health app may be interested in health data, location data and general information
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about the user. However, users may not want to share all this data with an
application. In order to let users make an informed decision about the data they
want to share, they have to know how the system behavior changes if they decide
to keep some of the data private. Here, we will present a concept on how XAI
can be used to generate such explanations.

The idea is to use a combination of SHAP[11] and counterfactual explanations.
SHAP is a XAI method building on Shapley values. It calculates a feature
importance by omitting features from an instance and replacing them with values
from random instances from the training set. The predictions of the model with
the random feature values are averaged and compared to the result of the original
instance. This way, the influence of the feature value on the original instance
can be calculated. This idea can be combined with counterfactual explanations
explained in Section 3.1. The combination of the two methods should be able to
explain users how not sharing some of their data would influence the system
behavior.

5 Summary

In this work, we presented some ideas for making explanations for AI systems
more relevant to users. At first, methods for individualizing explanations were
shown that make it possible to adapt explanations to individual users. Afterwards,
existing principles of interaction with explanation systems were presented and it
was shown how users can interact with personalized explanations. Interaction
and individualization are interrelated because users have to interact with a system
in order to individualize an explanation. Methods for protecting user data in the
explanation process through trusted computing were shown. At the end, an idea
on how to minimize the data a user has to share by providing explanations was
presented.
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