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Abstract
CNC machines have revolutionized manufacturing by enabling high-quality and high-productivity production. Monitoring 
the condition of these machines during production would reduce maintenance cost and avoid manufacturing defective parts. 
Misalignment of the linear tables in CNCs can directly affect the quality of the manufactured parts, and the components 
of the linear tables wear out over time due to the heavy and fluctuating loads. To address these challenges, an intelligent 
monitoring system was developed to identify normal operation and misalignments. Since damaging a CNC machine for data 
collection is too expensive, transfer learning was used in two steps. First, a specially designed experimental feed axis test 
platform (FATP) was used to sample the current signal at normal and five levels of left-side misalignment conditions rang-
ing from 0.05 to 0.25 mm. Four different algorithm combinations were trained to detect misalignments. These combinations 
included a 1D convolution neural network (CNN) and autoencoder (AE) combination, a temporal convolutional network 
(TCN) and AE combination, a long short-term memory neural network (LSTM) and AE combination, and a CNN, LSTM, 
and AE combination. At the second step, Wasserstein deep convolutional generative adversarial network (W-DCGAN) was 
used to generate data by integrating the observed characteristics of the FATP at different misalignment levels and collected 
limited data from the actual CNC machines. To evaluate the similarity and limited diversity of generated and real signals, 
t-distributed stochastic neighbor embedding (T-SNE) method was used. The hyperparameters of the model were optimized 
by random and grid search. The CNN, LSTM, and AE combination demonstrated the best performance, which provides a 
practical way to detect misalignments without stopping production or cluttering the work area with sensors. The proposed 
intelligent monitoring system can detect misalignments of the linear tables of CNCs, thus enhancing the quality of manu-
factured parts and reducing production costs.

Keywords CNC linear feed axis · Convolution neural network (CNN) · Generative adversarial network (GAN) · Long 
short-term memory neural network (LSTM) · Autoencoder (AE) · Transfer learning (TL)

1 Introduction

Modern factories use many different machine tools for 
various manufacturing processes. This diversity makes 
monitoring and maintaining machines extremely challeng-
ing, so many traditional methods of fault detection are no 

longer adequate. In recent years, many new technologies 
have emerged in the field of machine control and artificial 
intelligence (AI), enhancing the intelligence of the produc-
tion process, and people also have demands for improved 
production efficiency, which has significantly promoted the 
deployment of advanced and fast error detection systems in 
the manufacturing industry. With suitable sensors, you can 
track parameters such as pressure, flow, temperature, vibra-
tion, and more.

In large machines and complex equipment, real-time 
health monitoring and error detection are necessary—for 
example, there are many works focused on detecting the 
faults of various components in rotating machinery, such 
as component failures in bearing test rigs [1] and compo-
nent failures in rolling bearings [2–4], collapse of rotating 
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mechanical parts [5, 6], and many others [7, 8]. The exam-
ples above demonstrate that there have been numerous 
efforts and research studies aimed at mitigating error issues 
in machine production processes. However, recent studies 
have paid limited attention to detecting misalignment in the 
linear feed axis. In many large machines, the linear feed axis 
is a crucial component of the feed system, responsible for 
transferring the workpiece to the processing station for fur-
ther production [9]. Therefore, any inaccuracies in the linear 
feed axis can directly impact production efficiency and the 
quality of the manufactured workpiece [10, 11].

Various anomaly detection techniques have been pro-
posed in literature, including those based on feature selec-
tion [12–14], signal similarity [15], probability distribution 
[16], and forecasting [17].

To detect equipment failures, many traditional time series 
signal anomaly detection methods are introduced in [18]. 
A machine anomaly detection method based on analyzing 
acoustic signals is summarized in [19]. Demegul et al. [20] 
also explored the possibility of using the short-time Fourier 
transform (STFFT) to diagnose the misalignment problem of 
the linear feed axis. Anomalies can be very well identified by 
detecting patter changes through machine learning and deep 
learning algorithms. Additionally, direct encoding of motor 
current time series data into images enables the classifica-
tion of linear feed axis signals through the residual neural 
network (ResNet) with hyperparameter optimization perfor-
mance of 99.76% [21]. However, installing sensors for fault 
detection and monitoring incurs additional costs and may 
complicate the overall control system, particularly with envi-
ronmental conditions and noise affecting sensor accuracy. 
Fortunately, each linear axis motor is equipped with a PLC 
control system that can directly monitor the motor's current 
value in real-time, without requiring additional sensor instal-
lation. This provides a convenient and cost-effective means 
for detecting errors.

Given that the current variation of a motor can be read in 
real-time through a PLC control system, the primary objec-
tive of this paper is to leverage this information to detect 
the machine's operating condition. Time series data of the 
current value can be acquired using this method with a 
given sampling rate. The data obtained from this process 
has different temporal and sequential characteristics, which 
are dependent on the specific working conditions of the 
machine. Hence, it is crucial to develop suitable anomaly 
detection methods that are based on time series data to effec-
tively detect errors.

The success of existing deep learning-based fault diag-
nosis methods is heavily dependent on a vast number of 
labeled samples, where feature extraction and selection 
are performed manually. However, collecting labeled data 
for complex equipment in the actual use environment is 
challenging, leading to the deep learning network relying 

on extensive data learning not being able to achieve the 
expected performance. Additionally, the existing industrial 
dataset is seriously unbalanced, with anomaly data account-
ing for only 5–10% of the total data volume, rendering tra-
ditional dropout and batch normalization ineffective [22]. 
Consequently, data collection and training pose significant 
challenges to the implementation of fault diagnosis in intel-
ligent industrial systems.

Our research investigated the feasibility of utilizing motor 
current time series to monitor a linear feed axis under vary-
ing operating conditions. However, to avoid interruption 
of the operation for hours and damaging the machine tool, 
a limited number of experiments were conducted, and the 
available data did not suffice for model training and effect 
validation, as previously stated. To address the challenges 
of obtaining anomaly signals under diverse conditions and 
the scarcity of available samples, we employed generative 
adversarial networks (GANs) to generate synthetic data that 
closely resembles actual data. For example, Jiang et al. [23] 
used a deep convolutional generative adversarial network 
(DCGAN) to generate rolling bearing time series data. Also, 
based on a deep convolutional generative adversarial net-
work (DCGAN), Sabir et al. [24] applied it to construct a 
current signal dataset to achieve motor open-circuit fault 
detection. For generating vibration data, Luleci et al. [25] 
improved deep convolutional generative adversarial net-
works (DCGANs) and used Wasserstein distance to generate 
synthetic data for structural damage diagnosis. The authors 
named the developed model W-DCGAN and successfully 
generated the current data at normal and anomaly condi-
tions. Many different GAN models were studied and com-
pared, and the improved W-DCGAN model was selected for 
dataset generation because of its outstanding performance.

After augmented the data, to qualitatively measure and 
contrast the similarity between the generated and real sig-
nals, t-distributed stochastic neighbor embedding (t-SNE) 
[26] analyses were performed to visualize the similarity of 
the generated distribution to the original distribution. At the 
same time, the ability of various classifiers to distinguish 
between real data and generated data can be quantitatively 
tested. For example, by training the classifier on synthetic 
data [27, 28], through this method, the degree of similarity 
between the generated data and the original data can be fully 
evaluated. The W-DCGAN model is shown to be on par with 
state-of-the-art models in generating realistic time series.

In recent years, deep learning models have been widely 
used in anomaly detection due to their ability to automati-
cally learn representative invariant features and complex 
nonlinear relationships from raw data [29]. However, the 
relationship between signals of different working condi-
tions often involves complex mapping, leading to a reduced 
generalization effect. This stands in contrast to traditional 
intelligent fault diagnosis methods.
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Deep learning methods perform well in image process-
ing, natural language processing, etc. The most common 
deep learning methods are convolutional neural networks 
(CNNs) [29] and recurrent neural networks (RNNs) [30]. 
There are various implementations of RNN memory units, 
the most famous of which are long short-term memory 
(LSTM) [31, 32].

Numerous unsupervised fault detection methods based 
on autoencoders have been researched and developed to 
effectively detect faults in motor current time series data-
sets. These methods include CNN-based autoencoders [33], 
LSTM-based autoencoders [34, 35], and hybrid autoencod-
ers [36, 37] that combine CNN and LSTM for extracting 
spatial features and modeling temporal information. These 
methods first divide the time series data into positive marks 
and negative marks. The positive mark data is the normal 
state of the equipment, and the negative mark is the fault 
status. The autoencoder is trained on positively labeled 
data, while negatively labeled data are identified as anoma-
lies based on higher reconstruction error compared to posi-
tively labeled data. Malhotra et al. first proposed to apply 
an LSTM-based autoencoder to anomaly detection in time 
series [38]. Nogas et al. [39] used the convolution layer and 
ConvLSTM for spatiotemporal encoding and decoding. The 
proposed ConvLSTM-AE model effectively integrates the 
improved ConvLSTM and CNN-AE for successful feature 
extraction and fault detection from complex process signals. 
Kim and Cho proposed a C-LSTM model for time series 
anomaly detection and this model consists of CNN, LSTM, 
and Deep Neural Network (DNN) [40]. Khan et al. [36] also 
proposed a similar hybrid model of C-LSTM-AE synergy. 
The CNN layer is also used to extract spatial features, and 
its output is fed to LSTM-AE, followed by dense (fully con-
nected) layers for final prediction.

Many researchers studied anomaly detection by evalu-
ating the time-domain signals. Instead of converting the 
original 1D motor current signals into 2D images, it is also 
possible to directly detect the anomalies from the raw sig-
nal. For example, Li et al. developed an anomaly detection 
method for tool wear based on CNC machine tool motor 
current data. They used a CNN-based autoencoder model 
and the model has strong generalization ability [41]. In addi-
tion, Yang et al. proposed a method for detecting the abnor-
mal operating status of linear motor feed systems based on 
motor current. They first used the long short-term memory 
(LSTM) network to extract the time series features of the 
current [42].

Transfer learning has become a research focus in the field 
of fault detection. For practical applications, training data-
sets distributions (source domain) and test datasets (target 
domain) are often different because they are derived from 
different working conditions or various devices. In this 
case, it is difficult for a deep learning model trained in a 

single scene to achieve good recognition results in all the 
scenarios [43]. To overcome this problem, transfer learning 
is proposed for fault diagnosis. Transfer learning methods 
can effectively reduce the distribution difference between 
source and target domains and extract common features. Li 
et al. have reviewed deep transfer learning for mechanical 
fault diagnosis in recent years [43]. Mao et al. constructed a 
three-channel dataset with time/frequency/time-frequency 
domain information. Then based on the pre-trained VGG-16 
model and support vector machine, effective online detection 
of early bearing failures is realized [44]. Wan et al. proposed 
a gear fault diagnosis method based on transfer learning. 
This method uses a cohesive evaluation method to select 
sensitive features [45]. Shao et al. achieved fast and accurate 
machine fault diagnosis using transfer learning [46].

Although the aim of this paper is to detect misalignment 
of linear feed axis in various scenarios, the complex and 
multifaceted nature of actual working conditions makes it 
impossible to gather data and train models for every opera-
tional state. Furthermore, as anomalies cannot be simulated 
in CNC machines without risking damage to the equipment, 
alternative methods of generating data must be considered.

Our approach involves gathering data on misalignment 
from a single experimental setup, using this data to train 
algorithms and construct models. We can then apply these 
pre-trained models to other scenarios. To adapt the experi-
mental anomaly data to the normal state data of the CNC 
linear feed axis, we must make some adjustments since it is 
extremely costly to simulate anomalies on the CNC machine 
table. This method allows for a short training time for the 
models to reach convergence, and it has been shown to have 
a highly effective diagnostic effect.

In this study, normal data, and anomaly data of varying 
degrees of misalignment were collected from a constructed 
feed axis test platform (FATP). Subsequently, normal condi-
tion CNC signals were collected from a real CNC machine, 
given a particular speed and stroke. However, the inability 
to generate anomaly signals on the CNC machine without 
damaging the equipment resulted in the synthetically gener-
ated anomaly CNC signals. The difference between normal 
data and different levels of anomaly data collected on the 
linear feed axis experimental platform were added to normal 
condition CNC data to create these synthetic anomaly CNC 
signals. Furthermore, data augmentation was conducted 
through the W-DCGAN model. Finally, pre-trained autoen-
coder models on the linear feed axis data were employed to 
detect anomalies from CNC data using transfer learning.

The study makes the following key contributions:
Introduction of a hardware twin for data collection: The 

required data was obtained through a few tests using a CNC 
machine during normal operating conditions. To generate 
extensive training data, FATP [20] was utilized under both 
normal and desired anomaly conditions.
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Synthetic data generation using an AI tool called 
W-DCGAN: W-DCGAN was employed to generate exten-
sive synthetic data using the experimental data from the 
CNC machine and its twin FATP.

Utilization of t-SNE for evaluating the significance of 
the characteristics of the entire data (experimental and syn-
thetic): CNC controller signals were studied for the first time 
at the misalignment condition.

Using and comparing performances of multiple AI tool 
combinations: Comparison of the performance of different 
combinations, namely CNN-AE, TCN-AE, LSTM-AE, and 
CNN-LSTM-AE for identification of misalignment.

Introduction of a low cost and convenient misalign-
ment detection tool: Various geometric error measurement 
tools and methods [47–49] exist to assess the condition of 
machine tools, including misalignments. These testing meth-
ods require the installation of specialized instruments on the 
CNC machines and involve conducting multiple tests after 
the machine has been taken out of production. In contrast, 
the proposed method, consisting of above four steps, offers 
significant advantages as it eliminates the need for additional 
equipment installation and only requires monitoring the sig-
nals at the controller of the CNC machine after the AI tools 
have been trained.

2  Theoretical background

In this study, 4 neural networks were used. These neural 
networks were selected based on the gained student experi-
ence in last 4 years. In this decision, availability, training 
speed, performance, convenience, and compatibility were 
the main factors.

2.1  1D CNN

Convolution is a special kind of linear operation. A neural 
network that uses convolution operations instead of normal 
matrix multiplication operations is called a convolutional 
neural network. 2D CNN is generally used in image recogni-
tion to extract features from images. The classic CNN mod-
els are LeNet, ResNet, etc. Since our current signal input is 
one-dimensional, a 1D CNN is used to extract the relevant 
features of the input current signal. Hence, its convolutional 
kernel also adopts a one-dimensional structure. Each com-
monly used convolutional network usually consists of three 
types of layers: convolutional layer, activation layer, and 
pooling layer. The output of each layer also corresponds to 
a one-dimensional feature vector [11].

The basic structure of the one-dimensional convolu-
tion unit is shown in Fig. 1, and its core components are 
described below.

1 Convolutional layer: It is the main building block of 
CNN. It consists of a set of filters (or kernels) whose 
parameters are learned throughout training, and 
input samples are convolved with multiple param-
eter-learnable filters, respectively. The convolution 
operation can be expressed as follows (equation 1).

where ∗ denotes the convolution operator, i is the index of 
the number of network layers, k is the index of the output 
feature maps, j represents the index of current region to par-
ticipate in the convolution, xi − 1(j) is the input feature map, 
and xk

i
(j) is the k − th output feature map after the convolu-

tion calculation is completed. wk
i
 and bk

i
 are the weight and 

the bias.

2 Activation function: The activation function is a 
nonlinear function that performs nonlinear transfor-
mation on the input signal to enhance the ability of 
the convolutional neural network to extract feature 
vectors. Common activation functions are Sigmoid, 
Tanh, and ReLU. Among them, ReLU is widely used 
because of its fast convergence speed and its abil-
ity to overcome gradient vanishing. The following 
formula (Eq. 2) can describe the ReLU activation 
function.

where xk
i
(j) is the output value of the convolution operation, 

Ak
i
(j) is the output value of xk

i
(j) after the activation function.

3 Pooling layer: A pooling operation is adopted to reduce 
the computational complexity and effectively control the 
risk of overfitting. The calculation process of max pool-
ing is given by equation 3.

(1)xk
i
(j) = wk

i
∗ xi−1(j) + bk

i

(2)Ak
i
(j) = f

(
xk
i
(j)
)
= max

{
0, xk

i
(j)
}

Fig. 1  Structure of the 1D CNN unit



The International Journal of Advanced Manufacturing Technology 

1 3

where Ak
i
(t) represents the value of tth neuron in the kth out-

put feature map of the ith layer. S represents the pooling fac-
tor size, and Pk

i
 is the output feature map after max pooling.

2.2  LSTM

Recurrent neural networks (RNNs) are a popular deep learn-
ing architecture. In traditional neural network models, nodes 
between adjacent layers are interconnected. But they are 
not connected in the same layer. However, the correlation 
between the data is strong for time series data. Therefore, 
the traditional neural network structure cannot effectively 
learn the features of time series data because the nodes in 
each layer are not connected. The biggest difference between 
RNN and the traditional fully connected model is that the 
nodes of each layer are also interconnected, and the connec-
tions between units and the sequence information from the 
input form a directed graph. The biggest problem of RNN is 
that the gradient disappears, making it easy to forget the pre-
vious information [38]. So as an enhanced version of RNN, 
LSTM overcomes the vanishing gradient problem through 
gates (input, forget, and output) and storage units. It uses 
storage units capable of representing long-term dependen-
cies in sequence data. Compared to RNNs, LSTMs exhibit 
a more complex independent module structure, with more 
tunable parameters in the threshold unit.

As shown in Fig. 2, the LSTM memory cell comprises 
four gates, namely the input gate, output gate, forget gate, 
and self-recurrent neuron. These gates regulate the interac-
tion between memory cells, ensuring the effective storage 
and retrieval of relevant information. The functioning of the 
gate structure and specific calculation processes are elabo-
rated below [39].

1 Input gate: The input gate computes the cell state 
∼

Ct to 
input based on [ht − 1, xt], and computes the vector it to 
control what information to be input into the cell state 

(3)Pk
i
(j) = max

(j−1)S+1<t≤jS

{
Ak
i
(t)
} ∼

Ct . The control function of the input gate is given by 
equations 4 and 5.

where 
∼

Ct , Wc, and bc represent the cell state value to be input 
from the new input, the updated weight of the cell state, and 
the cell state bias value, respectively. Tanh is the hyperbolic 
tangent activation function, and it, W, and and bi are the 
output vector, weight matrix, and bias value of the input 
gate, respectively.

2 Forget gate: The vector ft represents what information 
should be forgotten from the cell state Ct − 1 at time t − 1. 
Which information needs to be forgotten is controlled by 
Eq. 6.

where σ is the sigmoid function, Wf is the weight vector of 
the forget gate, and bf is the offset value of the forget gate. 
[ht − 1, xt] is the concatenation of hidden layer ht − 1 and input 
xt

3 Cell state: After calculating the forget gate ft, the infor-
mation to be forgotten Ct − 1 is determined. Subsequently, 
the cell state 

∼

Ct is then derived from the data at time 
t. By combining this with the input gate it calculation 
results, the information that can be input is determined. 
The control function of the cell state Ct at time t is rep-
resented in Eq. 7.

4 Output gate: The final output of the LSTM model is 
the output vector of the output gate ot. At the same 
time, the cell state Ct at time t determines which infor-
mation in the output model will be output as the hid-
den state ht. The control function of the output gate is 
equation 8 and 9.

(4)
∼

Ct = tanh
(
Wc ∙

[
ht−1, xt

]
+ bc

)

(5)it = σ
(
Wi ∙

[
ht−1, xt

]
+ bi

)

(6)ft = �
(
Wf ∙

[
ht−1, xt

]
+ bf

)

(7)Ct = ft × Ct−1 + it ×
∼

Ct

Fig. 2  Standard architecture of 
RNN and LSTM
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where ot, Wo, and bo are the output vector, weight vector, and 
offsets of the output gate. ht is the output hidden state vector 
of the LSTM model at time t.

2.3  GAN

The GAN framework comprises two adversarial neural 
networks that compete against each other. The first net-
work, known as the discriminator, is trained to differentiate 
between real and fake input data, assessing the authentic-
ity of the generated data. The second network, the genera-
tor, receives random noise z ∈ Rr as input and attempts to 
produce synthetic data that closely resembles the training 
data distribution, thereby evading detection as false by the 
discriminator. Consequently, the generator’s objective is to 
maximize the discriminator’s error rate, while the discrimi-
nator strives to minimize it [48]. The figure below shows a 
simple example of a game played by a GAN architecture and 
a neural network model, with the discriminator and genera-
tor labeled D and G, respectively. This leads to a two-player 
minimax game defined by the value function V(D, G) [. The 
input of D is either the generated data G(z) or the real data x. 
In the training process,D maximizes the cost function while 
correctly identifying between real and fake data. Meanwhile, 
the training process of G generates more and more realistic 
data closer to the real samples by minimizing the cost func-
tion. The training is brought to a stop when Nash equilib-
rium is reached, and D and G cannot be further improved by 
way of further training [49, 50] (Eq. 10).

(8)ot = �
(
Wo ∙

[
ht−1, xt

]
+ bo

)

(9)ht = ot × tanh
(
Ct

)
The architecture of the proposed generator and the dis-

criminator model of GAN is shown in Fig. 3. This archi-
tecture is an improved version of a one-dimensional deep 
convolutional generative adversarial network based on 
Wasserstein distance. The signal amplitude is normalized 
between 0 and 1 before feeding it to the 1d W-DCGAN for 
training.

In the model, the generator takes a Gaussian noise tensor 
(z) of dimension [1 × 100] and convolves it through 5 one-
dimensional transposes, then it creates a generated current 
signal of [1 × 320]. A ReLU activation function and a batch 
normalization are used for each layer, except for the last 
layer, which uses a Sigmoid activation function. Both the 
generated signal from the generator and the one-dimensional 
input data within the same range are fed to the discrimina-
tor, referred to as the critic in the W-GAN paper. The critic 
processes the input 1D tensor through five transposed 1D 
convolutions, generating a decision score for subsequent 
backpropagation and network optimization. LeakyReLU 
activation functions and batch normalization are employed 
in each layer of the critic, except for the final layer, which 
omits an activation function. Notably, the generator and 
critic exhibit inverse structures, utilizing the same filter, 
stride, and padding values in contrasting manners. More 
details on the computation process and more information on 
the original model can be found in the GAN [51], DCGAN 
[52], and W-GAN [53] papers.

2.4  Autoencoder

An autoencoder is an unsupervised artificial neural network 
composed of three core layers arranged sequentially: an 

(10)
minGmaxDV(D,G) = Ex∼pdata

[
logD(x)

]

− Ez∼pz

[
log (1 − D(G(z))])

Fig. 3  Architecture of the generative adversarial network
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input layer, a hidden layer, and an output (or reconstruction) 
layer. The primary objective of an autoencoder is to perform 
dimensionality reduction and learn a compact representation 
of the dataset. As shown in Fig. 4, The training process of 
AE consists of two stages: In the encoding stage, the model 
learns a compressed representation (or latent variable) of the 
input. Instead, in the decoding stage, the model reconstructs 
the object from the compressed representation in the encod-
ing stage [54].

Autoencoders are trained to minimize reconstruction loss, 
which is usually given by Eq. 11.

2.5  Ensemble structures

The first model to be used was CNN-AE, the model structure 
is shown in Fig. 5a. It includes six convolutional units. Each 
convolutional unit in the encoder consists of a ReLU activa-
tion function, MaxPoolin1D, and Batch normalization. Each 

(11)Reconstruction loss = ‖x − x̂‖2

convolutional unit in the decoder consists of a ReLU activa-
tion function, UpSamping1D, and Batch normalization. A 
20% dropout was applied to the output of each convolutional 
unit to prevent overfitting. The kernel size is both 3, the 
MaxPoolin1D and UpSamping1D size is 2, and the stride of 
all layers is set to 1. The Adam optimizer and mean squared 
error loss function are used in the model. The model results 
are presented in the next sections. A TCN can be described 
by four elements: a list of dilation rates (q_1,q_2,q_3,…
,q_n), the number of filters (nfilters), the kernel size (k), and 
the number of convolutional layers, where for each layer the 
number of filters is the same as the kernel size. The TCN 
unit used in this thesis is four stacked convolutional layers, 
the number of filters (nfilters) is 30, the convolution kernel 
size (k) is 30, and each layer sequentially uses a dilation rate 
list (1, 2, 4, 8) to achieve dilated convolution.

The architecture used in this section is a TCN-based 
autoencoder called TCN-AE [55], as shown in Fig. 5b. Like 
other autoencoders, TCN-AE also consists of an encoder 
and a decoder. The encoder initially uses a TCN unit to pro-
cess an input sequence of length 320 and dimension 1. Then 

Fig. 4  Architecture of autoencoder

  
a) Architecture of the proposed CNN-AE model  b) Architecture of the proposed TCN-AE model

Fig. 5  Different ensemble deep learning structures
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the input sequence is input into a TCN unit, and the output 
sequence length is still 320, but the dimension is 30 accord-
ing to the number of TCN filters. Subsequently, since the 
input sequence is not particularly complex, a 1D convolution 
(q = 1, k = 1, nfilters = 24) is used to reduce the dimension 
size of the feature map output by the TCN to 24. Then for 
each feature map, an average pooling layer with a down sam-
pling factor size of 16 is used to down sample the sequence. 
The extracted compressed representation has a dimension 
of 24 and a length of 16. This down sampled compressed 
representation is then fed into the decoder, which initially 
restores its original size using an up-sampling layer based on 
nearest-neighbor interpolation. Subsequently, the data passes 
through a second TCN with identical parameters to the first 
TCN. Finally, the input sequence is reconstructed using a 1D 
convolutional layer. In this model, the Adam optimizer and 
mean squared error loss function are employed for training. 
Detailed results are presented in the next sections.

LSTM-based autoencoders are widely used to learn 
dependencies between time series. The simple LSTM-AE 
model is applied as shown in Fig. 6a. The first LSTM layer 
acts as the encoder, and the dropout layer is used to prevent 
overfitting. The input sequence is fed directly to the encoder. 
Without using an additional LSTM layer for decoding, the 
encoded sequence is input to a fully connected layer for 
decoding, which produces an output prediction for the input 
sequence. The Adam optimizer and mean squared error loss 
function are used in the model. This simple model works 
well, and detailed results are presented in the next sections. 
In this work, a hybrid network to detect anomalies in the 
input current time series is developed. LSTM can learn from 
the temporal dependencies of one sequence and another but 
needs help modeling spatial features. Therefore, in this work, 
CNN is used to extract spatial features from the input dataset 
and then feed these features to LSTM-AE. The structure is 
shown in Fig. 6b. The first is two one-dimensional CNN lay-
ers used to extract spatial features; each CNN unit includes 
a convolutional layer, dropout layer, pooling layer, ReLU 
layer, and batch normalization. The filter size of the first 

convolutional layer is 48, while the filter size of the second 
layer is 96, and the kernel size of both convolutional lay-
ers is 3. The extracted features are then fed into an LSTM 
layer as an encoder, which encodes the input sequence for 
96-time steps, these encoded sequences are fed into another 
LSTM layer for decoding, and finally, a dense layer is used 
to reconstruct the input sequence. The Adam optimizer and 
mean squared error loss function are used in the model. The 
proposed hybrid model works well and achieves convincing 
results, which will be evaluated in the next sections.

2.6  t‑SNE

t-SNE (t-distributed stochastic neighbor embedding) is a 
nonlinear dimensionality reduction machine learning algo-
rithm, particularly well-suited for visualizing high-dimen-
sional data in 2D or 3D spaces. It helps ascertain whether 
high-dimensional data is separable, characterized by small 
intra-class distances and large inter-class distances. T-SNE 
nonlinearly projects high-dimensional data into 2D, or 3D 
space. If distinct separations are observed in the low-dimen-
sional space, it suggests the high-dimensional data is sepa-
rable. Conversely, if separations are not apparent, the data 
may be inseparable in high-dimensional space or unsuitable 
for low-dimensional projection for classification purposes. 
T-SNE’s principle involves converting data point similar-
ity into conditional probabilities. In the original space, data 
point similarity is represented by Gaussian joint distribution, 
while in the embedded space, it is represented by Student’s 
t-distribution. Embedding quality is assessed using the KL 
divergence of the joint probability distributions in both the 
original and embedded spaces, which serves as a measure 
to evaluate the similarity between the two distributions. In 
essence, a function related to the KL divergence is employed 
as the loss function, and this loss function is minimized 
using the gradient descent algorithm, ultimately yielding 
the convergent result. t-SNE can be considered one of the 
most effective methods for data dimensionality reduction 

Fig. 6  Different ensemble deep 
learning structure

   
a) Architecture of the proposed LSTM-AE model b) Architecture of the proposed CNN-LSTM-AE model
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and visualization. Its primary drawback is its higher memory 
consumption and longer execution time [26].

3  Experimental setups and data processing

Mechanically forcing anomalies on CNC linear axes dam-
ages the machine. Not to damage the machines, anomaly 
experiments were performed on a different set of experi-
ments and adapted to the normal state data obtained from 
the CNC.

A separate platform was prepared to simulate the motor 
which moves the linear table. This platform was called 
feed axis test platform (FATP) and presented in Fig. 7a. 
It was used to simulate different types of misalignments, 
application of external forces to the system, simulation of 
various misalignment issues, and collection of motor cur-
rent data for analysis. Demetgul et al. [18] contributed to 
the development of the entire experimental platform and 
conducted all experiments on it, gathering various types 
of data. This paper utilized only certain categories of data 
for training purposes. The experimental pillow block was 
driven by a motor, reciprocating at 100 mm/s and 200 
mm/s, and the stroke length was 400–500 mm. Five levels 
of horizontal left side misalignments (0.05 mm, 0.10 mm, 
0.15 mm, 0.05 mm, and 0.25 mm) were introduced into 

the linear feed axis. As the horizontal misalignment shifts 
to the left, the motor current magnitude slightly increases. 
The extent of this increase is positively correlated with the 
degree of horizontal misalignment introduced to the left.

After obtaining the data of the linear feed axis for 
the pre-training model, experiments were carried out to 
obtain motor current data from a real CNC machine. The 
experimental platform is the CMX 600V vertical milling 
CNC machine of the DMG MORI brand (Fig. 7b). Our 
experiments were carried out to obtain the actual data 
from this CNC machine’s linear feed axis system without 
any abnormality. Figure 7 is a schematic diagram of the 
system structure. Important components were shown in 
the picture. In this context, the transport table serves as 
the object for error detection. It conveys the workpiece to 
be milled to a predefined position, with its linear motion 
in each direction (x, y, z) controlled by a single axis. In 
the experiment, only the x-axis in the horizontal direction 
was considered, and numerous different experiments were 
conducted. The linear feed system of the CNC machine 
operates without any mass block, using one mass block 
(100 N), two mass blocks (200 N) and three mass blocks 
(300 N). And then collect each motor current data through 
PLC. The sampling rate of this experiment was set to 500 
Hz. Through this experiment, normal condition data under 
different loads was obtained.

Fig. 7  Experimental setup. a 
Feed axis test platform (FATP). 
b CNC
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The relevant experimental parameters are shown in the 
following Table 1. In all experiments, the sampling rate of 
the motor current is kept constant at 500 Hz, and all col-
lected data are normal data, except that the load is divided 
into four levels from 0 to 300N; under normal working con-
ditions, it is normal to have a load, so the data collected 
under load also belongs to the normal state data. The speed 
is 100 mm/s, 200 mm/s, and 300 mm/s, respectively, and 
stroke is 100 mm, 200 mm, and 300 mm, respectively. As 
can be seen in the table, only the normal state and normal 
state tests with vertical load were carried out on the CNC 
machine. Anomaly experiments were adapted from the first 
set of experiments to the data of the CNC machine.

Figure 8 shows the overall flow of this work. First, the 
motor current time series data was collected from the linear 
feed axis experimental platform (Fig. 7a) and CNC machin-
ing center (Fig. 7b) through PLC. The data collected from 
the linear feed axis experimental platform was divided into 
single-period signals and normalized. Normal condition 
data, normal condition data with horizontal force applied, 
and different types of left-side misalignment anomaly data 
were obtained from this platform. However, only normal 
condition data and normal condition data under vertical 
force can be obtained from the CNC machining center, and 
no anomaly data and normal condition data with horizon-
tal force application were available. To address this issue, 
the difference between the normal signal and other types of 
signals on the linear feed axis experimental platform was 
added to the normal signal of the CNC to synthetically cre-
ate usable signals for training and testing. W-DCGAN mod-
els were then trained to enhance data for all types of data. 
t-SNE and TSTR evaluation indicators were used to test the 
ability of the W-DCGAN to generate similar signals. The 
normal condition linear feed axis current data was used to 

pre-train various autoencoder models and complete hyper-
parameter optimization. The training results under the best 
hyperparameter combination were used as the standard for 
evaluating the pre-training model. Finally, the parameters of 
the pre-trained model were transferred to detect anomalies 
in CNC data. By training the model in a single scene and 
transferring the parameters to other scenes, the cost was sig-
nificantly decreased.

3.1  Generation of anomaly data and normal data 
with horizontal forces

As mentioned in the previous section, normal state data can 
be collected from real CNC machines. Still, since there is 
no way to damage the machine or put force on the shaft, and 
most of the time it runs normally, it is difficult to capture and 
obtain anomaly data and normal condition data under load, 
so it was necessary to create the data synthetically.

Figure 9 shows how the synthetic signals for the CNC 
machine were created based on the difference between the 
normal signal and the other signals of the linear feed axis. 
The upper part of the diagram shows how a PLC was used to 
read a normal state current signal from a CNC machine and 
divide it into cycles. In the lower section of the depicted fig-
ure, the normal signal of the CNC machine was augmented 
with the difference between each left misalignment signal 
of the linear feed axis and its corresponding normal signal. 
Synthetic data was created with this approach and utilized 
for the purpose of training and testing. The anomaly signal 
will retain the amplitude change in the middle of the original 
linear axis signal. This amplitude change is the focus of our 
detection. The same method was used to create the normal 
state data under load. On the left column of the second and 
third rows, the normal and anomaly signals obtained by 
a specially designed feed axis test platform (FATP) were 
shown without and with the horizontal force application. At 
the third column from the left, in the same rows, the CNC 
data was shown.

In these experiments, the table of the CNC machin-
ing center was driven by the motor, at the speeds of 100 
mm/s, 200 mm/s and 300 mm/s, while the stroke was set to 
100–300 mm. Motor current signals were collected without 
and with vertical loads (Fig. 10b). The motor current signals 
under normal conditions with horizontal forces (Fig. 10a) 
and the motor current signals with different levels of hori-
zontal misalignment (Fig. 10c) were both synthetically gen-
erated and added. Figure 10 a and b show the motor current 
without any abnormality under different horizontal and ver-
tical loads, respectively. Figure 10c shows the current when 
the data was taken at different misalignment levels. In all 
cases, the table speed and stroke distance were 100 mm/s 
and 100 mm, respectively. It was observed that the current 
signal did not change under different vertical loads.

Table 1  Experimental parameters of CNC machine

Experiment Normal Normal with 
vertical loads

Horizontal misalignment (mm) 0 0
Vertical misalignment (mm) 0 0
Horizontal force (N) 0 0
Vertical force (N) 0 100

200
300

Speed (mm/s) 100 100
200 200
300 300

Stroke (mm) 100 100
200 200
300 300

Sampling rate (HZ) 500 500
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4  Results and discussion

4.1  Data generation with W‑DCGANs

W-DCGAN model was used to impose abnormalities into 
the data. In the experiment, 42 experimental data sets were 
collected by using the CNC machine with and without verti-
cal loads, Since there was no difference in the signals, they 
were grouped in the same category here. Anomaly data 
and normal data with horizontal forces were synthetically 

created, and a separate GAN model was trained for each one 
of the considered cases. Figure 11 shows the experimental 
data without any load and the same signal after the effect of 
10 N horizontal force was simulated.

t-Distributed stochastic neighborhood embedding (t-SNE) 
is a statistical method for visualizing high-dimensional data 
by assigning each data point a location in a 2D or 3D map 
and has been used to evaluate the similarity between the 
data sets [56]. If the data points after t-SNE dimension-
ality reduction are very close in the two-dimensional or 

Fig. 8  Outline of the overall work. Experimental data collection at two platforms (FATP and CNC), transfer learning, and classification
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Fig. 9  Flowchart of synthetic data generation from the FATP and CNC data

Fig. 10  Preprocessed motor 
current signals of CNC machine 
at speed 100 mm/s

(a) Normal condition data with horizontal force  (b) Normal condition data with vertical force

 (c) Horizontal misalignment data
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three-dimensional maps, it indicates that the spatiotemporal 
characteristics of the data are very similar. This approach 
was used to evaluate the similarity between synthetically 
generated and the experimental data.

Figure 12 shows the data point positions and correspond-
ing similarities of experimental and synthetically generated 
cases for each type of data after dimensionality reduction by 
t-SNE. For example, in the figure, there is overlap between 
normal data points and other anomaly data points, this is 
because some anomaly signals were only slightly different 
from normal signals. However, it is evident that every type 
of data possesses a distinctive cluster center, indicating that 
the generated data is strikingly similar to the actual data 
and indistinguishable from it. This finding suggests that the 

synthetically generated data exhibited the characteristics of 
the experimental data, but its diversity remained limited.

Figure 13 displays the positions of all real and syntheti-
cally generated data points, along with the similarity of nor-
mal data and anomaly data after dimensionality reduction 
through t-SNE, when all anomaly data are classified into 
one category.

Only 42 sets of data were recorded at the normal operat-
ing conditions by using the CNC without any abnormality. 
To obtain well-balanced descriptive training and test data, 
12,000 synthetically generated cases without any anomaly 
and 10,000 synthetically generated cases with anomalies 
were generated by using the W-DCGAN model. Eighty per-
cent of cases were used for training, and the remaining 20% 

Fig. 11  Generation results for 
normal condition data with 10 
N horizontal force applied

Fig. 12  Visualizations after 
reducing all the real and gener-
ated fake data points of each 
type of data to two- or three-
dimensional map by t-SNE

Fig. 13  Visualizations after 
reducing all the real and gener-
ated fake data points of normal 
and anomaly data to two- or 
three-dimensional map by 
t-SNE
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were used for validation and testing purposes. The exact data 
numbers are listed in Table 2.

4.2  Threshold selection

The reconstruction loss distribution of each autoencoder 
model for all data is shown in Fig. 14: from top to bottom, 
(a) CNN-AE, (b) TCN-AE, (c) LSTM-AE, and (d) CNN-
LSTM-AE. Blue points represent reconstruction errors for 
normal signals, and red points represent reconstruction 

errors for anomaly data. In the figure, it is also easy to draw 
a threshold between the reconstruction errors of normal data 
and anomaly data to distinguish them. The threshold selec-
tion is based on maximizing the classification accuracy of 
all data.

4.3  Classification results

Almost all researchers have been using confusion matri-
ces in recent studies to evaluate the performance of the 
classification method since their compact diagrams show 
the number of tests and number of the correct and wrong 
estimations at a single glance. After selecting the optimal 
threshold based on the classification accuracy, the confu-
sion matrices of the four models are presented in Fig. 15. 
All models achieved excellent results. The CNN-LSTM-AE 
combination obtained the best accuracy. This excellence also 
confirmed the validity of the proposed synthetic data genera-
tion procedure in this paper.

4.4  Discussion

Generation of training data by using analytical models for 
manufacturing applications started in early 1990s. Tan-
sel’s group used analytical model-based simulations for 
training conventional neural networks to detect chatter in 
turning [57] and tool breakage in milling operations [58]. 
Recently, transfer learning was used in milling [59, 60] and 
turning [61] operations. Unver and Sener [59], and Postel 
et al. [60] used analytical models to generate all or most 

Table 2  Number of experimental and synthetic data in different cat-
egories

Type Original Synthetic All Ratio

Normal 21 2000 2021 5.07%
Normal with vertical 100 N 7 2000 2007 5.04%
Normal with vertical 200 N 7 2000 2007 5.04%
Normal with vertical 300 N 7 2000 2007 5.04%
Normal with horizontal 10 N 882 2000 2882 7.23%
Normal with horizontal 25 N 882 2000 2882 7.23%
Anomaly 0.05 mm 3360 2000 5360 13.45%
Anomaly 0.10 mm 3360 2000 5360 13.45%
Anomaly 0.15 mm 3150 2000 5150 12.92%
Anomaly 0.20 mm 3150 2000 5150 12.92%
Anomaly 0.25 mm 3024 2000 5024 12.61%
Total normal 1806 12,000 13,806 34.65%
Total anomaly 16,044 10,000 26,044 65.36%
Total 17,850 22,000 39,850 100.0%

Fig. 14  Distribution of recon-
struction loss using various 
autoencoders after transfer 
learning

(a) Reconstruction loss distribution for CNN-AE     (b) Reconstruction loss distribution for TCN-AE

(c) Reconstruction loss distribution for LSTM-AE  (d) Reconstruction loss distribution for CNN-LSTM-AE.
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of their training data respectively. Yesilli et al. [61] trained 
their classifiers with 5.08 cm stickout cases. They tested the 
classifier with 11.43cm stickout cases to evaluate the transfer 
learning capability of the classifiers.

In this study, only experimental data was used for trans-
fer learning. W-DCGAN model used experimental data to 
generate the 22,000 synthetically generated cases. Experi-
mental data was collected by performing 42 tests by using 
the CNC machine and 17,808 tests by using FATP as shown 
in Table 2.

5  Conclusion and future work

An innovative method was proposed to estimate the mis-
alignments of the linear tables of CNC machines without 
attaching any sensors on the machine tool. Use of the motor 
current signals collected by the controller was proposed. 
Experimental data was collected for the study by using an 
experimental platform which was constructed to induce dif-
ferent levels of horizontal misalignments mechanically and 
a CNC machine. Data was collected when the linear table 
was in normal operating condition and when different mis-
alignments were imposed. Additional data was collected by 
using a computer numerical control (CNC) machine without 
creating any anomaly.

A Wasserstein deep convolutional generative adversarial 
network has been developed to generate synthetic data that 
captures the effect of anomalies experienced on the experi-
mental platform, using data collected from a CNC machine. 
The generated signal was compared to the original signal in 
real-time by using t-SNE. Additionally, data augmentation 
was applied to improve the robustness and generalization 
ability of models trained on this dataset. t-SNE showed that 
the synthetically created data had the same characteristics 
with the experimental data collected on the CNC machine.

Autoencoders were used to classify motor current sig-
nals, and random search and grid search techniques were 
used to find their optimal parameters. The CNN-AE, TCN-
AE, LSTM-AE, and CNN-LSTM-AE combinations were 
used to classify the test cases after training. All models 
achieved good classification results. The highest accuracy 
was achieved by combining CNN, LSTM, and AE models. 
These results also demonstrated the feasibility of the pro-
posed synthetic data generation approach and great perfor-
mance of the combining CNN, LSTM, and AE models.

In summary, the models proposed can detect axial mis-
alignment in the horizontal direction very well on CNC 
machines, with 0.3% error. In addition, Wasserstein deep 
convolutional generative adversarial network was an excel-
lent tool for transfer learning.

The results demonstrated that monitoring the motor loads 
of machine tool controllers can effectively detect certain 

Fig. 15  Horizontal misalign-
ment classification results using 
various autoencoders based on 
optimal thresholds after transfer 
learning

   
(a) Classification result using CNN-AE       (b) Classification result using TCN-AE

 
(c) Classification result using LSTM-AE     (d) Classification result using CNN-LSTM-AE
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geometric errors, such as misalignment. These findings 
can be further extended to estimate tool offsets and iden-
tify spindle errors associated with radial, axial, and angular 
deviations. Moreover, aside from geometric errors, there 
have been extensive studies focusing on tool wear estima-
tion, chatter detection, and tool breakage identification using 
signals from CNC controllers. These studies could be inte-
grated to develop intelligent CNC controllers capable of 
evaluating both machine geometric errors and machining 
performance simultaneously.
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