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Abstract

In this paper, we study batch codes, which were introduced by Ishai, Kushilevitz, Ostrovsky
and Sahai in [3]. A batch code specifies a method to distribute a database of n items among
m devices (servers) in such a way that any k items can be retrieved by reading at most t items
from each of the servers. It is of interest to devise batch codes that minimize the total storage,
denoted by N , over all m servers.

In this paper, we study the special case t = 1, under the assumption that every server stores
a subset of the items. This is purely a combinatorial problem, so we call this kind of batch
code a “combinatorial batch code”. For various parameter situations, we are able to present
batch codes that are optimal with respect to the storage requirement, N . We also study uniform
codes, where every item is stored in precisely c of the m servers (such a code is said to have rate
1/c). Interesting new results are presented in the cases c = 2, k − 2 and k − 1. In addition, we
obtain improved existence results for arbitrary fixed c using the probabilistic method.

1 Introduction

Ishai, Kushilevitz, Ostrovsky and Sahai [3] have shown that problems connected with reducing the
computational overhead of private information retrieval can be related to the question of how to
distribute a database of n items among m devices (servers) so that any k items can be retrieved by
reading at most t items from each of the servers [3]. This leads naturally to the concept of a batch
code, which they define as follows.

∗Research supported by EPSRC grant EP/D053285/1
†Research supported by NSERC discovery grant 203114-06
‡Research supported by NSERC discovery grant 239135-06
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Definition 1.1. An (n,N, k,m, t) batch code over an alphabet Σ encodes a string x ∈ Σn into an
m-tuple of strings y1, y2, . . . , ym ∈ Σ∗ (also referred to as servers) of total length N , such that for
each k-tuple (batch) of distinct indices i1, i2, . . . , ik ∈ {1, . . . , n}, the entries xi1 , xi2 , . . . , xik from
x can be decoded by reading at most t symbols from each server.

In general, we want N to be as small as possible, given n,m, k and t. It is often useful to study
the rate of the code, which is defined to be the ratio n/N . A large rate is a desirable property of a
batch code.

In this paper we consider batch codes for which the decoding is simply reading; these are referred
to as replication-based batch codes in [3]. In this case, each server can be represented as a subset of
the alphabet set, so the problem of constructing such codes falls naturally within a combinatorial
framework. We call these codes “combinatorial batch codes” and define them as follows.

Definition 1.2. An (n,N, k,m, t) combinatorial batch code (CBC) is a set system (X,B), where
X is a set of n elements (called items), B is a collection of m subsets of X (called servers) and
N =

∑

B∈B|B|, such that for each k-subset {xi1 , xi2 , . . . , xik} ⊂ X there exists a subset Ci ⊆ Bi,
where |Ci| ≤ t, i = 1, . . . ,m, such that

{xi1 , xi2 , . . . , xik} ⊂
m
⋃

i=1

Ci.

A feature of a batch code mentioned in [3] is the load balancing property, which is captured
by the parameter t. Basically, this says that the k desired items can be recovered by reading (at
most) t items from each server; thus the load on the servers is balanced (and upper-bounded) by
the parameter t.

We will only consider the case t = 1 in this paper; such a batch code permits only one item to
be retrieved from each server. Since we are fixing t = 1, we will omit the parameter t, and denote
the batch code as an (n,N, k,m)-CBC.

It is noted in [3] that an (n,N, k,m)-CBC is equivalent to an unbalanced expander with ex-
pansion factor 1. However, most existing literature on expanders is concerned with asymptotic
behaviour, while in this paper we focus on exact combinatorial constructions and bounds. Further-
more, most research on expanders concerns expansion factors exceeding 1. Thus our work has a
considerably different flavour.

Two trivial cases of combinatorial batch codes are:

1. Each server has a copy of X. In this case, k servers are needed and N = kn.

2. Each server stores only one item. In this case, n servers are needed and N = n = m.

Therefore, we are only interested in (n,N, k,m) combinatorial batch codes with N < kn and N > n.

1.1 Representations of Batch Codes

We have defined combinatorial batch codes to be set systems whose points represent the items in
a database, with the servers being represented by subsets of these points. Throughout this paper
it will frequently be convenient to consider instead the dual set system, in which the servers are
represented by points, and each item in the database is represented by a set (referred to as a block)
containing the points (i.e., the servers) that store that item. It is permitted for the dual set system
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to contain “repeated blocks”; this will happen if two (or more) items are assigned to the same set
of servers.

Given a set system (X,B) with X = {x1, x2, . . . , xv} and B = {B1, B2, . . . , Bb}, the incidence
matrix of (X,B) is the b × v matrix A = (ai,j), where

ai,j =

{

1 if xj ∈ Bi

0 if xj 6∈ Bi.

Conversely, given an incidence matrix, we can define an associated set system in the obvious way.
The blocks of the dual set system of an (n,N, k,m)-CBC are represented by the columns of the

corresponding incidence matrix, with the points of the jth block corresponding to rows i for which
the matrix entry ai,j = 1. The incidence matrix of an (n,N, k,m)-CBC is thus an m × n matrix
with entries in {0, 1}, such that for any k columns, there are k rows such that the resulting k × k
submatrix has at least one transversal containing only 1s (i.e., a set of k cells in different rows and
different columns that all contain the entry 1). So we have the following lemma.

Lemma 1.1. An m × n 0-1 matrix is an incidence matrix of an (n,N, k,m)-CBC if and only if,
for any k columns, there is a k× k submatrix which has at least one transversal containing k ones.

This result leads directly to the following version of Hall’s marriage theorem, which is described
in [3] using the language of matchings in a bipartite graph.

Lemma 1.2 (Hall’s marriage theorem). Suppose (X,B) is a set system. Then any collection of
k blocks B1, B2, . . . , Bk ∈ B has a system of distinct representatives if and only if the following
condition, denoted SDR(i), is satisfied for all i, 1 ≤ i ≤ k:

for any collection of i blocks Bj1, Bj2 . . . , Bji
,

∣

∣

∣

∣

∣

i
⋃

l=1

Bjl

∣

∣

∣

∣

∣

≥ i. (1)

Example 1.1. Here is the incidence matrix of a (7, 15, 5, 5)-CBC:

1 0 0 0 0 1 1

0 1 0 0 0 1 1

0 0 1 0 0 1 1

0 0 0 1 0 1 1

0 0 0 0 1 1 1

The set system represented by this incidence matrix is

{{1, 6, 7}, {2, 6, 7}, {3, 6, 7}, {4, 6, 7}, {5, 6, 7}},

and the dual set system is

{{1}, {2}, {3}, {4}, {5}, {1, 2, 3, 4, 5}, {1, 2, 3, 4, 5}}.

For 1 ≤ i ≤ 5, it is easy to see that any i blocks of the dual system contain at least i points.
Therefore, we have a CBC with k = 5.
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1.2 Our Contributions

For various parameter situations, we are able to present batch codes that are optimal with respect
to the storage requirement, N . In Section 2.1, we study codes with small and large values of m,
while in Section 2.2 we determine optimal batch codes when n is sufficiently large. In Section 3, we
study codes where every item is stored in precisely c of the m servers (such a code is said to have
rate 1/c). Interesting new results are presented in the cases c = 2, k − 2 and k − 1. In addition, we
obtain improved existence results for arbitrary fixed c using the probabilistic method.

2 Combinatorial Batch Codes with Minimal Total Storage

The parameter N in an (n,N, k,m)-CBC represents the total amount of information collectively
stored by all the servers. Hence, given n, k and m, we would like to find combinatorial batch codes
for which N is as small as possible. We say that an (n,N, k,m)-CBC is optimal if N ≤ N ′ for all
(n,N ′, k,m)-CBC and we denote the corresponding value of N by N(n, k,m). We would like to
determine N(n, k,m) for all k > 1 and all m, n with k ≤ m ≤ n.

2.1 Batch Codes with Minimum and Maximum Values of m

In this section, we obtain optimal solutions for the special cases m = k, n − 1 and n. We also give
a construction that applies when m is a bit smaller than n.

The first of these cases is trivial; it was already mentioned in Section 1.

Theorem 2.1. N(n, k, n) = n.

The case of m = k is also not difficult. We give a construction that generalizes Example 1.1,
and prove that the construction is optimal.

Theorem 2.2. N(n, k, k) = kn − k(k − 1).

Proof. Let Bj = {xj} for j = 1, 2, . . . , k, and let Bj = {x1, x2, . . . , xk} for k +1 ≤ j ≤ n. Then it is
easy to check that {B1, . . . , Bn} is the dual set system of an (n,N, k, k)-CBC. On the other hand,
if N < k(n − k + 1), then at least one server contains n − k or fewer items, so the k items missing
from that server cannot be recovered.

We now describe a construction that can be applied when n is not too much bigger than m. For
positive integers k and p, we define a graph that we term a (k, p)-flying saucer, which we denote
as (k, p)-FS. For simplicity, we first assume that k ≡ 2 mod 3.

We begin by constructing p paths of length (k + 1)/3. These paths should all have the same
two endpoints, say x and y, but otherwise they are vertex-disjoint. Then attach paths of length
(k − 2)/3 to both x and y. The other endpoint of the path having endpoint x (y, resp.) is denoted
u (v, resp.).An example of a flying saucer is given in Figure 1.

Some basic properties of flying saucers are given in the next lemma.

Lemma 2.3. Suppose k ≡ 2 mod 3. Then the following properties hold:

1. A (k, p)-FS contains

ν(k, p) =
(p + 2)(k − 2)

3
+ 2

4



x yu v

k = 8, p = 3

Figure 1: An (8, 3)-flying saucer

vertices and

ǫ(k, p) = ν(k, p) + p − 2 =
p(k + 1)

3
+

2(k − 2)

3

edges.

2. The distance (i.e., the length of the shortest path) between the two vertices of degree one
(namely, u and v) is k − 1.

3. A connected subgraph of a (k, p)-FS that contains a cycle and a vertex of degree one (i.e., one
of x or y) has at least k edges (such a subgraph would contain the path from u to x together
with two paths from x to y; or the path from v to y together with two paths from y to x).

4. A connected subgraph of a (k, p)-FS that contains two cycles has at least k + 1 edges (such a
subgraph would contain three paths from x to y).

Now we can state our construction and prove that it yields a certain class of CBC.

Theorem 2.4. Suppose that k and p are positive integers, and k ≡ 2 mod 3. Define ν(k, p) and
ǫ(k, p) as in Lemma 2.3. Suppose that m ≥ ν(k, p). Then there exists an (m+p,m+p+ǫ(k, p), k,m)-
CBC.

Proof. First, construct a (k, p)-FS. Then add a sufficient number of isolated vertices so the resulting
graph, say G, contains m vertices. Now we construct an m× n incidence matrix A whose rows are
labelled by the vertices of G. For every edge st in G, construct a column of A that has 1s in rows
s and t. Then, for every vertex s of G that is either a vertex of degree one (i.e., s = u or v) or
an isolated vertex, construct a column of A that has a 1 in row s. The resulting dual set system
consists of blocks of size two (corresponding to edges of G) and blocks of size one (corresponding
to vertices of G having degree zero or one).

Suppose there is a set of i ≤ k blocks of the dual set system that spans fewer than i points. We
can ignore blocks corresponding to isolated vertices in G. A bit of thought shows that there are
three cases we need to consider:

1. The set of i blocks contains the blocks corresponding to both of the vertices u and v. It is
easy to check that we would need to include blocks corresponding to all the edges in a path
from u to v, but then we would have at least 2 + k − 1 = k + 1 blocks, from property 2 of
Lemma 2.3. This yields a contradiction.
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2. The set of i blocks contains exactly one of the two blocks corresponding to the vertices u
and v. Without loss of generality, suppose that we include the block corresponding to u and
omit the block corresponding to v. It is easy to check that we would need to include blocks
corresponding to all the edges in a path from u to x as well as the edges in two paths from x
to y, but then we would have at least 1 + k = k + 1 blocks, from property 3 of Lemma 2.3.
This yields a contradiction.

3. The set of i blocks contains neither of the blocks corresponding to the vertices u or v. It is
easy to check that we would need to include blocks corresponding to all the edges in three
paths from x to y, but then we would have at least k + 1 blocks, from property 4 of Lemma
2.3. This yields a contradiction.

These cases cover all the possibilities, so we have proved that we have a CBC with the desired value
of k.

Here is a small example to illustrate the construction.

Example 2.1. Taking k = 8, p = 3 and m = 12 in Theorem 2.4, we construct a (15, 28, 8, 12)-
CBC. We start with an (8, 3)-FS, as depicted in Figure 1. The incidence matrix of the desired CBC
is as follows:

1 0 0 0 0 0 0 0 0 0 0 0 0 1 0

1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 1 1 1 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 1 1 0 0 1 1 0 0 0

0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 1

0 0 0 1 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 1 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 1 1 0 0

Suppose we fix k and m, and consider how N behaves as n takes on the values m+1,m+2, . . . .
From the formulas in Theorem 2.4, we see that we add (k + 1)/3 to N every time we add 1 to n.

Theorem 2.4 only considered the case when k ≡ 2 mod 3. However, similar constructions can
be used when k ≡ 0, 1 mod 3. Basically, what we do is adjust the lengths of the paths in the flying
saucer, taking care to ensure that properties 2, 3, and 4 of Lemma 2.3 are satisfied. Suppose that
the path from u to x has length a, the path from y to v has length b, and the p paths from x to y
have lengths c1, . . . , cp. We choose the values a, b, c1, . . . , cp as follows:

• When k ≡ 0 mod 3, let a = k/3 − 1, b = k/3, c1 = k/3, c2 = · · · = cp = k/3 + 1.

• When k ≡ 1 mod 3, let a = b = (k − 1)/3, c1 = (k − 1)/3, c2 = · · · = cp = (k + 2)/3.

The resulting construction has behaviour similar to the case k ≡ 2 mod 3; we omit the details.

In the case n = m + 1, we can show that our construction is optimal, for all values of k.
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Theorem 2.5. N(m + 1, k,m) = m + k.

Proof. First, we observe that, when we let p = 1 in Theorem 2.4, we obtain an (m+1,m+k, k,m)-
CBC when k ≡ 2 mod 3. In fact, an (m + 1,m + k, k,m)-CBC exists for all positive integers k (a
flying saucer is always a path of length k − 1 when p = 1). Therefore N(m + 1, k,m) ≤ m + k.

To complete the proof, we show that N(m + 1, k,m) ≥ m + k. Let A be the incidence matrix of
an (m + 1,m + j, k,m)-CBC. Suppose the rows of A are ordered in nonincreasing order of weight,
and let B consist of the first j rows of A. Denote the remaining m− j rows of A by C. Let wB (wC ,
resp.) denote the number of 1s in B (C, resp.). Then it is clear that wB ≥ 2j and wC ≤ m − j.

The maximum number of non-zero columns in C is wC , so C contains an (m − j) × (j + 1)
matrix of 0s, say C ′. Let B′ denote the j× (j +1) submatrix of B that has the same columns as C ′.
The blocks of the dual design corresponding to the j + 1 columns in B′ contain at most j points.
If j ≤ k − 1, then we have a contradiction, so we conclude that j ≥ k.

2.2 Batch Codes for Large Values of n

We observe that it is never necessary for any of the blocks in the dual set system to contain more
than k points. For, if we consider any k columns of the incidence matrix, a (k − 1)-transversal of
any k − 1 of the columns can always be completed to a k-transversal of all k columns provided
the final column contains k ones. Thus, in seeking to determine N(n, k,m) we can restrict our
attention to (n,N, k,m) combinatorial batch codes in which each block of the dual set system has
at most k points. For sufficiently large n we have the following construction.

Construction 2.6. For n ≥ (k− 1)
( m
k−1

)

we can construct an (n, kn− (k− 1)
( m
k−1

)

, k,m)-CBC as
follows.

• Let the first (k − 1)
( m
k−1

)

blocks of the dual set system consist of k − 1 copies of each possible
set of k − 1 points.

• Each remaining block of the dual set system can be taken to be any set of k points.

Theorem 2.7. Construction 2.6 gives rise to an (n,N, k,m)-CBC with N = kn − (k − 1)
(

m
k−1

)

.

Proof. According to Construction 2.6 each block contains either k or k−1 points, so the value of N
is equal to kn minus the number of blocks that contain k−1 points, that is, N = kn− (k−1)

( m
k−1

)

.
As each block contains at least k− 1 points, then, for i = 1, . . . , k− 1, the union of any i blocks

contains at least i points. Furthermore, the union of any k blocks must contain at least k points,
as each set of k − 1 points gives rise to just k − 1 blocks that include no further points. Hence, by
Lemma 1.2, the set system defined in Construction 2.6 is a (n,N, k,m)-CBC.

This construction thus yields an upper bound for N(n, k,m).

Corollary 2.8. For n ≥ (k − 1)
(m

k

)

, we have N(n, k,m) ≤ kn − (k − 1)
( m
k−1

)

.

Theorem 2.9. If n ≥ (k − 1)
(

m
k−1

)

, then N(n, k,m) = kn − (k − 1)
(

m
k−1

)

.

Proof. Let (X ,B) be an (n,N, k,m)-CBC. Let M be an
( m
k−1

)

×n matrix whose columns are indexed
by the blocks of the dual set system, and whose rows are indexed by all possible subsets of k − 1
points, with a 1 in position Mij if the jth block is a subset of the ith set, and a 0 otherwise. Counting
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the number of nonzero entries in this matrix will allow us to bound the number of blocks of the
dual set system that contain fewer than k points.

Each row has at most k − 1 ones, by Lemma 1.2, so the total number of entries of M that are
1s is at most (k − 1)

(

m
k−1

)

. If a block B contains i < k − 1 points, then the corresponding column

has
(

m−i
k−1−i

)

entries that are 1s; the column corresponding to a block with k − 1 points has one 1,
and that corresponding to a block with k points has none. For i = 1, . . . , k − 1, let Ai denote the
number of blocks containing precisely i points. Then the total number of entries of M that are 1s
is equal to

Ak−1 +
k−2
∑

i=1

(

m − i

k − 1 − i

)

Ai.

Hence we have

Ak−1 ≤ (k − 1)

(

m

k − 1

)

−

k−2
∑

i=1

(

m − i

k − 1 − i

)

Ai. (2)

Now, we have that

N =

k
∑

i=1

iAi =

k
∑

i=1

(k − (k − i))Ai = kn −

k−1
∑

i=1

(k − i)Ai.

Combining this with (2), we see that

N ≥ kn −

k−2
∑

i=1

(k − i)Ai −

(

(k − 1)

(

m

k − 1

)

−

k−2
∑

i=1

(

m − i

k − 1 − i

)

Ai

)

(3)

= kn − (k − 1)

(

m

k − 1

)

+
k−2
∑

i=1

((

m − i

k − 1 − i

)

− (k − i)

)

Ai. (4)

As m ≥ k, the coefficients of the Ai in this expression are all non-negative, hence it is minimised by
setting Ai = 0 for i = 1, 2, . . . , k − 2. Together with Corollary 2.8 this gives the desired result.

In the case where m < n < (k − 1)
( m
k−1

)

, it may be possible to achieve smaller values of
N(n,m, k). Construction 2.6 gives an upper bound of N(m,k) ≤ (k − 1)n for N(n,m, k), but this
is not tight for all values of n in this range.

3 Batch Codes with Fixed Rate

In Section 2 we considered the problem of how to construct combinatorial batch codes with small
values of N . Another interesting question is that of how to construct batch codes in which the
rate n/N is large. For fixed k and m, Theorem 2.9 shows that as n → ∞ the optimal rate of an
(n,N, k,m)-CBC approaches k. However, if n/N and k are fixed, we would like to know the largest
value of n (as a function of m) for which we can construct a (n,N, k,m)-CBC.

In [3], several constructions of batch codes are given. For example, they constructed batch
codes (from unbalanced expander graphs) having rate = 1/d < 1/2 and m = O(k · (nk)1/(d−1)), as
well as codes having rate = Ω(1/ log n) and m = O(k).
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In this section, we consider uniform batch codes with fixed rate. These are CBCs in which
every block of the dual set system contains precisely c points, where 1/c is the rate of the CBC.
That is, every item is stored in exactly c servers. We denote by n(m, c, k) the maximum value of
n for which there exists a uniform (n, cn, k,m)-CBC; we are interested in determining this value
for various combinations of c and k. From an application point of view, a large rate is desirable.
Hence, we focus in particular on the case c = 2; however, we also mention precise results that can
be obtained in the cases c = k − 1 and c = k − 2.

3.1 Batch Codes of Rate 1
k−1

and 1
k−2

First, we prove a general lower bound.

Theorem 3.1.

n(m, c, k) ≤
(k − 1)

(

m
c

)

(k−1
c

) .

Proof. As in the proof of Theorem 2.9, we take M to be the matrix whose columns are indexed
by the blocks of the dual set system, and whose rows are indexed by all possible subsets of k − 1
points, with a 1 in position Mij if the jth block is a subset of the ith set, and a 0 otherwise. Each
row has at most k − 1 ones. Hence, the total number of 1s is at most (k − 1)

( m
k−1

)

. Each column

has precisely
( m−c
k−1−c

)

ones, so we have that n
( m−c
k−1−c

)

≤ (k − 1)
( m
k−1

)

. This implies that

n

k − 1

(

k − 1

c

)

≤

(

m
k−1

)(

k−1
c

)

(

m−c
k−1−c

) ,

=

(

m

c

)

.

Theorem 3.2. For any m and c < m there exists a uniform
(

c
(m

c

)

, c2
(m

c

)

, c + 1,m
)

-CBC with rate
1/c.

Proof. Take the CBC arising from Construction 2.6 with k = c + 1 and n = c
(

m
c

)

. It is easy to
observe that this batch code is uniform.

Corollary 3.3. n(m, c, c + 1) = c
(m

c

)

.

Proof. This follows immediately from Theorem 3.1 (with k = c + 1) and Theorem 3.2.

Theorem 3.4. For any m and c < m, let B be all the c-subsets of an m-set X. Then (X,B) is
the dual set system of a uniform

((m
c

)

, c
(m

c

)

, c + 2,m
)

-CBC with rate 1/c.

Proof. It is easy to verify that i blocks span at least c+1 points, for 2 ≤ i ≤ c+1, and c+2 blocks
span at least c + 3 points. Therefore the result follows from from Lemmas 1.1 and 1.2.

Corollary 3.5. n(m, c, c + 2) =
(m

c

)

.

Proof. This follows immediately from Theorem 3.1 (with k = c + 2) and Theorem 3.4.
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3.2 Batch Codes of Rate 1/2

For a uniform CBC with rate 1/2, every block of the dual set system has precisely two points. This
means that we can view the blocks as the edges of a multigraph whose vertices are the points of the
dual set system. It is not difficult to see that a multigraph related to a batch code with parameter
k has the property that the graph does not contain any subgraph with i edges and fewer than i
vertices, where i ≤ k.

The case k = 4 follows immediately from results proven in the previous section.

Theorem 3.6. For all positive integers m, there exists a uniform
(

m(m−1)
2 ,m(m − 1), 4,m

)

-CBC

with rate 1/2. Furthermore, n(m, 2, 4) =
(m

2

)

.

Proof. Apply Theorem 3.4 and Corollary 3.5 with c = 2.

In the next lemma, we show that a graph of specified girth yields a uniform CBC. (The girth
of a multigraph is the length of the shortest cycle in the graph. A multigraph containing at least
one repeated edge has girth equal to two.)

Lemma 3.7. If there is a graph G with m vertices, n edges and girth g, then there is a uniform
(n, 2n, k,m)-CBC with k = 2g − ⌊g/2⌋ − 1 and rate = 1/2.

Proof. Suppose there exists a subgraph H of G having i edges that span fewer than i vertices.
Then H contains at least two cycles. However, in a graph with girth g, two cycles have at most
⌊g/2⌋ common edges.

Corollary 3.8. For all integers m ≥ 2, there is a uniform (
⌈

(m2 − 1)/4
⌉

, 2
⌈

(m2 − 1)/4
⌉

, 5,m)-
CBC with rate 1/2.

Proof. A bipartite graph has girth at least 4. We obtain the desired CBC from a complete bipartite
graph K⌈m

2
⌉,⌊m

2
⌋.

We now show that this construction yields CBCs that are very close to optimal.

Theorem 3.9. If there is a uniform (n, 2n, 5,m)-CBC (with rate 1/2), then n ≤
⌈

(m2 + 2m − 3)/4
⌉

.

Proof. Suppose first that the CBC is a simple graph. It is easy to see that a simple graph G
is an CBC with k = 5 if and only if no subgraph of G is isomorphic to K4 − e, where e is an
edge of the K4 in question. Then an extension of Turán’s theorem due to Dirac ([2]) implies that
n ≤

⌈

(m2 − 1)/4
⌉

.
Now suppose that G contains one or more multiple edges. G cannot contain any edge of

multiplicity three, nor can G contain two adjacent edges of multiplicity two. It follows that the
deletion of at most ⌈(m − 1)/2⌉ edges from G yields a simple graph G′ that is an CBC with k = 5.
Therefore n ≤

⌈

(m2 − 1)/4
⌉

+ ⌈(m − 1)/2⌉ =
⌈

(m2 + 2m − 3)/4
⌉

.

Combining Corollary 3.8 and Theorem 3.9, we obtain the following.

Theorem 3.10.
⌈

(m2 − 1)/4
⌉

≤ n(m, 2, 5) ≤
⌈

(m2 + 2m − 3)/4
⌉

.
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Margulis [5] and Lubotzky et al. [4] have constructed d-regular graphs G with the following
parameters:

g ≥
4

3

log m

log(d − 1)
−

log 4

log(d − 1)
,

where g is the girth, d− 1 is any prime p ≡ 1 (mod 4) and m is the number of vertices. So we have
the following construction.

Theorem 3.11. There exists a uniform (dm/2, dm, 2 log m/ log(d − 1),m)-CBC, where d − 1 ≡ 1
(mod 4) is a prime.

3.3 Batch codes of rate 1/c for arbitrary specified values of c

In this section, we give an existence result using the probabilistic method. It is similar to a theorem
proved in [1, pp. 59–61].

Theorem 3.12. For all integers c ≥ 2 and all integers k ≥ 2, there is a positive constant ac,k

depending on c and k, such that there exists a uniform (n, cn, k,m)-CBC with n ≥ ac,km
ck/(k−1)−1,

having rate 1/c.

As a warm-up, we prove a special case of Theorem 3.12 to illustrate the main ideas. Suppose
that c = 2 and k = 5. We will construct a graph that satisfies SDR(i) for all i ≤ 5. It is easy to see
that this is equivalent to saying that the graph contains no subgraph isomorphic to K4 − e, where
e is an edge of the K4 in question.

Construct a random graph G on m vertices and t edges. Suppose the set of edges in G are
denoted by E = {e1, . . . , et}. For a subset of edges F ⊆ E, |F | = 5, a random variable XF is
defined as

XF =

{

1 if F is isomorphic to K4 − e

0 otherwise.

It is easy to see that

E[XF ] = Pr[XF = 1] =
6
(m

4

)

(
(m

2

)

5

) .

Defining

X =
∑

F⊆E,|F |=5

XF ,

we have

E[X] =
6
(

m
4

)(

t
5

)

(
(m

2

)

5

) .

Suppose that
6
(m

4

)(t
5

)

(
(m

2

)

5

) ≤
t

2
. (5)

Then we can delete at most t/2 edges form G and obtain a graph G′ that contains no subgraph
isomorphic to K4 − e. Hence, there will exist a (t/2, t, 5,m)-CBC having rate 1/2.

11



Now, it is easy to see that
(m

4

)

≤ m4/24 and

(

t
5

)

(
(m

2

)

5

) ≤

(

t
(m

2

)

)5

.

Hence, (5) will hold provided that

6 ×
m4

24
×

(

t
(m

2

)

)5

≤
t

2
. (6)

The inequality (6) is equivalent to

t4 ≤
m(m − 1)5

16
. (7)

Finally, (7) holds provided that

t ≤
(m − 1)3/2

2
. (8)

Therefore, there is a (n, 2n, 5,m)-CBC having rate 1/2. where

n ≥

⌊

(m − 1)3/2

4

⌋

.

Note that this result is considerably weaker than the result we already proved in Corollary 3.8.
Now let’s turn to the general case. It is not hard to see that any collection of distinct c-subsets

automatically satisfies SDR(i) for i = 1, . . . , c + 2. Therefore, we need to ensure that SDR(i) holds
for i = c+3, . . . , k. As above, we will construct a random c-hypergraph on a set of m points having
t edges.

Suppose the set of edges (blocks) in G are denoted by E = {e1, . . . , et}. For a subset of edges
F ⊆ E, c + 3 ≤ |F | ≤ k, define a random variable XF as follows:

XF =

{

1 if F spans fewer than |F | points

0 otherwise.

Suppose |F | = i. Then it is easy to see that

E[XF ] = Pr[XF = 1] ≤
ai

( m
i−1

)

(
(m

c

)

i

) ,

where the constant ai denotes the number of ways to construct a c-hypergraph consisting of i blocks
on a fixed set of i − 1 points.

Defining

Xi =
∑

F⊆E,|F |=i

XF ,
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we have

E[Xi] ≤
ai

( m
i−1

)(t
i

)

(
(m

c

)

i

) .

Finally, defining

X =

k
∑

i=c+3

Xi,

we have

E[X] ≤

k
∑

i=c+3

ai

(

m
i−1

)(

t
i

)

(
(

m
c

)

i

)

≤
k
∑

i=c+3



ai ×
mi−1

(i − 1)!
×

(

t
(m

c

)

)i




≤
k
∑

i=c+3

ai m
i−1 ti (c!)i

(i − 1)! (m − c + 1)ci
.

Define

A = max

{

ai(c!)
i

(i − 1)!
: c + 3 ≤ i ≤ k

}

.

Then

E[X] ≤ A
k
∑

i=c+3

mi−1 ti

(m − c + 1)ci

Observe that the above sum is a geometric sequence with ratio r = mt/(m− c + 1)c. Suppose that
r ≥ 1, i.e., t ≥ (m − c + 1)c/m. Then

E[X] ≤ A(k − c − 2)
mk−1 tk

(m − c + 1)ck
. (9)

Let A′ = A(k − c − 2) and suppose that

A′mk−1 tk

(m − c + 1)ck
≤

t

2
. (10)

Then (9) implies that E[X] ≤ t/2, so there will exist a (t/2, ct/2, k,m)-CBC.
It remains to compute a bound on t from (10):

2A′ tk−1 ≤ (m − c + 1)ck m−k+1,

which simplifies to
t ≤ A′′ mck/(k−1)−1

for some constant A′′.
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3.4 Comparison

Ignoring constants, we have shown in Theorem 3.12 the existence of CBC with rate 1/c in which n
is Ω(mck/(k−1)−1). This compares favourably with the result in [3] where n is Ω(mc−1).

In the case c = 2, we showed in Theorem 3.12 that n is Ω(m(k+1)/(k−1)) whereas [3] proved the
weaker result that n is Ω(m). If we set k ≈ 2 log m/ log d in Theorem 3.11, we obtain an CBC
in which n is Ω(m(k+2)/k). This is better than the result in [3] but not as good as our Theorem
3.12. However, it should be noted that the graphs in Theorem 3.11 can be constructed explicitly,
whereas our results are nonconstructive.

4 Summary

We have initiated a combinatorial study of batch codes. Many interesting problems remain to be
settled. Here are three particularly interesting questions:

1. How close to being optimal are the constructions using flying saucers that given in Section
2.1? In particular, is it true that

N(m + p, k,m) − N(m + p − 1, k,m) ≈
k

3

when p > 1 and m is sufficiently large as a function of p and k?

2. Are there explicit constructions for “good” uniform batch codes with fixed rate 1/c, where
c > 2 is an integer?

3. Can N(n, k,m) be computed for a range of values of n, where n < (k − 1)
( m
k−1

)

?
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