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#### Abstract

In event-related potential studies, familiarity-based recognition has been associated with the FN400, that is, more positive-going waveforms for old items than new items $300-500 \mathrm{~ms}$ post-stimulus onset, maximal at frontal electrodes. We tested the proposition that the FN400 reflects the attribution of unexpected processing fluency to familiarity. This implies that the FN400 is greater when fluency is less expected, that is, for less familiar stimuli. Moreover, the FN400 should be modulated by the goal of remembering and only elicited when fluency is correctly attributed to the past, that is, by correct old responses in recognition memory tests. In the absence of a retrieval task, enhanced fluency for repeated items should be associated with an N400 attenuation as no episodic attribution takes place. In an incidental study-test design with words of low and high lifetime familiarity, participants made pleasantness judgments for half of the studied words. The other half re-appeared in a recognition test. Only in the latter task, participants had the goal of remembering. As both tasks included also new words, we could compare old/new effects under conditions in which both effects are driven by increased fluency for repeated words. We did not find the expected differences in the FN400 for low vs. high life-time familiarity items. However, as expected, we found a frontally distributed FN400 in the recognition test whereas the old/new effect in the pleasantness task resembled an N400 effect. This supports the view that the FN400 occurs when fluency is attributed to familiarity during a recognition decision.
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## 1 I INTRODUCTION

Judgments of prior occurrence of an event can be accomplished by recollection for contextual information or rely on familiarity for the event. According to dual-process models of recognition memory (see Yonelinas, 2002, for
a review), these two types of mnemonic experiences are associated with different neurocognitive processes (e.g., Diana et al., 2007; Montaldi \& Mayes, 2010). In ERP studies of recognition memory, correctly remembered old items elicit more positive-going waveforms than correctly rejected new items. These so-called old/new effects can be

[^0]differentiated based on their temporal and topographical characteristics (see Rugg \& Curran, 2007, for a review). The left-parietal old/new effect or late positive component (LPC) has functionally been associated with recollection and is most pronounced between 500 and 700 ms after stimulus onset over (left) parietal recording sites. The positivity associated with successful recollection co-varies with the amount of contextual details remembered (e.g., Vilberg et al., 2006) and is greater when the old judgment is accompanied by a subjective judgment of recollection (Woodruff et al., 2006; Yu \& Rugg, 2010). The mid-frontal old/new effect or the FN400 is maximal from 300 to 500 ms after stimulus onset and has a frontal scalp distribution. It has been associated with familiarity-based recognition judgments as it is graded according to familiarity strength (Woodruff et al., 2006; Yu \& Rugg, 2010) and can be observed for responses under time pressure, for which the LPC does not emerge (Mecklinger et al., 2010). However, its exact functional significance has been a matter of debate (e.g., Mecklinger et al., 2012; Paller et al., 2012).

Several studies concluded that the FN400 reflects differences in conceptual fluency between old and new items rather than an episodic familiarity signal and is therefore functionally indistinguishable from the N400 (Voss \& Federmeier, 2011), which, in language studies, is typically attenuated when conceptual processing is facilitated (Kutas \& Federmeier, 2000, 2011). However, other studies demonstrated that the FN400 and the N400 can topographically and functionally be dissociated (Bader \& Mecklinger, 2017; Bridger et al., 2012; Stróżak et al., 2016; Woollams et al., 2008). While the N400 with its typical posterior distribution was associated with semantic priming in these studies, the more frontally distributed FN400 was linked to episodic recognition decisions (Rugg et al., 1998). Recently, we argued that familiarity has oftentimes been only loosely defined in opposition to recollection as a feeling of knowing without memory for contextual information. We inferred that this might be one reason for the difficulty in linking the FN400 to familiarity-based recognition judgments (Mecklinger \& Bader, 2020). Therefore, we proposed a framework which provides functional interpretations for the FN400 and N400 drawing on earlier ideas about different uses of familiarity signals (Mandler, 1980) and about mnemonic attributions (Whittlesea \& Williams, 2001a, 2001b). Mandler (1980) distinguished between absolute and relative familiarity with the former being the baseline familiarity strength for an item accumulated over all previous exposures and the latter reflecting the relative increment in familiarity strength induced by a specific episodic encounter. Importantly, since this episodic familiarity signal is computed relative to the baseline familiarity strength associated with an item before the encounter, relative
familiarity for stimuli with low baseline familiarity is greater than for stimuli with high baseline familiarity.

To overcome the limitations of dual process models that define familiarity merely as memory in the absence of recollection, Whittlesea and Williams (2001a, 2001b) assume that familiarity results from an attribution process by which processing fluency is ascribed to the past. They proposed that old items in a recognition test are processed more fluently than new items. However, only when this experience of fluent processing is unexpected, fluency is attributed to prior occurrence and a strong feeling of familiarity arises. Combining the ideas of Mandler (1980) and Whittlesea and Williams (2001a, 2001b), we recently proposed an unexpected fluency-attribution account of familiarity (Mecklinger \& Bader, 2020). According to this framework, an episodic relative familiarity signal is greater for rare stimuli because fluent processing of these stimuli is less expected than for frequent stimuli and therefore a mnemonic attribution is more likely (Coane et al., 2011; Mecklinger \& Bader, 2020). Furthermore, according to our account, N400 variations reflect differences in absolute familiarity or conceptual processing fluency per se while the FN400 is an episodic relative familiarity signal which only occurs when processing fluency is surprisingly high and therefore attributed to prior occurrence (see also Leynes et al., 2017, for a similar idea). In line with this idea, the FN400 old/new effect is greater for rare than frequent stimuli (Bridger et al., 2014; Stenberg et al., 2009). Moreover, Leynes and Mok (2020) found a centro-parietal N400 attenuation for (well-known) name-brand products compared to (unknown) off-brand products in a life-time familiarity test, in line with higher absolute familiarity for the former compared to the latter. A topographically distinct FN400, however, was found when the same name-brand products had to be distinguished from new name-brand products in a subsequent recognition test (see also Bridger et al., 2014, for a similar dissociation within a recognition test). Finally, the old/new effect is only frontally distributed when subjects respond "old" to the old items, that is, when they make a correct attribution to oldness. In contrast, when they incorrectly respond "new" (i.e., in miss trials), the topographical distribution is shifted to parietal sites (Rugg et al., 1998).

The unexpected fluency attribution account allows deriving clear predictions on whether differences between repeated (old) and new items in a recognition test should be accompanied by an FN400 or an N400. Crucially, we proposed that in contrast to fluency signals, which are determined by stimulus characteristics (including previous experience with a stimulus), familiarity attributions presuppose an intention to retrieve episodic information and can be modulated by top-down processes. Therefore, we claimed that the FN400 should only occur when
participants are required to make episodic decisions while differences in fluency between old and new items should be evident in an N400 effect in situations in which nonmnemonic judgments are made. In support of this prediction, factors that are closely related to the recognition decision affect the size of the FN400. For example, we recently showed that the FN400 can be influenced by the test format (Bader et al., 2020). When old items have to be discriminated from highly similar foil items, familiarity is not useful to identify old items because the difference between the familiarity distributions for old items and foils is smaller than the overall variance in familiarity across items (Migo et al., 2009; Norman \& O'Reilly, 2003). However, when an old target item is presented simultaneously with its corresponding similar foil in a forced-choice format, the two familiarity signals can be directly compared, and the slightly more familiar item can be identified as the old item. In contrast, the forced-choice format does not support familiarity-based judgments when targets are presented next to a foil that corresponds to another studied picture. We found the FN400 only in the former condition, in which familiarity-based judgments were supported, but not in the latter condition, in which familiarity was not useful. Relatedly, Ecker and Zimmer (2009) found a larger FN400 for such similar foils compared to new items in a yes/no-recognition test when participants had the task to judge similar foils as "old." In contrast, waveforms elicited by similar foils were more comparable to those elicited by completely new items when similar foils had to be judged as "new" (for similar results with faces see Guillaume \& Tiberghien, 2013). In summary, these studies support the view that the FN400 is modulated by factors pertaining to the recognition decision and co-varies with the familiaritybased judgment of prior occurrence rather than the absolute familiarity strength at a given time.

The studies described so far provide evidence that the FN400 is closely tied to correct "old" judgments in episodic recognition judgments and that the FN400 can be dissociated from the N400 effect when the latter was induced by priming manipulations or differences in pre-experimental familiarity. The focus of prior studies on the FN400 was the investigation of two alternating accounts of the FN400 (conceptual fluency and familiarity). Hence, these studies do not directly assess how the FN400 and the N400 are modulated by the goal of remembering. In contrast, the present study investigates whether the FN400 and the N400 effect can be dissociated by the presence or absence of an episodic retrieval task when both effects are driven by differences in processing fluency between old and new items. One recent study by Yang et al. (2019) investigated recognition memory for words denoting object concepts with low and high life-time familiarity (LTF). They found a centro-parietal N400 effect for LTF, that is, a larger N400
for low than high LTF items. Moreover, both the FN400 and the N400 were sensitive to how often a word had previously occurred during the experiment with more positive-going waveforms for more frequent words. This recency-related N400 effect had a similar centro-parietal distribution as the LTF N400 effect and was assessed in the final part of the study phase, in which some words had appeared more often than others and the number of occurrences was task-irrelevant (participants had to make animacy judgments, i.e., they did not have the goal of remembering). In contrast, the FN400 effect was found in a subsequent test phase, in which frequency judgments for recent laboratory exposures had to be made, that is, participants were engaged in an episodic retrieval task. Although this FN400 effect was more anteriorly distributed than the N400 effect in the study phase, it was not as frontally distributed as usually observed in recognition memory studies. This might be explained by the unusual task of judging the frequency of recent laboratory exposures rather than making standard old/new judgments. Moreover, the N400 and the FN400 in this study were not directly comparable as the study and the test phase did not only differ in task demands but also with respect to how often the words had been presented and how much time participants had already spent in the experiment.

In the current study, we also used low and high LTF words as a manipulation of the pre-experimental baseline familiarity but chose a more powerful design to dissociate FN400 and N400 effects, both elicited by differences in fluency for old compared to new words but emerging in different tasks. We adopted a relatively simple studytest design in which participants incidentally encoded concrete nouns in a naming task. Thereafter, they were tested on half of the words in a recognition memory test, in which they had to discriminate old from new words. For the other half of the words, they performed a pleasantness task, in which they had to judge each word on its subjective pleasantness. Crucially, this task did not only comprise old but also new words and hence, was matched in old/new status with the recognition memory test. Task order was counterbalanced in order to keep study/test distance constant between tasks across participants. Greater fluency for old than new words should be attributed to familiarity only in the recognition test. Conversely, in the pleasantness task, fluency should be attributed to pleasantness and give rise to a mere exposure effect (Jacoby et al., 1989; Whittlesea \& Price, 2001; Zajonc, 1968). Behaviorally, we expected higher hit and lower FA rates for low relative to high LTF items in the recognition task, resembling the word-frequency mirror effect (Glanzer \& Adams, 1985). In the pleasantness task, we predicted shorter RTs for items with high LTF than low LTF and for old words compared to new words.

Moreover, if processing fluency is attributed to pleasantness in the pleasantness rating, old words should be associated with higher pleasantness ratings than new words. The same was expected when high LTF items are compared to low LTF items. For the ERPs, we assumed that if the N400 reflects conceptual processing fluency irrespective of task context, it should be attenuated for high compared to low LTF items in the study phase and for high compared to low LTF new items in both test tasks. The latter contrast was restricted to new items because unstudied items should not be influenced by episodic familiarity (Bader \& Mecklinger, 2017; Bridger et al., 2014). A similar N400 effect was expected for old relative to new words in the pleasantness rating, wherein episodic retrieval was not required. In contrast, old/new differences in the recognition test should be reflected in an FN400 effect. As the increased fluency signal for studied items should be less expected for low than for high LTF items, we also predicted that the FN400 would be larger for low than for high LTF items. Finally, we expected all effects to be present in the same time interval but that the FN400 effect in the recognition test would be more frontally distributed than the N400 contrasts.

## 2 | METHOD

The study was pre-registered on the OSF platform at https://osf.io/s67rx.

## 2.1 | Participants and sample size

The final sample comprised twenty-four native German speakers ( 16 female) from the student population of Saarland University via advertisement posters on campus and in social networks. All participants had normal or adjusted to normal vision, were right-handed as assessed by the Edinburgh Handedness Inventory (laterality quotient $\geq 50$; Oldfield, 1971) and had no known neurological or psychiatric issues. Mean age was 24 years (range $=19-$ 30 years). One additional subject was excluded and replaced as there were not enough artifact-free trials ( $<13$ ) in the conditions of interest. Informed consent was required before the experiment, and we debriefed participants after the experiment. We compensated participants with either $€ 10 / \mathrm{h}$ or course credit. Note that we based sample size on a power analysis for a repeated-measures ANOVA (not for the linear mixed-effects models we used) using G*Power 3.1 software (Faul et al., 2009). This analysis yielded a required sample size of $n=21$ resulting in a final sample size of $n=24$ for counterbalancing purposes. The study was approved by the ethics committee of the Faculty of

Human and Business Sciences at Saarland University and adhered to the Declaration of Helsinki.

## 2.2 | Stimuli

Stimuli were 400 German nouns ranging from high to low life-time familiarity, taken from a normative German database (Schröder et al., 2012). The words belonged to eleven different semantic categories (mammals, birds, clothes, fruits, furniture, music instruments, professions, sports, tools, vegetables, vehicles) and varied between 3 and 17 characters in length. No two words shared the same word stem. Items were divided into four sets, each consisting of 50 words with high and 50 words with low life-time familiarity. Semantic categories were similarly distributed across sets. There were no differences between sets for life-time familiarity ( $p=.821$ ), lemma frequency ( $p=.951$ ) according to dlexDB (Heister et al., 2011), or word length ( $p=.813$ ). Across lists, low LTF items had a LTF mean rating of 2.48 (scale 1-5) and high LTF items a mean rating of 3.80. Ratings for low and high LTF items differed significantly, $t(369)=30.32, p<.001$. Correspondingly, low LTF items had a mean normalized lemma frequency of 3.01 and high LTF items a frequency of 11.12 , which was also significantly different from each other, $t(246.34)=5.23, p<.001$. Participants studied a list of 200 words comprising two of the word sets. In each of the two subsequent tasks, participants saw 100 old words (one of the studied sets) and 100 new words (one of the unstudied sets), so that every item occurred only once across both tasks. The assignment of the word sets to old/new status was counterbalanced across both tasks, but not across task orders. Female and male participants were distributed equally on the counterbalancing conditions. Study and test lists were individually randomized for each participant. Stimuli were always presented in black on gray background (font: Arial, 28 pt).

## 2.3 | Procedure

We programmed and conducted the experiment using EPrime 2.0 (Psychology Software Tools). After assessing demographical variables and inclusion criteria, the EEG cap was fitted. The experimental session lasted approximately 1.5 h and was conducted on a standard PC. Participants were seated in front of a $19-\mathrm{in}$. monitor with a resolution of $1280 \times 1024 \mathrm{px}$ at a distance of approximately 80 cm , inside a sound-attenuated and electrically shielded chamber. Procedure of the study and both test phases is illustrated in Figure 1. Each phase of the experiment began with a short practice phase ( 10 trials each) to familiarize participants with the task.


FIGURE 1 Schematic of the experimental procedure in the study phase (top), the recognition test (bottom left), and pleasantness task (bottom right). After the study phase, all participants performed the recognition test and the pleasantness task sequentially in counterbalanced order.

The study phase always occurred first and was followed by a short distractor task ( 4 min ). Temporal order of the recognition test and pleasantness task was counterbalanced between participants. During the incidental study phase, participants were told that the experiment investigated neurocognitive processes underlying speech processing and that they would have to pronounce the presented words. We chose this task following Bridger et al. (2014) and because we wanted to ensure that the study task was equally dissimilar to both ensuing test phase tasks. A microphone was placed in the experimental chamber to increase authenticity. Each study trial began with a fixation cross jittered in steps of 15 ms from 455545 ms , which was replaced by the study word, presented for 500 ms . The screen was then blanked for 1000 ms , which was followed by the instruction "Wort sagen!" (German for "Say the word!") for 2200 ms . Participants were instructed that the word should not be uttered until they were explicitly required to, in order to measure artifact-free ERPs during the presentation of the word and the blank interval. Participants took a self-paced break after every 50 trials. Following the study phase, participants completed a short distractor task (math equations in a paper-pencil setting and counting backwards) until the temporal limit of 4 min was reached. Each trial of the recognition test (which directly followed the distractor task in half of the cases) started with a fixation cross (jittered around 500 ms as in study phase). Thereafter, the test word was presented for 300 ms followed by a blank screen for 1500 ms . Participants were required to make a binary old/ new judgment using two separate keys on a response box as soon as the test word appeared. The mapping of old/ new responses onto left/right keys was counterbalanced across participants and temporal test order so that half of the participants from each test order group pressed the left
key for "old" responses. Trial timing of the pleasantness task was the same as in the recognition test. Participants were required to press one of four response box keys to make a pleasantness judgment in the following steps: 1 (very unpleasant), 2 (unpleasant), 3 (pleasant), 4 (very pleasant). The mapping of pleasantness ratings onto keys was counterbalanced across participants and temporal test order. We informed participants that words from the naming task were intermixed with new words in the pleasantness task but that it was not relevant for the pleasantness rating whether the words were old or new. In both tasks, a cardboard stand-up reminded participants of the correct response-key mapping and we instructed them to respond fast and spontaneously. Participants took a selfpaced break after every 50 trials.

## 2.4 | Electrophysiological recording \& preprocessing

Continuous EEG was recorded from $28 \mathrm{AG} / \mathrm{AgCl}$ scalp electrodes mounted in an elastic cap (Easycap) and labeled according to the extended $10-20$ system (Fp1, Fp2, F7, F3, Fz, F4, F8, FC5, FC3, FCz, FC4, FC6, T7, C3, Cz, $\mathrm{C} 4, \mathrm{~T} 8, \mathrm{CP} 3, \mathrm{CPz}, \mathrm{CP} 4, \mathrm{P} 7, \mathrm{P} 3, \mathrm{Pz}, \mathrm{P} 4, \mathrm{P} 8, \mathrm{O} 1, \mathrm{O} 2$ and A 2 ). Electrode AFz served as ground electrode and EEG was acquired referenced to the left mastoid electrode (A1), using a 16bit BrainAmp amplifier (Brain Products). Signals were band-pass filtered from $0.016-250 \mathrm{~Hz}$ and digitized at a sampling rate of 500 Hz . Impedances were kept below $5 \mathrm{k} \Omega$. Electrooculogram (EOG) was recorded with four additional electrodes on the outer canthi and above and below the right eye. Offline processing was performed with Brain Vision Analyzer 2.1 (Brain Products). First, we visually identified and removed excessive (i.e., muscular) artifacts
from the raw data. Afterward, we applied a $0.05-30 \mathrm{~Hz}$ butterworth-filter (order: 4) and a notch-filter ( 50 Hz ). For EOG and cardiac artifact correction, we employed independent component analysis, using the classic biased restricted info-max algorithm implemented in Brain Vision Analyzer 2.1 (Brain Products). The signal was rereferenced to the average of both mastoids. Epochs from -200 to 1000 ms around stimulus-onset were constructed and baseline-corrected to the 200 ms before stimulus onset. Segments with artifacts such as voltage steps greater than 30 microvolts per ms, voltage differences greater than 100 microvolts per 200 ms , and absolute amplitudes larger/ smaller than $+/-70$ microvolts were automatically rejected. Finally, we excluded all segments that contained excessive alpha-activity as detected by manual inspection. Finally, we built participant-wise averages for each condition (recognition hits, recognition correct rejections, pleasantness old, pleasantness new) and computed grand-average waveforms. ERP waveforms were plotted with "ggplot2" from the "tidyverse" package in R (see below) after exporting the low-pass filtered $(12 \mathrm{~Hz})$ grand averages.

## 2.5 | Statistical analyses

Overall, analyses were conducted with R version 3.6.3 (R Core Team, 2019) in RStudio (RStudio Team, 2019), especially using the packages "tidyverse" (Wickham et al., 2019), "psych" (Revelle, 2019), "reshape" (Wickham, 2007), "nlme" (Pinheiro et al., 2020) and "ez" (Lawrence, 2016). Significance level was set to $\alpha=.05$. Marginally significant effects are reported in the results section but are not further dissolved. For behavioral analyses, trials that contained reaction time (RT) outliers were identified subject-wise and excluded at the recommendation of Tukey (1977), that is, values below first quartile - (1.5 * interquartile range) and above third quartile $+(1.5 *$ interquartile range $)$. Mean numbers of excluded outlier trials in all conditions and respective combinations (Item Status $\times$ LTF $\times$ Task) ranged from 0.08 to 1.92 (mean $=0.96$ ). For inferential statistics, we used mixed ANOVAs with the betweensubjects factor test order (pleasantness first, recognition first) and the within-subjects factor item status (old, new) and LTF (high, low) for the dependent variables proportions of hits and false alarms. Response times for hits and correct rejections (CRs) in the recognition test were analyzed separately in two-way ANOVAs with the factors test order and LTF. For the pleasantness task, we used a mixed ANOVA to compare rating scores and response times including the between-subjects factor test order and the within-subjects factor item status and LTF. For ERP analyses, we included all items of the
study phase, hits and CRs in the recognition test as well as old and new items for the pleasantness task. Mean proportion of artifact-free trials (range) was as follows: study phase: 87.75 (76-97) for low LTF items, 87.08 (7697) for high LTF items; recognition test: 28.88 (18-42) for low LTF hits, 27.33 (13-42) for high LTF hits, 41.25 (26-49) for low LTF CRs, 39.58 (21-50) for high LTF CRs; pleasantness task: $46.58(30-50)$ for low LTF old items, 46.17 ( $35-50$ ) for high LTF old items, 46.04 (3150) for low LTF new items, 46.29 (36-50) for high LTF new items. Time windows for inferential statistics on mean amplitudes were defined as follows (Luck, 2014): We computed the grand average (GA) over all phases (study phase and both test tasks) and both levels of item status and LTF. Afterward, we averaged the local peak in the time window from 300 to 500 ms after stimulus onset (as this is the typical FN400 and N400 time window) across all electrodes considered in the analyses. We then defined the empirical time window from -100 ms to +100 ms around the time point of this local peak. This procedure resulted in an empirical time window from 300 to 500 ms . In order to maximize the probability of finding topographical differences, we built five topographic electrode clusters of three electrodes each: a frontal cluster ( $\mathrm{F} 3, \mathrm{Fz}, \mathrm{F} 4$ ), a fronto-central cluster ( $\mathrm{FC} 3, \mathrm{FCz}, \mathrm{FC} 4$ ), a central cluster ( $\mathrm{C} 3, \mathrm{Cz}, \mathrm{C} 4$ ), a centroparietal cluster (CP3, CPz, CP4), and a parietal cluster ( $\mathrm{P} 3, \mathrm{Pz}, \mathrm{P} 4$ ). Moreover, we used linear mixed-effects models for the analyses of the ERP data as this approach does not assume sphericity, which is mostly violated in ERP data. The dependent variable was the mean amplitude difference between high and low LTF items for the study phase and the new items analyses in the test phase, between hits and CRs in the recognition test and between old and new words in the pleasantness task (in the following referred to as old/new difference for both test tasks). In each model, subject was treated as random factor. LTF (low, high), topography (frontal, frontocentral, central, centro-parietal, parietal), task (recognition/pleasantness), test order and possible interactions were treated as fixed factors. As we expected a linear decrease of the old/new difference in the recognition test from frontal to parietal electrodes, we modeled the factor topography with four polynomial contrasts in order to assess the linear effect. ${ }^{1}$ LTF was coded as -1

[^1]for low and 1 for high, task was coded as -1 for pleasantness and 1 for recognition, and test order was coded as -1 for pleasantness task first and 1 for recognition test first. Note that as we used amplitude-difference scores as dependent variables, the test for the intercept of each model indicates whether the high-low difference (study phase and new item comparison) or the old-new difference (test phase) is different from zero. All remaining effects can be interpreted as interactions with this effect. In order to dissociate the ERP effects of interest topographically and functionally, we compared their rescaled difference scores using the vector-scaling method (McCarthy \& Wood, 1985) and re-ran the relevant analyses. To examine whether the between-subjects factor test order (pleasantness first vs. recognition first) affects the results, we included it in all analyses. For all (marginally) significant inferential statistics, we report generalized eta-squared $\left(\eta_{G}{ }^{2}\right)$ (Bakeman, 2005), Hedges' $g_{s}$, and Hedges' $g_{a v}$ (Lakens, 2013) as indicators of effect sizes for ANOVAs, two-samples, and paired $t$ tests, respectively.

## 3 RESULTS

## 3.1 | Behavioral results

Behavioral results of the recognition test are displayed in Table 1. The three-way ANOVA on hit and false alarm rates revealed only a significant effect of item status $F(1,22)=261.08, p<.001$, and a trend for an item status by LTF interaction, $F(1,22)=3.18, p=.089$. In planned separate analyses, the ANOVA on hit rates revealed a marginally significant effect of task order, $F(22)=3.64$, $p=.069, \eta_{G}{ }^{2}=.12$, with those participants tending to perform better who did the recognition test first. The LTF effect ( $p=.214$ ) and the LTF x Test order $(p=.864)$ interaction were not significant. For false alarms, there were no significant effects ( $p s>.343$ ). Thus, we did not find the predicted mirror effect between high and low LTF items.

Using reaction times as dependent variables in an exploratory analysis, there was a significant effect of test order for hits, $F(1,22)=14.64, p<.001, \eta_{G}^{2}=.39$, with those participants being faster who did the recognition test first. Moreover, across test order groups, high LTF hits were made significantly faster than low LTF hits, $F(1,22)=10.83, p=.003$, $\eta_{G}{ }^{2}=.02$. The interaction was not significant $(p=.446)$. For CRs, there was a marginally significant effect of test order, $F(1,22)=3.70, p=.067, \eta_{G}^{2}=.14$, again with those participants being faster who did the recognition test first. The other effects were not significant.

Mean rating scores and response times in the pleasantness task are displayed in Table 2. A mixed ANOVA

TABLE 1 Mean proportions of hits and false alarms and mean response times for correct responses in the recognition test separated according to task order (pleasantness task first vs. recognition test first) and lifetime familiarity (low LTF vs. high LTF).

|  | Pleasantness first |  | Recognition first |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Low LTF | High LTF | Low LTF | High LTF |
| Memory performance |  |  |  |  |
| Hits | . 55 (0.04) | . 51 (0.04) | . 64 (0.04) | . 62 (0.04) |
| FAs | . 10 (0.03) | . 12 (0.03) | . 14 (0.03) | . 15 (0.05) |
| Response times |  |  |  |  |
| Hits | 907 (36) | 868 (37) | 741 (20) | 717 (24) |
| CRs | 820 (42) | 835 (46) | 733 (20) | 738 (18) |

Note: Numbers in parentheses represent the standard error of the mean.

TABLE 2 Mean pleasantness rating scores and mean response times for old and new words in the pleasantness task separated according to task order (pleasantness task first vs. recognition test first) and lifetime familiarity (low LTF vs. high LTF).

|  | Pleasantness first |  | Recognition first |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Low LTF | High LTF | Low LTF | High LTF |
| Pleasantness rating scores |  |  |  |  |
| Old | 2.42 (0.05) | 2.73 (0.06) | 2.79 (0.09) | 2.91 (0.09) |
| New | 2.49 (0.05) | 2.75 (0.04) | 2.63 (0.09) | 2.88 (0.09) |
| Response times |  |  |  |  |
| Old | 967 (55) | 921 (52) | 852 (35) | 831 (35) |
| New | 959 (50) | 922 (48) | 891 (39) | 850 (38) |

Note: Numbers in parentheses represent the standard error of the mean.
on the ratings with the between-subjects factor test order (pleasantness first, recognition first) and the within-subjects factors item status (old, new) and LTF (low, high) revealed a significant effect of test order, $F(1,22)=5.51, p=.028,{\eta_{G}}^{2}=.16$, no significant effect for item status ( $p=.447$ ), but a significant effect of LTF, $F(1,22)=55.48, p<.001, \eta_{G}{ }^{2}=.20$, a significant interaction of test order by item status, $F(1,22)=5.04, p=.035$, $\eta_{G}{ }^{2}=.024$, and a significant 3-way interaction Test order x LTF x Item status, $F(1,22)=4.32, p=.049, \eta_{G}{ }^{2}=.01$. Dissolving the interactions involving the test order factor, we ran separate ANOVAs with item status and LTF as within-subjects factors. These ANOVAs revealed that the item status effect was not significant within both test order groups (pleasantness first: $p=.162$; recognition first: $p=.111$ ). However, high LTF items were judged as more pleasant than low LTF items in both groups (pleasantness first: $F(1,11)=39.52, p<.001, g_{a v}=.419$; recognition first $\left.F(1,11)=17.91, p=.001, g_{a v}=.094\right)$. The interaction was not significant in both groups
( $p \mathrm{~s}>.101$ ). Using response times as dependent variable, a mixed ANOVA with the same factors as above yielded no significant effect of test order $(p=.181)$, but a significant effect of item status, $F(1,22)=5.54, p=.028$, $\eta_{G}{ }^{2}=.002$, and LTF, $F(1,22)=83.34, p<.001, \eta_{G}{ }^{2}=.015$, and a significant interaction of Test order x Items status, $F(1,22)=8.68, p=.007, \eta_{G}{ }^{2}=.003$. No other effects were significant ( $p s>.129$ ). Dissolving the interaction, we found that there was no difference in response times to old and new words ( $p=.723$ ), for those participants who did the pleasantness task first. However, when the recognition test came first, participants responded significantly faster to old than new words, $F(1,11)=21.09$, $p<.001, g_{a v}=.014$. RTs to high LTF items were significantly faster than to low LTF items in both groups (pleasantness first: $F(1,11)=66.86, p<.001, g_{a v}=.02$ recognition first: $\left.F(1,11)=25.84, p<.001, g_{a v}=.02\right)$.

To sum up, participants were faster in the recognition test when they did it before the pleasantness task as compared to the other way round. In addition, they were faster making high than low LTF hits. Moreover, for the whole sample, there was no evidence that exposure in the study phase increased pleasantness as old words were not judged as more pleasant than new words. However, pleasantness ratings to high LTF items were higher and were made faster than to low LTF items. Finally, a speed advantage for old words over new words in the pleasantness task was only found when participants did the pleasantness task after the recognition test.

## 3.2 | Study phase ERPs

ERP waveforms for the study phase are depicted in Figure 2 (left panel). High and low LTF items start to differ slightly around 300 ms , albeit the differences between conditions are small. A mixed effects model with the mean high/low difference in the $300-500 \mathrm{~ms}$ time window as dependent variable, subjects as random effect and topography as fixed effect revealed a trend for the intercept ( $p=.077$ ) and a marginally significant positive linear contrast, $b=.19, t(92)=1.89, p=.062$.

## 3.3 | Test phase ERP old/new effects

ERP waveforms associated with hits vs. CRs and old vs. new items in the recognition test and the pleasantness
task, respectively, for low and high LTF items are depicted in the middle and right panel of Figure 2. In both tasks, the two item types start to differ from about 300 ms onwards across the whole scalp with hits/old items eliciting more positive-going ERPs. The difference between low and high LTF items is negligible. However, the difference in the FN400 time window is more frontally focused in the recognition test than in the pleasantness task, as is most evident in the topographic maps in Figure 3 (see also Figure 4 for mean amplitudes across the scalp). In the subsequent time window, old/new differences seem to be larger in the recognition test than in the pleasantness task.

In the full linear mixed effect model with the mean old/new difference in the $300-500 \mathrm{~ms}$ time window as dependent variable, we included subjects as random effect and task, LTF, topography, and test order as fixed effects. This model revealed a significant intercept, $b=1.11, t(352)=6.37, p<.001$, indicating a significant old/new effect across tasks, LTF levels and test orders. Confirming our predictions, there was a significant interaction between the linear topographic contrast and task, $b=-0.19, t(352)=-2.80, p=.005$. None of the other interactions between the polynomial contrasts and task were significant (range of $p \mathrm{~s}$ : .567-.925). There was also a significant $\mathrm{LTF} \times$ linear contrast interaction, $b=-0.16$, $t(352)=-2.40, p=.017$, a significant LTF $\times$ test order interaction, $b=.31, t(44)=2.32, p=.025$, and a significant Task $\times \mathrm{LTF} \times$ Test order interaction, $b=0.38, t(44)=2.85$, $p=$.007. No other main effects or interactions were significant.

Dissolving the interactions involving the LTF factor, we ran separate analyses for high and low LTF items. We report only those effects and interactions that are subject to interpretation because of the higher order interactions. For high LTF items, there was a significant intercept, $b=1.03, t(176)=4.56, p<.001$, a marginally significant effect of test order, $b=0.44, t(22)=2.02, p=.064$, and a significant negative linear trend, $b=-0.23, t(176)=-2.20$, $p=.029$. Moreover, there was a Task $\times$ Test order interaction, $b=0.52, t(22)=2.42, p=.024$. Dissolving this interaction, we ran separate analyses on each level of task for the high LTF items. For the recognition task, there was a significant intercept, $b=1.03, t(88)=2.89$, $p=.005$, and a significant effect of test order, $b=0.96$, $t(22)=2.70, p=.013$. For the pleasantness task, only the intercept was significant, $b=1.03, \mathrm{t}(88)=3.94, p<.001$.

FIGURE 2 ERP waveforms in the study phase (left panel), recognition test (middle panel), and the pleasantness task (right panel). High LTF items are displayed as solid lines and low LTF items as dotted lines. For the middle and right panel hits/old items are displayed in red and correct rejections/new items in black. ERPs are displayed for five electrode clusters (from top to bottom: frontal, fronto-central, central, centro-parietal, and parietal). Waveforms were low-pass-filtered $(12 \mathrm{~Hz})$ for illustrative purposes.
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FIGURE 3 Topographic maps for the difference waveforms between high and low LTF items for the study phase, between hits and CRs in the recognition test and between old and new words in the pleasantness task in the $300-500 \mathrm{~ms}$ time window.


FIGURE 4 The mean amplitude differences from 300-500 ms for hits minus CRs and old minus new items in the recognition test (dark) and pleasantness task (light), respectively, at the five clusters (frontal, fronto-central, central, centro-parietal, and parietal). "High" and "low" refers to high and low LTF items, respectively. Upper panel: Means were calculated across all participants irrespective of task order. Middle panel: Means for the recognition test first group. Lower panel: Means for the pleasantness first group. Error bars represent the standard error of the mean difference between tasks.
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For low LTF items, there was only a significant intercept, $b=1.19, t(176)=5.43, p<.001$. Thus, for the high LTF items, the FN400 in the recognition test was frontally distributed and larger when the recognition test came first whereas for the low LTF items there was a more broadly
distributed old/new effect in both test tasks and no moderation by test order.

Finally, we dissolved the interaction of task and linear contrast with two separate mixed effects models for each task with LTF, topography and test order as fixed effects.

We only report the intercept and the effect of topography as the two-way interaction was not moderated by any other factors in the full model. For the recognition test, we found a significant intercept, $b=1.23, t(176)=4.46$, $p<.001$, and a significant negative linear trend, $b=-0.25$, $t(176)=-2.36, p=.019$, but no other significant topographic effects, range of $p \mathrm{~s}$ : .589-.905. The negative linear trend indicates that the old/new difference linearly decreases in size from frontal to parietal electrode clusters. For the pleasantness task, there was a significant intercept, $b=0.99, t(176)=4.67, p<.001$, but no significant linear topographic effect, $b=0.13, t(176)=1.52, p=.130$, or any other topographic effect (range of $p \mathrm{~s}$. .579-.959), in line with the broader distribution of this effect across the scalp (see Figures 3 and 4).

In summary, test order effects were generally not very pronounced. Moreover, contrary to our expectations, there was a frontally focused old/new effect for high LTF items and a broadly distributed old/new effect for low LTF items in the recognition test. In line with better memory performance for those participants who did the recognition test first, the FN400 for high LTF items was larger in this group. The distribution of the old/new difference in the pleasantness task was generally more wide-spread across the scalp. Importantly, as predicted, across all levels of LTF and test order, the old/new effect was more frontally focused in the recognition test than in the pleasantness task.

### 3.4 Test phase ERP LTF effects for new items

We started with the full mixed effects model with the mean high-low difference in the $300-500 \mathrm{~ms}$ time window as dependent variable, subjects as random effect and task, topography, and test order as fixed effects. In this model, there was only a marginally significant test order effect, $b=-0.49, t(22)=-1.89, p=.072$, indicating that the LTF difference tends to be larger for the group who started with the pleasantness task. Moreover, there was a marginally significant two-way interaction between task and the linear topographic factor, $b=-0.14, t(176)=-1.66$, $p=.098$, suggesting that the LTF difference was more pronounced at frontal electrode sites but only in the recognition task. Overall, evidence for a difference between high and low LTF items that have no learning history, that is, new items, is weak and not significant.

## 3.5 | ERP topographic dissociation

In order to confirm that the significant two-way interaction between task and linear contrast did not arise because
of overall amplitude differences between the two tasks, we re-ran the model using vector-scaled amplitude differences as the dependent variables. We applied a mixed effects model with the old-new difference as dependent variable, subjects as random effect and task, topography, and test order as fixed effects. It revealed a significant intercept, $b=1.00, t(176)=6.44, p<.001$, as well as a significant interaction between task and linear contrast, $b=-0.17, t(176)=-2.61, p=.010$. The three-way interaction of task, linear contrast, and test order was only marginally significant, $b=-0.11, t(176)=-1.78, p=.076$.

Moreover, we compared the topographic distribution of the recognition FN400 effect also with the (only marginally significant) N400 effect from the study phase. We applied a mixed-effects model with the difference between high vs. low LTF (study task) or hits vs. CRs (recognition task) as dependent variable, subjects as random effect and task, topography, and test order as fixed effects. The model revealed a significant intercept, $b=0.98, t(176)=3.16$, $p=.002$, as well as a significant interaction between task and linear contrast, $b=0.32, t(176)=2.52, p=.013$, but no further significant results.

Next, we applied a mixed-effects model with the difference wave of high vs. low LTF (study task) or old vs. new items (pleasantness task) as dependent variable, subjects as random effect and task, topography, and test order as fixed effects. The model revealed a significant intercept, $b=0.98, t(176)=3.33, p=.001$, but no interaction between task and topography (range of $p \mathrm{~s}$. .214-.985). The threeway interaction of task, linear contrast, and test order was marginally significant, $b=-0.22, t(176)=-1.77, p=.079$.

Taken together, topographic dissociation analyses yielded no evidence that the (marginally significant) N400-LTF effect in the study phase was topographically distinct from the N400-old/new effect in the pleasantness task as both are pronounced at centro-parietal electrode sites. Crucially, the FN400-old/new effect in the recognition task is more frontally distributed than both N400 effects.

## 4 DISCUSSION

Recently, we proposed that the FN400 is linked to the attribution of surprisingly high fluency to familiarity (Mecklinger \& Bader, 2020). We further claimed that only as long as a person has adapted an episodic retrieval intention, familiarity attribution takes place and in turn, the FN400 is elicited. In contrast, an N400 effect can be observed between items differing in conceptual fluency, as for example, words with low and high life-time familiarity (LTF) or when old and new items are compared, and no episodic decision has to be made. The present research's
aim was to dissociate the FN400 from the N400 by manipulating the presence or absence of an episodic retrieval task under otherwise identical testing conditions. Moreover, we wanted to investigate the influence of expectedness on the size of the FN400 by varying LTF. For this purpose, we implemented a study-test design, in which the test phase comprised a recognition test and a pleasantness task in counterbalanced order.

Behaviorally, although there were numerically more hits to low than high LTF items and more false alarms to high than low LTF items, we found no significant mirror effect in the recognition test. However, in line with faster processing of those words that have been encountered more frequently in life, high LTF hits were made faster. Interestingly, this difference in processing speed for words differing in LTF was not significant for CRs as has been observed in combined priming and recognition studies (Bader \& Mecklinger, 2017; Woollams et al., 2008) and was interpreted as conflicting fluency signals from priming and oldness. Moreover, participants were generally faster and had (marginally significantly) more hits, when they did the recognition test before the pleasantness task than when they did it afterward. When the recognition test was administered last, participants were presumably more exhausted, the retention interval was longer and there was interference from the preceding pleasantness task. This might have led to impoverished memory representations and a more difficult classification of the old words (Hockley, 1991; Yonelinas \& Levy, 2002).

In the pleasantness task, we found faster responses for high compared to low LTF items consistent with the RT pattern for hits in the recognition test. Moreover, there were faster responses for old words compared to new words, however, only when this task was administered last. It is possible that we found repetition priming for old words only in this case because then the pleasantness task was more challenging due to task-switching requirements and because participants were more exhausted. Consistent with this view, it has been shown that priming effects are larger when target processing is more demanding (Hines et al., 1986; Horner \& Henson, 2009). It is conceivable that if the task is difficult, participants need to "rely more heavily on resources made available by other stimulus encounters" (Hughes \& Whittlesea, 2003, p. 402).

Regarding the pleasantness rating scores, we observed higher ratings for high compared with low LTF items, but there was no conclusive pattern for the old vs. new comparison as there was an interaction between item status and task order, but within-group comparisons yielded no significant results. Thus, frequent exposures accumulated during the lifetime enhanced the subjective pleasantness of words, but an additional single study phase exposure did not. The reason for the absence of an effect induced
by study exposure on the pleasantness ratings in our experiment might lie in the stimulus materials. In contrast to the majority of mere exposure studies, which use previously unknown stimuli, we used words denoting familiar concepts. One more exposure to a word which has been encountered thousands of times before by an individual (which is presumably true also for the low LTF items) is unlikely to affect the individual's preference for this word (see Butler et al., 2004; Zajonc, 1968, for a similar view).

Contrary to our assumptions, analyses of the LTF contrast in the ERPs suggest that differences in conceptual fluency between high and low LTF items were relatively small since the effects were only marginally significant as in the study phase or virtually absent as for the new items comparison in the test phase tasks. In line with that, the FN400 was not larger for low than for high LTF items. The frontal focus was even more pronounced for high LTF items. However, as can be observed in Figure 4, this did not result from a larger old/new difference at frontal sites but from a smaller old/new difference at parietal sites. Hence, we believe that our manipulation of LTF turned out to be not as effective as intended and as manipulations of word frequency (Bridger et al., 2014; Stenberg et al., 2009) have been in the past. Our intention to use words for which familiarity norms are available might have diluted the difference between the two levels of LTF. As an illustrative example, the difference in mean normalized lemma frequency (Heister et al., 2011) between low and high LTF items was 3 vs. 11 in our study and 2 vs. 192 in Bridger et al. (2014). Hence, our high LTF category might have been not familiar enough. This explanation could also account for the absence of the behavioral mirror effect in the recognition test (see above). Differences in reaction times and pleasantness ratings between high and low LTF items-in the absence of appreciable N400 differencesmight also origin from priming on other levels than the conceptual level, as for example the lexical level.

In line with our assumption that only in the recognition test, participants needed to make episodic memory judgments, we found a frontally focused difference between old and new items (i.e., hits and CRs) only in the recognition test, consistent with an FN400 effect. In contrast, the old/new difference in the pleasantness task resembled a broadly distributed N400 effect. Moreover, the recognition FN400 effect was not only topographically dissociable from the N400 effect in the pleasantness task but also from the (only marginally significant) N 400 effect in the study phase, corroborating the dependency of the FN400 on episodic fluency attributions. Hence, our study adds to the existing evidence that the FN400 and the N400 can be topographically and functionally dissociated as has been shown by studies that contrasted recognition tests with priming manipulations (Bader \& Mecklinger, 2017; Bridger et al., 2012;

Stróżak et al., 2016; Woollams et al., 2008) or life-time familiarity judgments (Leynes \& Mok, 2020). Importantly, we showed that this dissociation holds also for two situations in which exactly the same stimulus materials with the same old/new status are presented but only the tasks differ. The relevance of the task design can also explain why in other studies that used the two tasks within one trial (e.g., Leynes \& Addante, 2016; Voss \& Federmeier, 2011), the difference between the two components might have been obscured. Yang et al. (2019) have provided first and preliminary evidence for such a dissociation. However, we used an improved design with standard recognition instructions, in which the distance between study and the two tasks was held constant across subjects. Moreover, in contrast to the Yang et al. study, in our study, all old words were only repeated once in the recognition test and in the pleasantness task. This provides a more controlled framework for old/ new decisions and renders differences between old and new items more salient.

One drawback of this within-subjects task manipulation are the differences in task order between subjects. We indeed found an influence of task order on some of our behavioral measures emphasizing the importance of controlling this factor when attempting a task dissociation. For the ERPs, the FN400 effect for high LTF items was the only effect moderated by test order in that it was larger for those participants who started with the recognition test. This can be accounted for by the notion that familiarity-based memories suffer from interference (Sadeh et al., 2016). Importantly, the task by topography interaction was found across task orders.

Although the current results could not speak to the role of expectedness in familiarity-based recognition, they confirmed the hypothesis about the importance of the task context derived from the unexpected fluency attribution account (Mecklinger \& Bader, 2020). Moreover, they resonate well with other accounts of familiarity. Leynes et al. (2017) emphasize that whether fluency is perceived as fluency or attributed to another source depends on expectations that are modulated by task and context (albeit they do not explicitly distinguish relative from absolute familiarity). The current results are consistent with Leynes et al.'s notion inasmuch as greater fluency of repeated words elicited an FN400 only when the task entails the goal to remember and requires an attribution to oldness. The importance of an attribution mechanism for familiarity judgments is also acknowledged by Bastin et al. (2019) in their integrative memory model. This framework posits that reactivation of representations in the entity representation core system, which is located in structures along the visual ventral pathway, results in a fluency signal, which needs to be attributed to familiarity (or another source) by a separate attribution system. In Bastin et al.'s model, the
attribution system provides the meta-cognitive knowledge that fluent processing can result from prior occurrence and can therefore be used to guide recognition judgments, a task taken over by the medial prefrontal cortex. Finally, the dorsolateral prefrontal cortex is proposed to monitor whether fluency signals are relevant to the task at hand and to transform the fluency signal into a familiarity judgment. Integrating this suggestion with the view that the FN400 is the electrophysiological marker of fluency attribution to familiarity dovetails with the proposition that the dorsolateral prefrontal cortex is one of the neural generators of the FN400 (Hoppstädter et al., 2015). Moreover, the FN400 can be moderated by top-down and attentional processes (Ecker et al., 2007; Rosburg et al., 2013) as would be predicted by the Bastin et al. model. Therefore, the unexpected fluency-attribution account (Mecklinger \& Bader, 2020) constitutes a valuable extension to Bastin et al.'s model as it allows making inferences concerning the temporal characteristics of mnemonic attributions. It should be noted that Bastin et al. (2019) assume a more general attribution system which also attributes signals from a hippocampus-centered representational core system to recollection. The temporal and topographical dissociation of the ERP effects related to familiarity and recollection (Rugg \& Curran, 2007) suggest at least partly differing attributional systems for the two processes. Therefore, future research needs to find out whether the whole set of ERP old/new effects can be mapped onto the integrative memory model proposed by Bastin et al. (2019).

The unexpected fluency attribution account makes the specific prediction that the presence of a retrieval intention is the prerequisite for an FN400 to be elicited. However, in this study, we compared an episodic recognition memory test with a non-mnemonic pleasantness task, which differ in more aspects than just the presence or absence of a retrieval intention (e.g., response format, decision criteria, or task difficulty). If we take response times as an indicator of task difficulty, our results could be reconciled with the view that the FN400 occurred only in the easier task. However, Ecker and Zimmer (2009) found an FN400 for similar foils only in a condition for which these foils had to be judged as "old." In this condition, response times were longer and not shorter than in the condition where similar foils had to be judged as "new" and where no FN400 for these items was elicited. Rosburg et al. (2013) also report an FN400 only in a retrieval situation in which target information is difficult to retrieve. This argues against the view that the FN400 is mainly elicited in easy task situations. Therefore, future research has to determine which aspects of a recognition decision are most relevant to elicit an FN400.

A final point that needs consideration is that amplitudes, both of the N 400 as a reflection of conceptual
fluency and of the FN400 as a reflection of an episodic familiarity signal, are not interpretable in an absolute sense. Due to component overlap, the ERPs in a particular time interval are also influenced by other aspects of the task. Therefore, both components need to be examined relative to a baseline measured under highly similar conditions (i.e., within the same task). Consistent with this view, we observed general ERP differences between tasks (generally more positive waveforms in the pleasantness task). This implies that theoretical assumptions about ERP components do not only pertain to the old items. Thus, for the FN400 we not only assume attribution to oldness as the underlying mechanism. Rather, we think deciding that there is no erroneous attribution to oldness for correct rejections also plays a role in generating the FN400. Subsequent studies might disentangle the separate contributions of old and new items to the FN400 and N400 effects.

To conclude, the current study dissociated the FN400 and the N400 effects by comparing an episodic recognition test with a pleasantness task that made no reference to memory under conditions in which both effects were driven by increased fluency signals for repeated old words. The results added to the evidence that the FN400 is dependent on the use of familiarity during a recognition decision and most likely reflects a relative familiarity signal for items with a surprisingly high fluency. Therefore, this study contributes to the understanding of familiarity-based recognition and its electrophysiological correlates.
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